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概要
観測される宇宙の大規模構造に現れる「ゆがみ」を

用いた宇宙論、その新しい様相

大規模構造の観測

赤方偏移空間ゆがみ

相対論的ゆがみ

まとめ



宇宙の大規模構造
数ギガパーセクに渡って広がる質量分布の空間非一様性

•豊富な宇宙論情報を有している
•ポスト・プランク衛星の精密宇宙論研究を担う

加速膨張の性質・正体、宇宙のダークセクターの解明、…

原始密度ゆらぎが宇宙膨張下で重力不安定性により成長

3*10^9 light years

=

コールドダークマターに占められている
（インフレーション時に生成）



宇宙の進化史
宇宙マイクロ波
背景放射
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大規模構造を観測する

Sloan Digital Sky Survey @ 
APO (米・ニューメキシコ)

Blanco telescope 
@ CTIO (チリ)

Very Large Telescope (チリ)

3.6m

4m

8.2m

Canada-France-Hawaii 
Telescope (ハワイ)

すばる望遠鏡 (ハワイ)

8.2m

2.5m

http://subarutelescope.org/Information/Download/DImage/index.html
http://www.sdss.org/instruments/

http://www.cfht.hawaii.edu/en/news/CFHT30/#wallpaper
http://www.darkenergysurvey.org/DECam/index.shtml

https://en.wikipedia.org/wiki/Very_Large_Telescope

望遠鏡を占有して銀河の地図を作成



大論争 (1920年)
H. Shapley & H. Curtis

渦巻き星雲（天の川銀河）の正体と宇宙の大きさについて
の公開討論会

wikipedia

距離（指標）

天の川銀河は我々が知りうる宇宙の全て

M31 (アンドロメダ)

(アンドロメダ銀河は我々銀河の一部)
Shapley

Curtis  アンドロメダや他の "星雲" は遠方の銀河、
もしくは “島宇宙" 

問題の解決に

(宇宙論では非自明な問題)

を知ることが不可欠



赤方偏移

SDSS SkyServer

近傍銀河

遠方銀河

Ca H & K OIII HβNa Mg 

大規模構造の３次元構造を知る手がかり

遠方の銀河は近傍銀河に比べて「赤く」見える
宇宙膨張により

波長

z=0.1462

E.Hubble

G. Lemaitre

‘後退’速度 銀河までの距離
(= 光速 x 赤方偏移 ) ハッブルパラメーター

v = H d
ハッブルの法則

赤方偏移パ
ラメーター z = ��/�

v = H d



銀河ーサベイ観測の黎明
CfA 銀河赤方偏移サーベイ

Las Campanas 赤方偏移サーベイ

de Lapparant, Geller & Huchra (’86)

Shectmann et al. (’96)
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variety of galaxy surveys, including the CfA et al.(Vogeley
et al. SSRS Gott, & da Costa1992 ; Park 1994), (Park, 1992 ;

Costa et al. IRAS 1.2 Jy et al.da 1994b), (Fisher 1993),
IRAS QDOT Kaiser, & Peacock and(Feldman, 1994),
APM (Baugh & Efstathiou surveys. In brief, the1993, 1994)
power spectra of these surveys have appeared inconsistent
with predictions of the ““ standard ÏÏ biased cold dark matter
(CDM) model of structure formation with )

0
h \ 0.5

et al. while an unbiased(Blumenthal 1984), )
0
h B 0.2

model with more large-scale power agrees better with the
observations (e.g., Costa et al. (We express theda 1994b).
Hubble constant as km s~1 Mpc~1, and willH

0
\ 100 h

use h \ 1 unless otherwise indicated.) In this paper we
present the power spectrum for galaxy samples drawn from
the Las Campanas Redshift Survey (LCRS), an optically
selected survey of 23,697 galaxies with an average redshift
z\ 0.1. The large sample size and extent of our survey
allow us to examine the power spectrum up to wavelengths
of B400 h~1 Mpc, and to provide measurements indepen-
dent of previous results for the purpose of comparing
against cosmological models. In particular, measurements
of the power spectrum on the largest scales j Z 100 h~1

Mpc are especially interesting, as we expect the power spec-
trum to peak there and begin its turnover toward the pri-
mordial spectrum constrained by COBE and other
microwave background observations. The precise ampli-
tude and shape of the power spectrum on large scales will
provide important clues in discriminating among cosmo-
logical models.

A detailed description of the Las Campanas survey is
given in et al. and additional particularsShectman (1996),
may be found in Shectman et al. (1992, 1995), Tucker (1994),

et al. and et al. Here we brieÑyLin (1996), Oemler (1993).
describe the main survey parameters. The survey geometry
is that of six ““ slices ÏÏ (declination by right1¡.5 ] 80¡
ascension), three each in the north and south galactic caps.

shows the LCRS galaxy distribution and clearlyFigure 1
illustrates the striking pattern of clusters, Ðlaments, walls
and voids that is present. The Ðrst 20% of the data was
obtained using a 50 object Ðber-optic spectrograph, and the
remaining 80% of the data was taken with a 112 object
system. The nominal isophotal magnitude limits for the 50
Ðber data were 16.0 π m\ 17.3 (““ hybrid ÏÏ Kron-Cousins R
magnitudes), and an additional cut was applied that
excluded the lowest 20% of galaxies by central surface
brightness. For the 112 Ðber data, the nominal magnitude
limits were 15.0 π m\ 17.7, with exclusion of just the
lowest 4%È9% of galaxies by surface brightness. The survey
photometric limits were chosen so that there would be typi-
cally more targets per Ðeld than available Ðbers, and we
selected targets at random among those that met the selec-
tion criteria. The survey slices were built up by observing

Ðelds, one at a time, with a maximum of 50 or 1121¡.5 ] 1¡.5
galaxies observed per Ðeld. Because we generally do not
reobserve any of our Ðelds, we must keep track of the vari-
able Ðeld-to-Ðeld sampling fractions f in our subsequent
statistical analyses. The average sampling fraction is 70%
for the 112 Ðber data and 58% for the 50 Ðber data. Also,
mechanical constraints prevent two object Ðbers in a single
spectroscopic Ðeld from approaching closer than 55A, intro-
ducing an additional geometric selection e†ect. We will Ðnd
below that the various sampling, photometric, and geomet-
ric selection e†ects in our survey do not signiÐcantly a†ect
the power spectrum results.

FIG. 1.ÈLCRS galaxy distribution in the northern and southern galac-
tic caps.

In we detail our power spectrum estimation tech-° 2
niques and verify them on N-body simulations. In we° 3
present the power spectra of magnitude-limited samples of
Las Campanas galaxies, and compare our results to the
power spectra derived from other redshift surveys. In we° 4
compute the power spectrum for volume-limited samples of
Las Campanas galaxies and test for luminosity bias in the
survey. In we compare our power spectrum results° 5
against those from N-body simulations. We will then focus
on the large-scale linear power spectrum, relate our results
to the COBE DMR constraints, and compare against the
predictions of several classes of CDM models. We sum-
marize our results in Note that a complementary° 6.
analysis of the two-dimensional LCRS power spectrum has
already been carried out et al. more on this(Landy 1996 ;
below), and the derivation of the closely related two-point
correlation function of LCRS galaxies is described in

and et al.Tucker (1994) Tucker (1996).

2. ESTIMATING THE POWER SPECTRUM

The power spectrum estimation technique used here has
been described by various authorsÈin particular see Fisher
et al. et al. and et al.(1993), Feldman (1994), Park

we detail the method below. The most impor-(1994)Èand
tant di†erence is that the LCRS consists of six essentially
two-dimensional ““ slices,ÏÏ so that we need to account for
““ convolution ÏÏ e†ects caused by the survey geometry in
order to calculate the power spectrum properly. These con-
volution e†ects are also evaluated below.
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http://www.mpa-garching.mpg.de/131601/hl201506

Yellow：SDSS-II main
Red：SDSS-II LRG

White：SDSS-III CMASS

Redshift

6 G yrs
(look back time)

(2014年終了)

Earth
(observer)

スローンデジタルスカイサーベイIIIの銀
河・クェーサー３次元地図のスライス

2011年時点



３次元地図の断面

http://www.sdss.org/press-releases/astronomers-map-a-record-
breaking-1-2-million-galaxies-to-study-the-properties-of-dark-energy/

120,000 個の銀河
赤方偏移



バリオン音響振動 (BAO)
• 原始バリオン-光子流体の音響振動スケール (~150Mpc)

(⇔ CMBの音響ピークのスケール)

7

FIG. 4: Measured power spectra for the full LRG and main galaxy samples. Errors are uncorrelated and full window functions are shown
in Figure 5. The solid curves correspond to the linear theory ΛCDM fits to WMAP3 alone from Table 5 of [7], normalized to galaxy bias
b = 1.9 (top) and b = 1.1 (bottom) relative to the z = 0 matter power. The dashed curves include the nonlinear correction of [29] for
A = 1.4, with Qnl = 30 for the LRGs and Qnl = 4.6 for the main galaxies; see equation (4). The onset of nonlinear corrections is clearly
visible for k ∼

> 0.09h/Mpc (vertical line).

Our Fourier convention is such that the dimensionless
power ∆2 of [77] is given by ∆2(k) = 4π(k/2π)3P (k).

Before using these measurements to constrain cosmo-
logical models, one faces important issues regarding their
interpretation, related to evolution, nonlinearities and
systematics.

B. Clustering evolution

The standard theoretical expectation is for matter
clustering to grow over time and for bias (the rela-
tive clustering of galaxies and matter) to decrease over
time [78–80] for a given class of galaxies. Bias is also

14 L. Anderson et al.

Figure 8. The CMASS DR9 power spectra before (left) and after (right) reconstruction with the best-fit models overplotted. The vertical dotted lines show
the range of scales fitted (0.02 < k < 0.3hMpc�1), and the inset shows the BAO within this k-range, determined by dividing both model and data by the
best-fit model calculated (including window function convolution) with no BAO. Error bars indicate

p

C
ii

for the power spectrum and the rms error calculated
from fitting BAO to the 600 mocks in the inset (see Section 4.2 for details).

an estimate of the “redshift-space” power, binned into bins in k of
width 0.04hMpc

�1.

6.2 Fitting the power spectrum

We fit the observed redshift-space power spectrum, calculated as
described in Section 6, with a two component model comprising a
smooth cubic spline multiplied by a model for the BAO, following
the procedure developed by Percival et al. (2007a,c, 2010). The
model power spectrum is given by

P (k)m = P (k)smooth ⇥B
m

(k/↵), (32)

where P (k)smooth is a smooth model that fits the overall shape
of the power spectrum, and the BAO model Bm(k), calculated for
our fiducial cosmology, is scaled by the dilation parameter ↵ as
defined in Eq. 21. The calculation of the BAO model is described
in detail below. This scaling of the acoustic signal is identical to
that used in the correlation function fits, although the differing non-
linear prescriptions in (Eqns 23 & 32) means that the non-linear
BAO damping is treated in a subtly different way.

Each power spectrum model to be fitted is convolved with the
survey window function, giving our final model power spectrum to
be compared with the data. The window function for this convolu-
tion is the normalised power in a Fourier transform of the weighted
survey coverage, as defined by the random catalogue, and is calcu-
lated using the same Fourier procedure described in Section 6 (e.g.
Percival et al. 2007c). This is then fitted to express the window
function as a matrix relating the model power spectrum evaluated
at 1000 wavenumbers, k

n

, equally spaced in 0 < k < 2hMpc

�1,
to the central wavenumbers of the observed bandpowers k

i

:

P (k
i

)fit =

X

n

W (k
i

, k
n

)P (k
n

)m �W (k
i

, 0). (33)

The final term W (k
i

, 0) arises because we estimate the average
galaxy density from the sample, and is related to the integral con-
straint in the correlation function. In fact this term is smooth (as

the power of the window function is smooth), and so can be ab-
sorbed into the smooth component of the fit, and we therefore do
not explicitly include this term in our fits.

To model the overall shape of the galaxy clustering power
spectrum we use a cubic spline (Press et al. 1992), with nine nodes
fixed empirically at k = 0.001, and 0.02 < k < 0.4 with
�k = 0.05, matching that adopted in Percival et al. (2007c, 2010).
This model was tested in these papers, but we show in Section B3
that it also provides an excellent fit to the overall shape of the DR9
CMASS mock catalogues, and that there is no evidence for devia-
tions for the fits to the data.

To calculate our fiducial BAO model, we start with a linear
matter power spectrum P (k)lin, calculated using CAMB (Lewis et
al. 2000), which numerically solves the Boltzman equation describ-
ing the physical processes in the Universe before the baryon-drag
epoch. We then evolve using the HALOFIT prescription (Smith
et al. 2003), giving an approximation to the evolved power spec-
trum at the effective redshift of the survey. To extract the BAO, this
power spectrum is fitted with a model as given by Eq. 32, where we
adopt a fixed BAO model (BEH) calculated using the Eisenstein &
Hu (1998) fitting formulae at the same fiducial cosmology. Divid-
ing P (k)lin by the best-fit smooth power spectrum component from
this fit produces our BAO model, which we denote BCAMB.

We damp the acoustic oscillations to allow for non-linear ef-
fects

B
m

= (BCAMB � 1)e�k

2⌃2
nl/2

+ 1, (34)

where the damping scale ⌃

nl

is a fitted parameter. We assume
a Gaussian prior on ⌃

nl

with width ±2h�1
Mpc, centred on

8.24h�1
Mpc for pre-reconstruction fits and 4.47h�1

Mpc for
post-reconstruction fits, matching the average recovered values
from fits to the 600 mock catalogs with no prior. The exact width of
the prior is not important, but if we do not include such a prior, then
the fit can become unstable with respect to local minima at extreme
values.

c
� 2011 RAS, MNRAS 000, 2–33
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Figure 15. As Figure 15, but for the DR11 LOWZ correlation function
transformed as defined by Eq. 46 with a = 0.39 and b = 0.04. As before,
these error bars are nearly independent, with a worst case of 12 per cent
and an r.m.s. of 3.4 per cent in the off-diagonal elements of the reduced
covariance matrix.

Figure 16. The CMASS BAO feature in the measured reconstructed power
spectrum of each of the BOSS data releases, DR9, DR10, and DR11. The
data are displayed with points and error-bars and the best-fit model is dis-
played with the curves. Both are divided by the best-fit smooth model. We
note that a finer binning was used in the DR9 analysis.

noted that transformations based on the symmetric square root of
the Fisher matrix had surprisingly compact support for their power
spectrum analysis. When we formed this matrix for the DR11
CMASS correlation function, we found that the first and second
off-diagonal terms are nearly constant and that subsequent off-
diagonals are small. This suggests that a basis transform of the pen-
tadiagonal form

X(si) =
xi � a (xi�1

+ xi+1

)� b (xi�2

+ xi+2

)

1� 2a� 2b
(46)

will approach a diagonal form. Here, xi = s2i ⇠0(si) and si is the

Figure 17. The BAO feature in the measured power spectrum of the DR11
reconstructed CMASS (top) and LOWZ (bottom) data. The data are dis-
played with black circles and the best-fit model is displayed with the curve.
Both are divided by the best-fit smooth model.

bin center of measurement bin i. We introduce the 1 � 2a � 2b
factor so as to normalize X such that it returns X = x for constant
x. For the first two and last two bins, the terms beyond the end of
the range are omitted and the normalization adjusted accordingly.

We find that for DR11 CMASS after reconstruction, values
of a = 0.3 and b = 0.1 sharply reduce the covariances between
the bins. The reduced covariance matrices for ⇠(r) and X(r) are
shown in Figure 13. The bins near the edge of the range retain some
covariances, but the off-diagonal terms of the central 10⇥ 10 sub-
matrix of the reduced covariance matrix have a mean and r.m.s. of
0.008 ± 0.044, with a worst value of 0.11. For display purposes,
this is a good approximation to a diagonal covariance matrix, yet
the definition of X(s) is well localized and easy to state. For com-
parison, the reduced covariance matrix of s2⇠

0

has typical first off-
diagonals values of 0.8 and second off-diagonals values of 0.6.

We display this function in Figure 14. One must also trans-
form the theory to the new estimator: we show the best-fit BAO
models with and without broadband marginalization, as well as the
best-fit non-BAO model without broadband marginalization. The
presence of the BAO is clear, but now the error bars are representa-
tive. For example, the significance of the detection as measured by
the ��2 of the best-fit BAO model to the best-fit non-BAO model
is 69.5 using only the diagonal of the covariance matrix of X , as
opposed to 74 with the full covariance matrix. We do not use this
transformation when fitting models, but we offer it as a pedagogical
view.

The same result is shown for DR11 LOWZ post-
reconstruction in Figure 15. Here we use a = 0.39 and b = 0.04.
The level of the off-diagonal terms is similarly reduced, with an
r.m.s. of 3.4 per cent and a worst value of 12 per cent.

It is expected that the best values of a and b will depend on
the data set, since data with more shot noise will have covariance
matrices of the correlation function that are more diagonally dom-
inant. Similarly, the choice of a pentadiagonal form may depend

c� 2014 RAS, MNRAS 000, 2–38

BOSS DR9
(SDSS-III)
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Anderson et al. (’13)

DR9

DR10

DR11

• 標準ものさしとして遠方銀河までの距離測定に使える
(理論プライヤー) →加速膨張のプローブ



幾何学的ゆがみ
BAOの潜在的能力を引き出す鍵
仮定した宇宙モデルがミスマッチしていると共動座標系の銀河分布
が見かけ上ゆがむ

�r� = DA(z)� �

�r|| = c� z/H(z)

observer

(��, �z)

H(z) & DA(z) 
BAOを標準ものさしとして使えば

を銀河分布から同時に測定できる

（アルコック-パチンスキー効果）
統計的な等方性が見かけ上破れる



BAOを使った宇宙論的距離の制限
Cosmological Analysis of BOSS galaxies 25
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Figure 14. The “Hubble diagram” from the world collection of spectroscopic BAO detections. Blue, red, and green points show BAO measurements of DV /rd,
DM/rd, and DH/rd, respectively, from the sources indicated in the legend. These can be compared to the correspondingly coloured lines, which represents
predictions of the fiducial Planck ⇤CDM model (with ⌦m = 0.3156, h = 0.6727). The scaling by

p

z is arbitrary, chosen to compress the dynamic range
sufficiently to make error bars visible on the plot. For visual clarity, the Ly↵ cross-correlation points have been shifted slightly in redshift; auto-correlation
points are plotted at the correct effective redshift. Measurements shown by open points are not incorporated in our cosmological parameter analysis because
they are not independent of the BOSS measurements.

presented in Table 9 and denoted as G-M et al. (2016 a+b+c). The
combination of these three sets of results is presented at the end
of Gil-Marı́n et al. (2016c). As before, this case is compared to
our full-shape column of Table 7, approximating LOWZ to our low
redshift bin and CMASS to our high redshift bin, where the vol-
ume difference factor has been taken into account. Our DM mea-
surement of 1.7% in the low redshift bin and 1.8% in the high red-
shift bin compares to 1.5% and 1.1%, respectively, in Gil-Marı́n
2016 a+b+c. Regarding H(z), our measurement of 2.8% in both
the low and high redshift bins compares to 2.5% and 1.8% in Gil-
Marı́n 2016 a+b+c. Finally our f�8 constraint of 9.5% and 8.9% in
the low and high redshift bin compares to the LOWZ and CMASS
measurements of 9.2% and 6.0% by Gil-Marin 2016a+b+c. One
can attribute the improvement in Gil-Marı́n 2016a+b+c when com-
pared to our measurement to the use of the bispectrum, which has
not been used in our analysis.

c
� 2016 RAS, MNRAS 000, 1–38

Cosmological Analysis of BOSS galaxies 3

is extremely strong, and nearly all observations remain consistent
with a cosmological constant form of dark energy. CMB measure-
ments from the Wilkinson Microwave Anisotropy Probe (WMAP;
Bennett et al. 2013), ground-based experiments such as the Ata-
cama Cosmology Telescope (Das et al. 2014) and the South Pole
Telescope (George et al. 2015), and, especially, the Planck satel-
lite (Planck Collaboration I 2015) now provide strong constraints
on the cosmic matter and radiation density, the angular diameter
distance to the surface of last scattering, and the shape and am-
plitude of the matter power spectrum at the recombination epoch
zrec ⇡ 1090. These measurements also probe lower redshift matter
clustering through gravitational lensing and the integrated Sachs-
Wolfe (ISW; Sachs & Wolfe 1967) effect. Within ⇤CDM, CMB
data alone are sufficient to provide tight parameter constraints, but
these weaken considerably when non-zero curvature or more flex-
ible forms of dark energy are allowed (Planck Collaboration XIII.
2015, hereafter Planck2015). Supernova measurements of the ex-
pansion history have improved dramatically thanks to large ground-
based surveys that span the redshift range 0.2 < z < 0.8, im-
proved local calibrator samples, Hubble Space Telescope searches
that extend the Hubble diagram to z ⇡ 1.5, and major efforts
by independent groups to place different data sets on a common
scale and to identify and mitigate sources of systematic error (see
Suzuki et al. 2012; Betoule et al. 2014; and references therein).
BAO measurements, now spanning z = 0.1 � 0.8 and z ⇡ 2.5,
complement the SN measurements by providing an absolute dis-
tance scale, direct measurement of the expansion rate H(z), and
robustness to systematic errors (see discussion and references be-
low). Direct “distance ladder” measurements of H0 constrain the
present day expansion rate, providing the longest lever arm against
the CMB (Riess et al. 2011, 2016; Freedman et al. 2012). RSD and
weak gravitational lensing measurements provide complementary
probes of structure growth that have somewhat different parame-
ter sensitivity and very different systematics. Consistency of RSD
and weak lensing can also test modified gravity models that predict
different effective potentials governing light-bending and acceler-
ation of non-relativistic tracers. At present, these structure growth
measurements are substantially less precise than expansion history
measurements (⇠ 5 � 10% vs. ⇠ 1 � 2%), so they serve pri-
marily to test departures from GR and constrain neutrino masses
rather than measure dark energy parameters. This situation is likely
to change in next-generation experiments. Observational probes of
dark energy are reviewed by, e.g., Albrecht et al. (2006), Frieman,
Turner, & Huterer (2008), Blanchard (2010), Astier & Pain (2012),
and more comprehensively by Weinberg et al. (2013). Reviews fo-
cused more on theories of dark energy and modified gravity include
Copeland, Sami, & Tsujikawa (2006), Jain & Khoury (2010), and
Joyce, Lombriser, & Schmidt (2016). Reviews focused on future
observational facilities include LSST Science Collaboration et al.
(2009), Kim et al. (2015), Huterer et al. (2015), and Amendola et
al. (2016).

While acoustic oscillations were already incorporated in early
theoretical calculations of CMB anisotropies (Peebles & Yu 1970;
Sunyaev & Zel’dovich 1970), interest in using the BAO feature as
a “standard ruler” in galaxy clustering grew after the discovery of
cosmic acceleration (Eisenstein, Hu, & Tegmark 1998; Blake &
Glazebrook 2003; Seo & Eisenstein 2003). The physics of BAO
and contemporary methods of BAO analysis are reviewed at length
in Ch. 4 of Weinberg et al. (2013), and details specific to our anal-
yses appear in the supporting papers listed below. In brief, pressure
waves in the pre-recombination universe imprint a characteristic
scale on late-time matter clustering at the radius of the sound hori-

zon,

rd =

Z 1

zd

cs(z)
H(z)

dz , (1)

evaluated at the drag epoch zd, shortly after recombination, when
photons and baryons decouple (see Aubourg et al. 2015 for more
precise discussion). This scale appears as a localized peak in the
correlation function or a damped series of oscillations in the power
spectrum. Assuming standard matter and radiation content, the
Planck 2015 measurements of the matter and baryon density de-
termine the sound horizon to 0.2%. An anisotropic BAO analysis
that measures the BAO feature in the line-of-sight and transverse
directions can separately measure H(z) and the comoving angular
diameter distance DM (z), which is related to the physical angu-
lar diameter distance by DM (z) = (1 + z)DA(z) (Padmanabhan
et al. 2008). Adjustments in cosmological parameters or changes
to the pre-recombination energy density (e.g., from extra relativis-
tic species) can alter rd, so BAO measurements really constrain
the combinations DM (z)/rd, H(z)rd. An angle-averaged galaxy
BAO measurement constrains a combination that is approximately

DV (z) =
⇥
czD2

M (z)/H(z)
⇤1/3

. (2)

An anisotropic BAO analysis automatically incorporates the so-
called Alcock-Paczynski (1979; AP) test, which uses the require-
ment of statistical isotropy to constrain the parameter combination
H(z)DM (z).

The localized three-dimensional nature of the BAO feature
makes BAO measurements robust to most observational system-
atics (see Ross et al. 2012, 2016), which tend to introduce only
smooth distortions in clustering measurements. Similarly, non-
linear evolution and galaxy bias are expected to produce smooth
rather than localized distortions of clustering. Our BAO analy-
sis methods introduce parametrized templates to marginalize over
smooth distortions of observational or astrophysical origin, and re-
sults are insensitive to details of these templates and to many other
analysis details (Vargas-Magaña et al. 2014, 2016). Non-linear evo-
lution broadens the BAO peak in the correlation function (or damps
high-k oscillations in the power spectrum), and simulations and
perturbation theory calculations indicate that non-linear evolution
and galaxy bias can shift the location of the BAO peak at a level
of 0.2 � 0.5% (Eisenstein et al. 2007b; Padmanabhan & White
2009; Seo et al. 2010; Mehta et al. 2011; Sherwin & Zaldarriaga
2012). Measurements of the BAO scale using samples with consid-
erable differences in galaxy bias that share the same volume have
obtained results consistent with such small shifts (Ross et al. 2014;
Beutler et al. 2016a). A key element of recent BAO analyses is re-
construction, which attempts to reverse non-linear effects so as to
sharpen the BAO peak and thereby restore measurement precision
(Eisenstein et al. 2007; Padmanabhan et al. 2012; Burden, Percival
& Howlett 2015; Schmittfull et al. 2015). Simulation tests and per-
turbation theory calculations show that reconstruction also removes
the small shifts induced by non-linearity and galaxy bias, to a level
of ⇡ 0.1% or better (Padmanabhan, White, & Cohn 2009; Noh,
White, & Padmanabhan 2009; Seo et al. 2010; Mehta et al. 2011;
Tassev & Zaldarriaga 2012; White 2015). The combination of pre-
cision, complementarity to SNe, and robustness to systematics has
made BAO a pillar of contemporary cosmology.

Early analyses of the power spectrum of the 2-Degree Field
Galaxy Redshift Survey (2dFGRS; Colless et al. 2003) showed
strong hints of baryonic features (Percival et al. 2001), but the first
clear detections of BAO came in 2005 with analyses of the final
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is extremely strong, and nearly all observations remain consistent
with a cosmological constant form of dark energy. CMB measure-
ments from the Wilkinson Microwave Anisotropy Probe (WMAP;
Bennett et al. 2013), ground-based experiments such as the Ata-
cama Cosmology Telescope (Das et al. 2014) and the South Pole
Telescope (George et al. 2015), and, especially, the Planck satel-
lite (Planck Collaboration I 2015) now provide strong constraints
on the cosmic matter and radiation density, the angular diameter
distance to the surface of last scattering, and the shape and am-
plitude of the matter power spectrum at the recombination epoch
zrec ⇡ 1090. These measurements also probe lower redshift matter
clustering through gravitational lensing and the integrated Sachs-
Wolfe (ISW; Sachs & Wolfe 1967) effect. Within ⇤CDM, CMB
data alone are sufficient to provide tight parameter constraints, but
these weaken considerably when non-zero curvature or more flex-
ible forms of dark energy are allowed (Planck Collaboration XIII.
2015, hereafter Planck2015). Supernova measurements of the ex-
pansion history have improved dramatically thanks to large ground-
based surveys that span the redshift range 0.2 < z < 0.8, im-
proved local calibrator samples, Hubble Space Telescope searches
that extend the Hubble diagram to z ⇡ 1.5, and major efforts
by independent groups to place different data sets on a common
scale and to identify and mitigate sources of systematic error (see
Suzuki et al. 2012; Betoule et al. 2014; and references therein).
BAO measurements, now spanning z = 0.1 � 0.8 and z ⇡ 2.5,
complement the SN measurements by providing an absolute dis-
tance scale, direct measurement of the expansion rate H(z), and
robustness to systematic errors (see discussion and references be-
low). Direct “distance ladder” measurements of H0 constrain the
present day expansion rate, providing the longest lever arm against
the CMB (Riess et al. 2011, 2016; Freedman et al. 2012). RSD and
weak gravitational lensing measurements provide complementary
probes of structure growth that have somewhat different parame-
ter sensitivity and very different systematics. Consistency of RSD
and weak lensing can also test modified gravity models that predict
different effective potentials governing light-bending and acceler-
ation of non-relativistic tracers. At present, these structure growth
measurements are substantially less precise than expansion history
measurements (⇠ 5 � 10% vs. ⇠ 1 � 2%), so they serve pri-
marily to test departures from GR and constrain neutrino masses
rather than measure dark energy parameters. This situation is likely
to change in next-generation experiments. Observational probes of
dark energy are reviewed by, e.g., Albrecht et al. (2006), Frieman,
Turner, & Huterer (2008), Blanchard (2010), Astier & Pain (2012),
and more comprehensively by Weinberg et al. (2013). Reviews fo-
cused more on theories of dark energy and modified gravity include
Copeland, Sami, & Tsujikawa (2006), Jain & Khoury (2010), and
Joyce, Lombriser, & Schmidt (2016). Reviews focused on future
observational facilities include LSST Science Collaboration et al.
(2009), Kim et al. (2015), Huterer et al. (2015), and Amendola et
al. (2016).

While acoustic oscillations were already incorporated in early
theoretical calculations of CMB anisotropies (Peebles & Yu 1970;
Sunyaev & Zel’dovich 1970), interest in using the BAO feature as
a “standard ruler” in galaxy clustering grew after the discovery of
cosmic acceleration (Eisenstein, Hu, & Tegmark 1998; Blake &
Glazebrook 2003; Seo & Eisenstein 2003). The physics of BAO
and contemporary methods of BAO analysis are reviewed at length
in Ch. 4 of Weinberg et al. (2013), and details specific to our anal-
yses appear in the supporting papers listed below. In brief, pressure
waves in the pre-recombination universe imprint a characteristic
scale on late-time matter clustering at the radius of the sound hori-
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evaluated at the drag epoch zd, shortly after recombination, when
photons and baryons decouple (see Aubourg et al. 2015 for more
precise discussion). This scale appears as a localized peak in the
correlation function or a damped series of oscillations in the power
spectrum. Assuming standard matter and radiation content, the
Planck 2015 measurements of the matter and baryon density de-
termine the sound horizon to 0.2%. An anisotropic BAO analysis
that measures the BAO feature in the line-of-sight and transverse
directions can separately measure H(z) and the comoving angular
diameter distance DM (z), which is related to the physical angu-
lar diameter distance by DM (z) = (1 + z)DA(z) (Padmanabhan
et al. 2008). Adjustments in cosmological parameters or changes
to the pre-recombination energy density (e.g., from extra relativis-
tic species) can alter rd, so BAO measurements really constrain
the combinations DM (z)/rd, H(z)rd. An angle-averaged galaxy
BAO measurement constrains a combination that is approximately
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An anisotropic BAO analysis automatically incorporates the so-
called Alcock-Paczynski (1979; AP) test, which uses the require-
ment of statistical isotropy to constrain the parameter combination
H(z)DM (z).

The localized three-dimensional nature of the BAO feature
makes BAO measurements robust to most observational system-
atics (see Ross et al. 2012, 2016), which tend to introduce only
smooth distortions in clustering measurements. Similarly, non-
linear evolution and galaxy bias are expected to produce smooth
rather than localized distortions of clustering. Our BAO analy-
sis methods introduce parametrized templates to marginalize over
smooth distortions of observational or astrophysical origin, and re-
sults are insensitive to details of these templates and to many other
analysis details (Vargas-Magaña et al. 2014, 2016). Non-linear evo-
lution broadens the BAO peak in the correlation function (or damps
high-k oscillations in the power spectrum), and simulations and
perturbation theory calculations indicate that non-linear evolution
and galaxy bias can shift the location of the BAO peak at a level
of 0.2 � 0.5% (Eisenstein et al. 2007b; Padmanabhan & White
2009; Seo et al. 2010; Mehta et al. 2011; Sherwin & Zaldarriaga
2012). Measurements of the BAO scale using samples with consid-
erable differences in galaxy bias that share the same volume have
obtained results consistent with such small shifts (Ross et al. 2014;
Beutler et al. 2016a). A key element of recent BAO analyses is re-
construction, which attempts to reverse non-linear effects so as to
sharpen the BAO peak and thereby restore measurement precision
(Eisenstein et al. 2007; Padmanabhan et al. 2012; Burden, Percival
& Howlett 2015; Schmittfull et al. 2015). Simulation tests and per-
turbation theory calculations show that reconstruction also removes
the small shifts induced by non-linearity and galaxy bias, to a level
of ⇡ 0.1% or better (Padmanabhan, White, & Cohn 2009; Noh,
White, & Padmanabhan 2009; Seo et al. 2010; Mehta et al. 2011;
Tassev & Zaldarriaga 2012; White 2015). The combination of pre-
cision, complementarity to SNe, and robustness to systematics has
made BAO a pillar of contemporary cosmology.

Early analyses of the power spectrum of the 2-Degree Field
Galaxy Redshift Survey (2dFGRS; Colless et al. 2003) showed
strong hints of baryonic features (Percival et al. 2001), but the first
clear detections of BAO came in 2005 with analyses of the final
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mation correlation between 2- and 3-point functions in Slepian et
al. (2016a) and Gil-Marı́n et al. (2016c)). Wang et al. (2016) and
Zhao et al. (2016) analyzed the BAO distances in nine redshift bins
instead of the three in our analysis in both configuration space and
Fourier space. Pellejero-Ibañez et al. (2016) analyzed the sample
with minimal assumptions of cosmological priors and found con-
sistent results as our analysis.

A comparison with Cuesta et al. (2016a) and Gil-Marı́n et al.
(2016a) is of particular interest, as those papers present similar con-
figuration and Fourier space analyses to the ones used here, for
the same BOSS data set, but breaking the samples by the LOWZ
and CMASS target selections rather than the finer redshift binning
adopted in this paper. In the following discussion we will focus on
their consensus results, obtained from combining the likelihoods
derived from the correlation and power spectrum. Those consen-
sus results are presented in Gil-Marı́n et al. (2016a). The perfor-
mance of our updated methodology can be tested against the above
consensus results by comparing the precision in cosmic distance
measurements. We make an approximate comparison by equating
LOWZ to our low redshift bin, and CMASS to our high redshift
bin. Note that our low redshift bin has a larger effective volume
than the LOWZ sample Ve↵,low/Ve↵,LOWZ = 1.7, and our high
redshift bin has a smaller effective volume than the CMASS sam-
ple, Ve↵,high/Ve↵,CMASS = 0.8. There is a trade-off in the preci-
sion of the low redshift bin, at the expense of having less precision
in the high redshift bin, motivated by the redshift boundary being
shifted from z = 0.43 to z = 0.50. To clarify the comparison,
we will rescale in the following discussion the LOWZ uncertain-
ties by a factor of

p
Ve↵,LOWZ/Ve↵,low = 0.77 and the CMASS

uncertainties by a factor of
p

Ve↵,CMASS/Ve↵,high = 1.12, so the
reader should assume this factor implicitly in all text throughout
this section. However, Fig. 13 and Table 9 have no such corrections
applied to them.

For comparison, we focus on the DV constraints, as these pro-
vide the most information from the post-reconstruction BAO anal-
ysis and we regard the LOWZ volume as too small to obtain robust
H(z) likelihoods (the LOWZ DV likelihood is what was used in
the Cuesta et al. 2016a cosmological analysis). The consensus pre-
cision on DV from the combination of the Cuesta et al. (2016a) and
Gil-Marı́n et al. (2016a) results is 1.3 per cent for LOWZ and 1.0
per cent for CMASS, after the above scaling by

p

Ve↵ . The consen-
sus DV precision we obtain (see Section 8.2) is 20 per cent better at
low redshift and the same at high redshift, and these DV constraints
come almost entirely from the post-reconstruction BAO analysis
(see the second column of Fig. 11). Our improvement at low red-
shift is compatible with the fact that our error in DV is smaller
than the standard deviation of the mock samples (see Table 5) by
20 per cent, while the results presented in Cuesta et al. (2016a) ob-
tained slightly worse precision than the equivalent quantity from
the mocks. Such fluctuations in precision are consistent with those
found in our mock samples. In terms of the standard deviation, the
consensus mock results for DV in Cuesta et al. (2016a) agree with
the consensus results presented in Table 5, at the number of sig-
nificant digits we quote. Thus, results from this comparison are
consistent with the expectation from the tests in mock catalogues
described in Section 2.3.

Figure 14 plots our BAO-only results in the wider con-
text of other surveys and higher redshift measurements from the
BOSS Ly↵ forest. Blue, green, and red curves/points show DV (z),
DM (z), and DH(z) ⌘ c/H(z), divided by rd and with redshift
scalings that fit all three curves on the same plot with visible er-
ror bars. The three lines show the predictions of a ⇤CDM model

with the Planck 2015 parameters. Symbols show BAO measure-
ments from z ⇡ 0.1 to z ⇡ 2.2 collected from 6dFGS (Beut-
ler et al. 2011), SDSS-I/II (Percival et al. 2010; Ross et al. 2015),
WiggleZ (Blake et al. 2011a,b), and the BOSS Ly↵ forest auto-
and cross-correlations (Delubac et al. 2015 and Font-Ribera et al.
2014, respectively), in addition to the BOSS galaxy measurements
described here. The Percival et al. (2010) analysis includes SDSS
LRGs and overlaps significantly with BOSS, while the main galaxy
sample (MGS) analyzed, with reconstruction, by Ross et al. (2015)
is essentially independent. The WiggleZ survey volume also over-
laps BOSS, but 6dFGS is again independent. We find consistency
across all galaxy BAO measurements. Moderate tension with the
Ly↵ forest BAO measurements remains, as discussed in detail by
Delubac et al. (2015) and Aubourg et al. (2015). BAO analyses of
the DR12 Ly↵ forest data set are in process (J. Bautista et al., in
prep.).

Next we compare our f�8 results to those from the literature.
As before, we begin by collecting the work done by the BOSS
team, which we summarize on the left-hand side of Fig. 15. We
include measurements and quoted uncertainties from DR11 stud-
ies (Alam et al. 2015b; Beutler et al. 2014a; Samushia et al. 2014;
Sánchez et al. 2014) and DR12 (Gil-Marı́n et al. 2016b; Chuang
et al. 2016). The improved precision at low redshift in the present
analysis greatly helps to test the predictions of structure growth in
the universe, showing consistency with ⇤CDM and GR. We find
excellent consistency among different methods and data releases.
Given the small area increase between DR11 and DR12, the dif-
ferences seen in Figure 15 are likely a consequence of different
redshift binning and analysis/modelling methods. A more detailed
study of the impact of different methodologies on f�8 measure-
ments, using high-fidelity mocks, can be found in Tinker et al.
(2016) for DR12 measurements.

The right panel of Figure 15 compares our measurements
of f�8 results those from other surveys: 2dfGRS (Percival et al.
2004b), 6dFGS (Beutler et al. 2012), GAMA (Blake et al. 2013),
WiggleZ (Blake et al. 2012), VVDS (Guzzo et al. 2008), and
VIPERS (de la Torre et al. 2013), as well as the measurements from
the SDSS-I and -II main galaxy sample (Howlett et al. 2015, MGS)
and the SDSS-II LRG sample (Oka et al. 2014, DR7). The mea-
surements plotted are conditional constraints on f�8 based on the
Planck 2015 ⇤CDM cosmological model. This can be seen as a di-
rect test of General Relativity. We find that our results confirm the
validity of General Relativity. We also find reassuring consistency
between our measurements and those by different surveys.

It is also interesting to compare this paper’s full-shape re-
sults (Table 7) with the full-shape analysis of the DR12 LOWZ
and CMASS samples, done in Fourier space by Gil-Marı́n et al.
(2016b) (scaled again by

p

Ve↵ factors). Approximating LOWZ to
our low redshift bin and CMASS to our high redshift bin, we find a
DM measurement of 1.7% in the low redshift bin and 1.8% in the
high redshift bin, which compares to 2.3% and 1.8% in Gil-Marı́n
et al. (2016b), respectively. Regarding H(z), our measurement of
2.8% in both the low and high redshift bins compares to 3.8% and
3.6% in Gil-Marı́n et al. (2016b), again showing a clear improve-
ment in the precision when using our new methodology. Finally
our f�8 constraint of 9.5% and 8.9% in the low and high redshift
bin compares to the LOWZ constraint of 12.1% and 9.6% in Gil-
Marı́n et al. (2016b), which similarly to DM and H , shows a clear
improvement in the low redshift bin.

Additionally, we display the results based on the combina-
tion of the pre-reconstructed power spectrum, bispectrum and post-
reconstruction BAO (from Gil-Marı́n et al. 2016a,b,c), which is
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et al. (2012), who measured the RSD and AP simultaneously in
the BOSS CMASS DR9 sample, achieving a 15 per cent mea-
surement of growth, 2.8 per cent measurement of angular diame-
ter distance, and 4.6 per cent measurement of the expansion rate
at z = 0.57. Using these estimates Samushia et al. (2013) derived
strong constraints on modified theories of gravity (MG) and DE
model parameters. In this paper we perform a similar analysis on
the CMASS DR11 sample, which covers roughly three times the
volume of DR9.

This paper is organised as follows. In section 2 we describe
the data used in the analysis. Section 3 explains how the two-
dimensional correlation function is estimated from the data. Sec-
tion 4 shows how we derive the estimates of the covariance ma-
trix for our measurements. In section 5 we describe the theoretical
model used to fit the data. Section 6 presents and discusses our
main results – the estimates of growth rate, distance-redshift rela-
tionship and the expansion rate from the measurements. Section 7
uses these estimates to constrain parameters in the ⇤CDM model
assuming General Relativity (⇤CDM-GR) and possible deviations
from this standard model. We conclude and discuss our results in
section 8.

Our measurements require the adoption of a cosmological
model in order to convert angles and redshifts into comoving dis-
tances. As in Anderson et al. (2013) we adopt a spatially-flat
⇤CDM cosmology with ⌦m = 0.274 and h = 0.7 for this purpose.
For ease of comparison across analyses, we follow Anderson et al.
(2013) and also report our distance constraints relative to a model
with ⌦m = 0.274, h = 0.7, and ⌦bh2 = 0.0224, for which the BAO
scale rd = 149.31 Mpc.

2 THE DATA

The SDSS-III project (Eisenstein et al. 2011) uses a dedicated 2.5-
m Sloan telescope (Gunn et al. 2013) to perform spectroscopic
follow-up of targets selected from images made using a now-retired
drift-scanning mosaic CCD camera (Gunn et al. 2006) that imaged
the sky in five photometric bands (Fukugita et al. 1996) to a limit-
ing magnitude of r ' 22.5. The BOSS (Dawson et al. 2013) is the
part of SDSS-III that will measure spectra for 1.5 million galaxies
and 160.000 quasars over a quarter of the sky.

We use the DR11 CMASS sample of galaxies (Anderson et al.
2013; Smee et al. 2013; Bolton et al. 2012). This lies in the redshift
range of 0.43 < z < 0.70 and consists of 690826 galaxies covering
8498 square degrees (effective volume of 6.0 Gpc3).

Figure 1 shows the redshift distribution of galaxies in our
sample. The number density is of order of 10�4 peaking at n̄ '
4 ⇥ 10�4h3 Mpc�3.

3 THE MEASUREMENTS

We measure the correlation function of galaxies in the CMASS
sample defined as the ensemble average of the product of over-
densities in the galaxy field separated by a certain distance r

⇠(r) ⌘ h�g(r0)�g(r0 + r)i. (4)

The overdensity as a function of r is given by

�g(r) =
ng(r) � n̄g(r)

n̄g(r)
, (5)

where n̄g(r) is expected average density of galaxies at a position r
and ng(r) is an observed number density.

Figure 1. The number density of CMASS DR11 galaxies in redshift bins
of �z = 0.01 in northern and southern Galactic hemispheres, computed
assuming our fiducial cosmology.

Figure 2. The two-dimensional correlation function of DR11 sample mea-
sured in bins of 1h�1 ⇥ 1h�1 Mpc2. We use first two Legendre multipoles of
the correlation function in our study rather than the two-dimensional corre-
lation function displayed here.

We estimate the correlation function using the Landy-Szalay
minimum-variance estimator (Landy & Szalay 1993)

⇠̂(�ri) =
DD(�ri) � 2DR(�ri) + RR(�ri)

RR(�ri)
, (6)

where DD(�ri) is the weighted number of galaxy pairs whose sep-
aration falls within the �ri bin, RR(�ri) is number of similar pairs
in the random catalogue and DR(�ri) is the number of cross-pairs
between the galaxies and the objects in the random catalogue.

Figure 2 shows the two-dimensional correlation function of
DR11 sample measured in bins of 1h�1⇥1h�1 Mpc2. Both the “BAO
ridge” (a ring of local maxima at approximately 100h�1 Mpc) and
the RSD signal (LOS “squashing” of the correlation function) are
detectable by eye.

The random catalogue is constructed by populating the vol-
ume covered by galaxies with random points with zero correlation.
We use a random catalogue that has 50 times the density of galaxies

c� 0000 RAS, MNRAS 000, 1–15

s k
[h

�
1
M
p
c]

700,000gals @ 0.43<z<0.7
観測者の視線方向

SDSS (BOSS) DR11

⇠(
s ?

,s
k)

s? [h�1 Mpc]Samushia et al.(’13)

間隔
銀河

銀河

s?

sk

s

観測者
視線方向

(２点) 相関関数 = 銀河のペアをカウント→ 特徴的な非等方性
(Redshift-space distortions, RSD)



赤方偏移空間ゆがみ
Cosmological Analysis of BOSS galaxies 13

�150 �100 �50 0 50 100 150

s� [h�1 Mpc]

�150

�100

�50

0

50

100

150

s �
[h

�
1
M

p
c]

BOSS DR12 - 0.5 < z < 0.75

�80 �40 0 40 80 120

s2 �(s�, s�) [h�2 Mpc2]

Figure 5. The measured pre-reconstruction correlation function (left) and power spectrum (middle) in the directions perpendicular and parallel to the line of
sight, shown for the NGC only in the redshift range 0.50 < z < 0.75. In each panel, the color scale shows the data and the contours show the prediction of the
best-fit model. The anisotropy of the contours seen in both plots reflects a combination of RSD and the AP effect, and holds most of the information used to
separately constrain DM (z)/rd, H(z)rd, and f�8. The BAO ring can be seen in two dimensions on the correlation function plot. To more clearly show the
anisotropic BAO ring in the power spectrum, the right panel plots the two-dimensional power-spectrum divided by the best-fit smooth component. The wiggles
seen in this panel are analogous to the oscillations seen in the top left panel of Fig 3.

Table 4. Summary table of pre-reconstruction full-shape constraints on the parameter combinations DM ⇥

�
rd,fid/rd

�
, H⇥

�
rd/rd,fid

�
, and f�8(z) derived

in the supporting papers for each of our three overlapping redshift bins

Measurement redshift Satpathy et al. Beutler et al. (b) Grieb et al. Sánchez et al.
⇠(s) multipoles P (k) multipoles P (k) wedges ⇠(s) wedges

DM ⇥

�
rd,fid/rd

�
[Mpc] z = 0.38 1476 ± 33 1549 ± 41 1525 ± 25 1501 ± 27

DM ⇥

�
rd,fid/rd

�
[Mpc] z = 0.51 1985 ± 41 2015 ± 53 1990 ± 32 2010 ± 30

DM ⇥

�
rd,fid/rd

�
[Mpc] z = 0.61 2287 ± 54 2270 ± 57 2281 ± 43 2286 ± 37

H ⇥

�
rd/rd,fid

�
[km s�1Mpc�1] z = 0.38 79.3 ± 3.3 82.5 ± 3.2 81.2 ± 2.3 82.5 ± 2.4

H ⇥

�
rd/rd,fid

�
[km s�1Mpc�1] z = 0.51 88.3 ± 4.1 88.4 ± 4.1 87.0 ± 2.4 90.2 ± 2.5

H ⇥

�
rd/rd,fid

�
[km s�1Mpc�1] z = 0.61 99.5 ± 4.4 97.0 ± 4.0 94.9 ± 2.5 97.3 ± 2.7

f�8 z = 0.38 0.430 ± 0.054 0.479 ± 0.054 0.498 ± 0.045 0.468 ± 0.053
f�8 z = 0.51 0.452 ± 0.058 0.454 ± 0.051 0.448 ± 0.038 0.470 ± 0.042
f�8 z = 0.61 0.456 ± 0.052 0.409 ± 0.044 0.409 ± 0.041 0.440 ± 0.039

ods is consistent with what we observe in mocks (see Section 7.2
and Fig. 10). In all cases the µ-wedges analyses give significantly
tighter constraints than the multipole analyses, in both configura-
tion space and Fourier space. The consensus constraints, described
in §8.2 below, are slightly tighter than those of the individual wedge
analyses. At all three redshifts and for all three quantities, mapping
distance, expansion rate, and the growth of structure, the 68% con-
fidence contour for the consensus results overlaps the 68% confi-
dence contour derived from Planck 2015 data assuming a ⇤CDM
cosmology. We illustrate the combination of these full shape results
with the post-reconstruction BAO results in Fig. 11 below.
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Figure 1. The black dots in the plots of this figure represent monopole (⌅ ) and quadrupole (•) for BOSS DR12 galaxy sample evaluated
at di↵erent values of s. The error bars are obtained from the diagonal elements of the covariance matrices corresponding to mocks in the
three redshift bins. The red and the blue lines denote the best fit models of monopole and quadrupole of the galaxy data. The analysis
assumes a fitting range 25 h�1Mpc s  150 h�1Mpc with a bin size of 5 h�1Mpc.

di↵erent approaches for the full-shape analyses analysis of
the BOSS DR12 combined galaxy sample (Alam et al. 2016):

(i) In this work, we use multipoles obtained from
anisotropic two-point galaxy correlation functions to ana-
lyze the DR12 data. Details of the approach used for our
analysis are given in section 4.

(ii) Sánchez et al. (2016a) present an analysis of the BOSS
DR12 combined galaxy sample using wedges obtained from
anisotropic two-point correlation functions.

(iii) The methodology presented in Beutler et al. (2016a)
for the analysis of DR12 galaxy data employs multipoles
obtained from anisotropic power spectrum.

(iv) Grieb et al. (2016) use an analysis based on wedges
from anisotropic power spectrum in their investigation of
the BOSS DR12 galaxy data.

3.2 Mock Galaxy Catalogs

We use the Multi-Dark Patchy (MD-P) mock catalogs (Ki-
taura et al. 2014, 2015) as an essential statistical tool
and as a precursor to the analysis of the SDSS III DR12
combined galaxy dataset. These mock catalogs require the
generation of accurate reference catalogs. For these MD-P
mock catalogs, the reference catalogs are extracted from
one of the BigMultiDark cosmological N-body simulations
(Klypin et al. 2014) which uses gadget-2 (Springel 2005)
with 38403 particles in a volume of (2.5 h�1Mpc)3. These
simulations are based on a ⇤CDM cosmology of H0 =
67.77 km.s�1.Mpc�1, ⌦m = 0.307115, ⌦b = 0.048206, ns =
0.9611 and �8 = 0.8288.

In a manner akin to the division of the BOSS DR12 data
into redshift bins, the MD-P mock catalogs that we use are
segregated into three redshift bins with e↵ective redshifts
of ze↵ = 0.38 (bin1 ), 0.51 (bin2 ) and 0.61 (bin3 ). In each
redshift bin we use 997 mocks in our analysis. The primary
purpose of the use of the MD-P mocks is to assist in the
formulation of covariance matrices for the di↵erent bins of
the galaxy dataset and to mimic the statistics of the same.
We discuss more about the use of the MD-P mocks to obtain
covariance matrices in sections 4.1 and 4.2.

4 ANALYSIS

In this section, we outline the methodology that we have
used in our analysis of the MultiDark-Patchy (MD-P) mock
catalogs and the BOSS DR12 dataset in the three redshift
bins. We sketch the steps that we employ in analyzing the
positions of galaxies to obtain multipoles (⇠0(r) and ⇠2(r))
from two-point correlation functions (⇠(r)). We also dis-
cuss the computation of covariance matrices from MD-P
mock catalogs. We conclude by shedding light on the use
of Markov Chain Monte Carlo (MCMC) in chosen param-
eter spaces for the MD-P mocks and the SDSS III galaxy
dataset to obtain a handle on the variation of di↵erent RSD
and BAO parameters.

4.1 The two-point galaxy correlation function

In the fiducial cosmology ⌦m = 0.31, H0 = 0.676, ⌦⇤ =
0.69, ⌦bh

2 = 0.022 and �8 = 0.80, we map redshift and
celestial coordinates (↵, �) to the position of a galaxy in
three dimensional space. We use the Landy-Szalay estimator
(Landy & Szalay 1993) to obtain the two-point correlation
function ⇠̂(s) for a given galaxy sample.

⇠̂LS(s, µ) =
DD(s, µ)� 2DR(s, µ) +RR(s, µ)

RR(s, µ)
(6)

Here µ = cos ✓ (where ✓ is the angle between the line of
sight and the radial distances), DD(s, µ) is the pair count
of galaxies with separation s and orientation µ, DR(s, µ)
is the cross-pair counts between the galaxies and a random
distribution, and RR(s, µ) is the number of pairs for a ran-
dom distribution. The Landy-Szalay estimator has only a
second order bias caused by finite sample e↵ects. The per-
formance of the Landy-Szalay estimator has been proved to
be better than other comparable two point correlation func-
tions at large scales (Pons-Bordeŕıa et al. 1999; Kerscher et
al. 2000). In the measurement of the two-point correlation
function, each galaxy pair is weighted by wtot. More details
of the weighting scheme that we use can be found in sec-
tion 3.1.

The use of two dimensional two-point correlation func-
tions (⇠̂(s, µ)) will lead to a large number of bins (due to
the presence of two dimensions). To fit a two-dimensional
two-point correlation function directly, we will need to con-
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s2⇠`(s)monopole

quadrupole

(` = 0)

(` = 2)

⇠`(s) =
2`+ 1

2

Z 1

�1
dµ ⇠(s?, sk)P`(µ)

s = (s2? + s2k)
1/2

µ = sk/s

Satpathy et al. (’17)

Alam et al. (’16)

ルジャンドル多項式

(２点) 相関関数 = 銀河のペアをカウント→ 特徴的な非等方性
(Redshift-space distortions, RSD)



非等方性の起源
（赤方偏移は距離指標として完璧ではない）

波長

銀河の(視線方向の)特異速度場の影響が混入

ハッブルダイアグラムに見られるバラツキの原因
２点相関関数・パワースペクトルでは系統的効果として効く

銀河の分光スペクトル

R
ec
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si
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 v

el
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ity
 (

km
/s

)
distance (parsec)

E.Hubble

もし、銀河が我々目指して運動していると
宇宙論的赤方偏移に加え、

やや青く見える

（ドップラー効果）



赤方偏移空間

赤方偏移空間
(共動系) 実空間

�s = �r +
1 + z

H(z)
(�v · ẑ) ẑ

観測者の視線方向

特殊相対論の最低次の効果 (i.e.,              )v/c ⌧ 1

RSDは銀河のクラスタリング統計の解釈を複雑にする…

Redshift-space distortions

Kaiser Effect
large-scale coherent motion
→ enhancement of clustering

Finger-of-God Effect
small-scale random motion 
→ suppression of clustering

z-space r-space

peculiar velocity

streaming model

r-space

e.g., Scoccimarro’04

vel. divergence: vel. dispersion: σv

k⊥

k||

μ = 0

μ = 1

Redshift-space distortions

Kaiser Effect
large-scale coherent motion
→ enhancement of clustering

Finger-of-God Effect
small-scale random motion 
→ suppression of clustering

z-space r-space

peculiar velocity

streaming model

r-space

e.g., Scoccimarro’04

z-space

vel. divergence: vel. dispersion: σv

k⊥

k||

μ = 0

μ = 1

N体シミュレーション
(西道啓博)

observer’s line-of-sight

実空間 赤方偏移空間

観測者が定義する空間は ‘実際’の空間とは違う

Fingers-of-God effect



カイザー公式 Kaiser (‘87)

(Kaiser ’87)

（線形近似）

連続の式： �̇ +
1

a
r · v ' 0

µk ⌘ k̂ · ẑ;

フーリエ変換

観測者

コヒーレントな
落下運動

四重極的
非等方性

視線方向
視線方向に沿って密度場

の振幅超過

>0

�(S)(k) =

✓
1 + µ2

k
d

d ln a

◆
�(k)

赤方偏移空間
の密度場 {1 + �(S)(s)}d3s = {1 + �(r)}d3r

{1 + �(S)(s)}d3s = {1 + �(r)}d3r

質量密度の保存
�(S)(s) =

����
@s

@x

����
�1

{1 + �(s)}� 1

�(S)(s) ' �(r)� (1 + z)

H(z)
@zvz

（渦なし）



重力のプローブ
線形成長因子

スケール因子

カイザー
公式

構造の成長率は重力の性質によって変わりうる

e.g., Linder (’08); Guzzo et al. (’08); Yamamoto et al. (’08); Percival & White (’09)

カイザー公式は重力理論とは無関係に成り立つ

;

しかも

宇宙論的大スケールで重力理論（相対論）を検証する手段

�(S)(k) = (1 + f µ2
k) �(k) f ⌘ d lnD+

d ln a

•ΛCDMモデルの中で未だ検証されていない仮定
•加速膨張の起源に迫る手がかり



宇宙論的大スケールにおける重力The Astrophysical Journal, 784:90 (27pp), 2014 April 1 Okabe et al.

Figure 5. X-ray surface brightness distribution in the 0.1–2.4 keV band from
ROSAT X-ray satellite. The contours of the mass map are overlaid with
FWHM = 8.′3, taking into account the LSS lensing model. The contour level
starts at 1σ and increases in steps of 1σ .
(A color version of this figure is available in the online journal.)

the model does not perfectly describe the full LSS lensing
effect. Three other peaks associated with the known background
objects (Table 2) are detected with the above conditions. One is
the background object “I” and two peaks are around the object
“F” (see Figure 3). These objects are likely to be groups because
the lensing signals are stronger than what is expected from the
luminosity of a single galaxy. Furthermore, there is a possibility
that background groups are accidentally superimposed with
cluster subhalos, giving a systematic bias on mass estimates
of subhalos. This point is discussed in Section 3.4.1.

Next, we measure the model-independent projected masses
(Clowe et al. 2000, see also Appendix C) for shear-selected
subhalo candidates. This measurement has several important
advantages. First, a large number of background galaxies are
available, because a projected mass within a circular aperture
radius is computed by integrating source galaxies outside the
radius. The measured projected mass is a cumulative function
of radius. Thus, this approach suppresses the random noise
relevant to the intrinsic ellipticity, compared to a tangential
distortion profile, which averages the tangential component
of all background galaxies residing in radial bins. Second,
since the measurement subtracts the background mass density

surrounding subhalos, the contribution of the main cluster
mass distribution to subhalo masses is excluded. Third, the
mass density of subhalos is expected to be close to zero
outside of the tidal radius, and the measured aperture mass
corresponds to the subhalo mass itself. If the mass density
profile follows the universal NFW profile (Navarro et al. 1996,
1997) without any truncation radii, the aperture mass is higher
than the spherical one (Okabe et al. 2010b). As expected from
tidal destruction, the radial profile of the projected mass is
saturated outside the truncation radii, rt. We measure projected
masses for all the candidates. Since the smoothing kernel for
the mass reconstructions gives rise to centroid uncertainties of
the candidates, we determine the central position by choosing
maximal lensing signals within a 8.′ × 8.′ box where the center
is aligned with the map peak position. For accurate mass
measurements of subhalos with a variety of sizes, it is important
to explore truncation radii where the projected mass profile is
saturated. We systematically compute projected mass profiles
by changing the background annulus and then statistically
determining the truncation radii. Here, the inner radius changes
from 0.′7 to 14.′5 in steps of 0.′2 and the width is fixed at 3.′. The
projected mass M2D is computed from saturated values, taking
into account the error covariance matrix. The measurement
method is detailed in Appendix C. The same analysis was
repeated for different background widths which showed that the
result does not significantly change. Mass measurements used a
considerably large number of source galaxies (4×103–2×104).
The number is comparable or less than that for main clusters at
z ∼ 0.2 (e.g., Okabe et al. 2010b) for which the background
number densities are ng ∼ 5–20 (arcmin−2). Less massive
subhalos which are detected inside more massive ones should
be excluded in order to avoid double-counting these subhalos.
We count the ith subhalo using two conditions of the radius
rt,i > rt,j and the subhalo mass M2D,i > M2D,j (i ̸= j ). The
number of candidates is then reduced from 49 to 39 using this
procedure. As mentioned above, the LSS model fails to fully
explain the lensing signals of background systems, especially on
group scales. Furthermore, since there is a possibility to detect
mass structures behind the cluster, we conservatively select the
candidates hosting spectroscopically identified member galaxies
within their truncation radii as the cluster subhalos. Having
applied these limitations, 32 peaks are identified as dark matter
subhalos. Three candidates are associated with the background
systems (Table 2). Four candidates have no optical counter:
they are located around ∼70.′ in the south-east direction and the
north-west direction, respectively.

These 32 subhalos are labeled by integers, in the order of
right ascension. The resulting subhalo masses, M2D, range
from ∼2 × 1012 h−1 M⊙ to ∼5 × 1013 h−1 M⊙ (Table 3).
As shown in Figure 6, the radial profiles of the projected mass
clearly show saturation at some outer radii. The subhalos are
widely distributed from the northeast to the southwest in the sky
(Figure 3). Interestingly, the direction connecting between the
Coma cluster and A1367 which are parts of the Coma superclus-
ter (Gregory & Thompson 1978) agrees roughly with the sub-
halo distributions. Several massive subhalos are associated with
well-known, spectroscopically identified groups in the cluster
(e.g., Mellier et al. 1988; Adami et al. 2005). Galaxies or groups
associated with subhalos are summarized with references in
Table 3. The cD galaxies, NGC 4874 and NGC 4889, are as-
sociated with subhalos “21” and “24,” respectively. The mean
mass ratio reported in this paper compared to the previous pa-
per for overlapping subhalos is ⟨Mnew/Mold⟩ = 1.02 ± 0.54.
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一般相対論を再現 スカラー自由度による
第５の力の発現(重力スクリーニング)

加速膨張

高密度

CMB銀河のクラスタリング銀河 銀河団

小スケール
(~Gpc)(~kpc)
大スケール構造形成の修正

f(R)重力、DGP、ホルンデスキー、ビヨンドホルンデスキー…
修正重力を記述する理論的枠組みは十分すぎるほど発展した:



最近のデータ（BOSS DR12）でも新しいRSD公式が使われたが、相
対論からの有意なずれは見つかっていない

相対論のテスト

(Beutler, Seo, Saito et al. ’16)

相対論（ΛCDM）が正しいと仮定して構築した理論テンプ
レートを観測データと比較して、正しく成長率が求まるか？

Redshift

新しいRSD公式
にもとづく結果
Oka, Saito, Nishimichi, 
AT & Yamamoto (’14)

Planck Collaboration: Cosmological parameters

with HST. As a result, the MW solutions for H0 are unstable
(see Appendix A of E14). The LMC solution is sensitive to the
metallicity dependence of the Cepheid period-luminosity rela-
tion which is poorly constrained by the R11 data. Furthermore,
the estimate in Eq. (30) is based on a di↵erential measurement
comparing HST photometry of Cepheids in NGC 4258 with
those in SNe host galaxies. It is therefore less prone to pho-
tometric systematics, such as crowding corrections, than is the
LMC+MW estimate of Eq. (31). It is for these reasons that we
have adopted the prior of Eq. (30) in preference to using the
LMC and MW distance anchors.19

Direct measurements of the Hubble constant have a long and
sometimes contentious history (see e.g., Tammann et al. 2008).
The controversy continues to this day and one can find “high”
values (e.g., H0 = (74.3 ± 2.6) km s�1Mpc�1, Freedman et al.
2012) and “low” values (e.g., H0 = (63.7 ± 2.3) km s�1Mpc�1,
Tammann & Reindl 2013) in the literature. The key point that we
wish to make is that the Planck only estimates of Eqs. (21) and
(27), and the Planck+BAO estimate of Eq. (28) all have small
errors and are consistent. If a persuasive case can be made that
a direct measurement of H0 conflicts with these estimates, then
this will be strong evidence for additional physics beyond the
base ⇤CDM model.

Finally, we note that in a recent analysis Bennett et al. (2014)
derive a “concordance” value of H0 = (69.6±0.7) km s�1Mpc�1

for base ⇤CDM by combining WMAP9+SPT+ACT+BAO
with a slightly revised version of the R11 H0 value (73.0 ±
2.4 km s�1Mpc�1). The Bennett et al. (2014) central value for
H0 di↵ers from the Planck value of Eq. (28) by nearly 3 % (or
2.5�). The reason for this di↵erence is that the Planck data are
in tension with the Story et al. (2013) SPT data (as discussed in
Appendix B of PCP13; note that the tension is increased with the
Planck full mission data) and with the revised R11 H0 determi-
nation. Both tensions drive the Bennett et al. (2014) value of H0
away from the Planck solution.

5.5. Additional data

5.5.1. Redshift space distortions

Transverse versus line-of-sight anisotropies in the redshift-space
clustering of galaxies induced by peculiar motions can, poten-
tially, provide a powerful way of constraining the growth rate
of structure. A number of studies of redshift space distortions
(RSD) have been conducted to measure the parameter combina-
tion f�8(z), where for models with scale-independent growth

f (z) =
d ln D
d ln a

, (32)

and D is the linear growth rate of matter fluctuations. Note that
the parameter combination f�8 is insensitive to di↵erences be-
tween the clustering of galaxies and dark matter, i.e., to galaxy
bias (Song & Percival 2009). In the base ⇤CDM cosmology, the
growth factor f (z) is well approximated as f (z) = ⌦m(z)0.545.

19As this paper was nearing completion, results from the Nearby
Supernova Factory have been presented that indicate a correlation be-
tween the peak brightness of Type Ia SNe and the local star-formation
rate (Rigault et al. 2014). These authors argue that this correlation in-
troduces a systematic bias of ⇠ 1.8 km s�1Mpc�1 in the SNe/Cepheid
distance scale measurement of H0 . For example, according to these
authors, the estimate of Eq. 30 should be lowered to H0 = (68.8 ±
3.3) km s�1Mpc�1, a downward shift of ⇠ 0.5�. Clearly, further work
needs to be done to assess the important of such a bias on the distance
scale. It is ignored in the rest of this paper.
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Fig. 16. Constraints on the growth rate of fluctuations from
various redshift surveys in the base ⇤CDM model: green star
(6dFGRS, Beutler et al. 2012); purple square (SDSS MGS,
Howlett et al. 2014); cyan cross (SDSS LRG, Oka et al. 2014);
red triangle (BOSS LOWZ survey, Chuang et al. 2013); large red
circle (BOSS CMASS, as analysed by Samushia et al. 2014);
blue circles (WiggleZ, Blake et al. 2012); and green diamond
(VIPERS, de la Torre et al. 2013). The points with dashed red
error bars (o↵set for clarity) correspond to alternative analy-
ses of BOSS CMASS from Beutler et al. (2014b, small circle)
and Chuang et al. (2013, small square). The BOSS CMASS
points are based on the same data set and are therefore not in-
dependent. The grey bands show the range allowed by Planck
TT+lowP+lensing in the base ⇤CDM model. Where available
(for SDSS MGS and BOSS CMASS), we have plotted condi-
tional constraints on f�8 assuming a Planck⇤CDM background
cosmology. The WiggleZ points are plotted conditional on the
mean Planck cosmology prediction for FAP (evaluated using the
covariance between f�8 and FAP given in Blake et al. (2012)).
The 6dFGS point is at su�ciently low redshift that it is insensi-
tive to the cosmology.

More directly, in linear theory the quadrupole of the redshift-
space clustering anisotropy actually probes the density-velocity
correlation power spectrum, and we therefore define

f�8(z) ⌘
h
�(vd)

8 (z)
i2

�(dd)
8 (z)

, (33)

as an approximate proxy for the quantity actually being mea-
sured. Here �(vd)

8 measures the smoothed density-velocity corre-
lation and is defined analogously to�8 ⌘ �(dd)

8 , but using the cor-
relation power spectrum Pvd(k), where v = �r · vN/H and vN is
the Newtonian-gauge (peculiar) velocity of the baryons and dark
matter, and d is the total matter density perturbation. This defi-
nition assumes that the observed galaxies follow the flow of the
cold matter, not including massive neutrino velocity e↵ects. For
models close to ⇤CDM, where the growth is nearly scale inde-
pendent, it is equivalent to defining f�8 in terms of the growth of
the baryon+CDM density perturbations (excluding neutrinos).

The use of RSD as a measure of the growth of structure is
still under active development and is considerably more di�cult
than measuring the positions of BAO features. Firstly, adopt-
ing the wrong fiducial cosmology can induce an anisotropy in
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高赤方偏移での制限
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z~1.4 で2800個の輝線銀河を用いた
RSD観測 （線形理論でよくフィット）Publications of the Astronomical Society of Japan (2016), Vol. 00, No. 0 17

Fig. 17. Constraints on the growth rate f (z)σ 8(z) as a function of redshift at 0 < z < 1.55. The constraint obtained from our FastSound sample at
1.19 < z < 1.55 is plotted as the big red point. The previous results include the 6dFGS, 2dFGRS, SDSS main galaxies, SDSS LRG, BOSS LOWZ,
WiggleZ, BOSS CMASS, VVDS, and VIPERS surveys at z < 1. A theoretical prediction for fσ 8 from "CDM and general relativity with the amplitude
determined by minimizing χ2 is shown as the red solid line. The data points used for the χ2 minimization are denoted as filled-symbol points while
those which are not used are denoted as open-symbol points. The predictions for fσ 8 from modified gravity theories with the amplitude determined
in the same way are shown as the thin lines with different line types: f (R) gravity model (dot-short-dashed), the covariant Galileon model (dashed),
the extended Galileon model (dotted), DGP model (dot-dashed), and the early, time-varying gravitational constant model (black solid). (Color online)

Fig. 18. Constraints on the growth rate fσ 8 as a function of redshift compared to the "CDM model with the best-fit models from the CMB exper-
iments. The data points are the same as those in figure 17. Theoretical predictions with 68% confidence intervals based on WMAP9 and Planck
CMB measurements are shown as the green and red shaded regions, respectively. The early, time-varying gravitational constant models with
Ġ/G = 3.5 × 10−11 [yr−1] and 7.0 × 10−11 [yr−1] are respectively shown as the blue and magenta lines. (Color online)

and VIPERS with zeff = 0.8. With this choice, all the
data points are uncorrelated except for the 2.1% corre-
lation between the CMASS and the higher-redshift bin of
the LRG (see Alam et al. 2016). Using the seven data
points of fσ 8, we compute the χ2 for theoretical predic-
tions of gravity theories including GR with the amplitude
of fσ 8 being a free parameter. The "CDM model plus
GR with the best-fit amplitude is shown as the solid line
in figure 17.

6.2 Modified gravity models

On the scales probed by large-scale structure surveys, the
growth rate f generally obeys a simple evolution equation
(Baker et al. 2014; Leonard et al. 2015):

f ′ + q(x) f + f 2 = 3
2

$mξ, (22)

where q(x) = 1
2

{1 − 3 w(x)[1 − $m(x)]} ; (23)
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tions of gravity theories including GR with the amplitude
of fσ 8 being a free parameter. The "CDM model plus
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Upcoming/on-going projects
Multi-purpose ground- & space-based experiments

Euclid (2020)

WFIRST
(2024++)

space

space

LSST
(2022++)

DES (2013~)

DESI
(2018+)

eBOSS (2014~)

HETDEX (2016+)

SuMIRe 
(2014~)

subaru



相対論的ゆがみ
大規模銀河サーベイによる高精度統計データは、
従来不可能だった新しい相対論効果の検出を可能にする

従来の赤方偏移空間ゆがみに加え、

積分ザックス-ヴォルフェ効果
弱重力レンズ効果

重力赤方偏移効果

光円錐効果

横ドップラー効果

シャピロ時間遅延効果
Yoo, Fitzpatrick & Zaldarriaga (’09); 
McDonald (’09); Yoo (’10), Challinor 
& Lewis (’11); Bonvin & Durrer (’11)http://www.roe.ac.uk/~heymans/website_images/

wikipedia

wikipedia
http://physicsworld.com
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E.g., Challinor & Lewis (’11)
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<latexit sha1_base64="VpEv8DPExPPhXUr/HzTAvD7sDjE=">AAACZnicjVFLSwJRFP6cXmYPrYiCNpIYreQaQY+V1Kalj0xBJWamq14cZ4aZUTDpD7Roa9CqICL6GW36Ay38CdLSoE2LzoxCtLA6l3vPud893znfvVcxNWE7jHV90tj4xOSUfzowMzs3HwwtLJ7YRsNSeVY1NMPKK7LNNaHzrCMcjedNi8t1ReM5pXbonuea3LKFoR87LZOX6nJFF2Whyo4LFdWqOA1F4jHmWXh0EMHQkkboAUWcwYCKBurg0OFQrEGGTaOAOBhMwkpoE2ZRJLxzjgsEiNugLE4ZMqE1Wiu0KwxRnfZuTdtjq9RFo2kRM4woe2WPrM9e2BPrsc+RtdpeDVdLi7wy4HLzNHi5mvn4k1Un76D6zfpVs4Mydj2tgrSbHuLeQh3wm+edfmY/HW1vsDv2RvpvWZc90w305rt6n+LpGwT+9wHZrdheLJ7ajiQOhj/hxxrWsUnPvYMEjpBEltpWcYUOrn09KSgtSyuDVMk35Czhh0nhLw12iwU=</latexit><latexit sha1_base64="VpEv8DPExPPhXUr/HzTAvD7sDjE=">AAACZnicjVFLSwJRFP6cXmYPrYiCNpIYreQaQY+V1Kalj0xBJWamq14cZ4aZUTDpD7Roa9CqICL6GW36Ay38CdLSoE2LzoxCtLA6l3vPud893znfvVcxNWE7jHV90tj4xOSUfzowMzs3HwwtLJ7YRsNSeVY1NMPKK7LNNaHzrCMcjedNi8t1ReM5pXbonuea3LKFoR87LZOX6nJFF2Whyo4LFdWqOA1F4jHmWXh0EMHQkkboAUWcwYCKBurg0OFQrEGGTaOAOBhMwkpoE2ZRJLxzjgsEiNugLE4ZMqE1Wiu0KwxRnfZuTdtjq9RFo2kRM4woe2WPrM9e2BPrsc+RtdpeDVdLi7wy4HLzNHi5mvn4k1Un76D6zfpVs4Mydj2tgrSbHuLeQh3wm+edfmY/HW1vsDv2RvpvWZc90w305rt6n+LpGwT+9wHZrdheLJ7ajiQOhj/hxxrWsUnPvYMEjpBEltpWcYUOrn09KSgtSyuDVMk35Czhh0nhLw12iwU=</latexit><latexit sha1_base64="bR/GRLsCknLYlfWAB8/mCLIkDDg=">AAACZnichVG7SgNBFD1Z3/GRqIiCTTAoVmEigo9KtLFUY0xARXbHiRmyL3YngRj8AQtbBSsFEfEzbPwBi3xCsIxgY+HdTUREoneYmTtn7rlz5l7DNaWvGKtHtK7unt6+/oHo4NDwSCw+OrbnO2WPiyx3TMfLG7ovTGmLrJLKFHnXE7plmCJnlDaC+1xFeL507F1VdcWhpZ/YsiC5rgLogBflUTyZTrHQEp2dJNq25cTvcYBjOOAow4KADUW+CR0+jX2kweASdogaYR55MrwXOEOUuGWKEhShE1qi9YRO+23UpnOQ0w/ZnF4xaXrETGCWvbAH1mTP7JE12EfHXLUwR6ClSrvR4gr3KHY+lXn/l2XRrlD8Zv2pWaGA5VCrJO1uiAS/4C1+5fSymVndma3NsVv2SvpvWJ090Q/syhu/2xY714hSA9hXuX87Xw3ILqRWUuntxeTaersT/ZjGDOap3EtYwya2kKVni7jAJa4iDS2mTWiTrVAt0uaM44dpiU8MI4sC</latexit><latexit sha1_base64="bR/GRLsCknLYlfWAB8/mCLIkDDg=">AAACZnichVG7SgNBFD1Z3/GRqIiCTTAoVmEigo9KtLFUY0xARXbHiRmyL3YngRj8AQtbBSsFEfEzbPwBi3xCsIxgY+HdTUREoneYmTtn7rlz5l7DNaWvGKtHtK7unt6+/oHo4NDwSCw+OrbnO2WPiyx3TMfLG7ovTGmLrJLKFHnXE7plmCJnlDaC+1xFeL507F1VdcWhpZ/YsiC5rgLogBflUTyZTrHQEp2dJNq25cTvcYBjOOAow4KADUW+CR0+jX2kweASdogaYR55MrwXOEOUuGWKEhShE1qi9YRO+23UpnOQ0w/ZnF4xaXrETGCWvbAH1mTP7JE12EfHXLUwR6ClSrvR4gr3KHY+lXn/l2XRrlD8Zv2pWaGA5VCrJO1uiAS/4C1+5fSymVndma3NsVv2SvpvWJ090Q/syhu/2xY714hSA9hXuX87Xw3ILqRWUuntxeTaersT/ZjGDOap3EtYwya2kKVni7jAJa4iDS2mTWiTrVAt0uaM44dpiU8MI4sC</latexit><latexit sha1_base64="bR/GRLsCknLYlfWAB8/mCLIkDDg=">AAACZnichVG7SgNBFD1Z3/GRqIiCTTAoVmEigo9KtLFUY0xARXbHiRmyL3YngRj8AQtbBSsFEfEzbPwBi3xCsIxgY+HdTUREoneYmTtn7rlz5l7DNaWvGKtHtK7unt6+/oHo4NDwSCw+OrbnO2WPiyx3TMfLG7ovTGmLrJLKFHnXE7plmCJnlDaC+1xFeL507F1VdcWhpZ/YsiC5rgLogBflUTyZTrHQEp2dJNq25cTvcYBjOOAow4KADUW+CR0+jX2kweASdogaYR55MrwXOEOUuGWKEhShE1qi9YRO+23UpnOQ0w/ZnF4xaXrETGCWvbAH1mTP7JE12EfHXLUwR6ClSrvR4gr3KHY+lXn/l2XRrlD8Zv2pWaGA5VCrJO1uiAS/4C1+5fSymVndma3NsVv2SvpvWJ090Q/syhu/2xY714hSA9hXuX87Xw3ILqRWUuntxeTaersT/ZjGDOap3EtYwya2kKVni7jAJa4iDS2mTWiTrVAt0uaM44dpiU8MI4sC</latexit><latexit sha1_base64="bR/GRLsCknLYlfWAB8/mCLIkDDg=">AAACZnichVG7SgNBFD1Z3/GRqIiCTTAoVmEigo9KtLFUY0xARXbHiRmyL3YngRj8AQtbBSsFEfEzbPwBi3xCsIxgY+HdTUREoneYmTtn7rlz5l7DNaWvGKtHtK7unt6+/oHo4NDwSCw+OrbnO2WPiyx3TMfLG7ovTGmLrJLKFHnXE7plmCJnlDaC+1xFeL507F1VdcWhpZ/YsiC5rgLogBflUTyZTrHQEp2dJNq25cTvcYBjOOAow4KADUW+CR0+jX2kweASdogaYR55MrwXOEOUuGWKEhShE1qi9YRO+23UpnOQ0w/ZnF4xaXrETGCWvbAH1mTP7JE12EfHXLUwR6ClSrvR4gr3KHY+lXn/l2XRrlD8Zv2pWaGA5VCrJO1uiAS/4C1+5fSymVndma3NsVv2SvpvWJ090Q/syhu/2xY714hSA9hXuX87Xw3ILqRWUuntxeTaersT/ZjGDOap3EtYwya2kKVni7jAJa4iDS2mTWiTrVAt0uaM44dpiU8MI4sC</latexit> ：共動距離
n

<latexit sha1_base64="zR/YhsI79zs7L6nk2+A0CACifBc=">AAACd3icjVHLSsNAFD2Nr1pfUTeCm2JtcVUmIvhYiW5c+oot2FKSOGpoXiTTYg39AX/AhQtREBU/w40/4MJPEJcKgrjwNg2Ii6p3mLl3ztxz75kZ3bPMQDD2lJC6unt6+5L9qYHBoeEReXRsJ3BrvsFVw7Vcv6hrAbdMh6vCFBYvej7XbN3iBb262jov1LkfmK6zLRoeL9vagWPum4YmCKrI4yVbd4/Cku5ae7YmDqed6WZFzih5Flm6c5BBbOuufI0S9uDCQA02OBwIii1oCGjsQgGDR1gZIWE+RWZ0ztFEirg1yuKUoRFapfWAdrsx6tC+VTOI2AZ1sWj6xEwjyx7ZLXtlD+yOPbPPjrXCqEZLS4O83uZyrzJyMrH1/ifLJi9w+M36VbPAPhYirSZp9yKkdQujza8fn75uLW1mwxy7ZC+k/4I9sXu6gVN/M642+OYZUv/7AHU2v5hXNuYyyyvxTyQxiSnM0HPPYxlrWIdKbRs4xw1uEx9SWspJM+1UKRFzxvHDJOULsoCRow==</latexit><latexit sha1_base64="zR/YhsI79zs7L6nk2+A0CACifBc=">AAACd3icjVHLSsNAFD2Nr1pfUTeCm2JtcVUmIvhYiW5c+oot2FKSOGpoXiTTYg39AX/AhQtREBU/w40/4MJPEJcKgrjwNg2Ii6p3mLl3ztxz75kZ3bPMQDD2lJC6unt6+5L9qYHBoeEReXRsJ3BrvsFVw7Vcv6hrAbdMh6vCFBYvej7XbN3iBb262jov1LkfmK6zLRoeL9vagWPum4YmCKrI4yVbd4/Cku5ae7YmDqed6WZFzih5Flm6c5BBbOuufI0S9uDCQA02OBwIii1oCGjsQgGDR1gZIWE+RWZ0ztFEirg1yuKUoRFapfWAdrsx6tC+VTOI2AZ1sWj6xEwjyx7ZLXtlD+yOPbPPjrXCqEZLS4O83uZyrzJyMrH1/ifLJi9w+M36VbPAPhYirSZp9yKkdQujza8fn75uLW1mwxy7ZC+k/4I9sXu6gVN/M642+OYZUv/7AHU2v5hXNuYyyyvxTyQxiSnM0HPPYxlrWIdKbRs4xw1uEx9SWspJM+1UKRFzxvHDJOULsoCRow==</latexit><latexit sha1_base64="ncL/kIhemqoQ8+ZVJZk6TBFFzjo=">AAACd3ichVFLS0JBFP68ve2h5SZoI/nAlYwR9FhFbVpqZQkqcu91tIv3xb2jZOIf6A+0aBEFUdHPaNMfaNFPiJYFQbToeFUiwjrDzJz55nxnvjlHsXXNFYw9+aSh4ZHRsfEJ/+TU9EwgODu371p1R+VZ1dItJ6fILtc1k2eFJnSesx0uG4rOD5TaVuf+oMEdV7PMPdG0edGQq6ZW0VRZEFQKhgqGYh21Coqllw1ZHEbNaLsUjKSSzLPwYCeCnqWt4DUKKMOCijoMcJgQ5OuQ4dLIIwUGm7AiWoQ55GnePUcbfuLWKYpThExojdYqnfI91KRzJ6frsVV6RafpEDOMGHtkt+yVPbA79sw+B+ZqeTk6Wpq0K10ut0uBk/nd939ZBu0Ch9+sPzULVLDqadVIu+0hnV+oXX7j+PR1d30n1oqzS/ZC+i/YE7unH5iNN/Uqw3fO4KcGsH65fzv9BmSXkmvJVGY5srHZ68Q4FrCIBJV7BRvYRhpZeraJc9zg1vchhaW4lOiGSr4eJ4QfJqW+ALEtkaA=</latexit><latexit sha1_base64="ncL/kIhemqoQ8+ZVJZk6TBFFzjo=">AAACd3ichVFLS0JBFP68ve2h5SZoI/nAlYwR9FhFbVpqZQkqcu91tIv3xb2jZOIf6A+0aBEFUdHPaNMfaNFPiJYFQbToeFUiwjrDzJz55nxnvjlHsXXNFYw9+aSh4ZHRsfEJ/+TU9EwgODu371p1R+VZ1dItJ6fILtc1k2eFJnSesx0uG4rOD5TaVuf+oMEdV7PMPdG0edGQq6ZW0VRZEFQKhgqGYh21Coqllw1ZHEbNaLsUjKSSzLPwYCeCnqWt4DUKKMOCijoMcJgQ5OuQ4dLIIwUGm7AiWoQ55GnePUcbfuLWKYpThExojdYqnfI91KRzJ6frsVV6RafpEDOMGHtkt+yVPbA79sw+B+ZqeTk6Wpq0K10ut0uBk/nd939ZBu0Ch9+sPzULVLDqadVIu+0hnV+oXX7j+PR1d30n1oqzS/ZC+i/YE7unH5iNN/Uqw3fO4KcGsH65fzv9BmSXkmvJVGY5srHZ68Q4FrCIBJV7BRvYRhpZeraJc9zg1vchhaW4lOiGSr4eJ4QfJqW+ALEtkaA=</latexit><latexit sha1_base64="ncL/kIhemqoQ8+ZVJZk6TBFFzjo=">AAACd3ichVFLS0JBFP68ve2h5SZoI/nAlYwR9FhFbVpqZQkqcu91tIv3xb2jZOIf6A+0aBEFUdHPaNMfaNFPiJYFQbToeFUiwjrDzJz55nxnvjlHsXXNFYw9+aSh4ZHRsfEJ/+TU9EwgODu371p1R+VZ1dItJ6fILtc1k2eFJnSesx0uG4rOD5TaVuf+oMEdV7PMPdG0edGQq6ZW0VRZEFQKhgqGYh21Coqllw1ZHEbNaLsUjKSSzLPwYCeCnqWt4DUKKMOCijoMcJgQ5OuQ4dLIIwUGm7AiWoQ55GnePUcbfuLWKYpThExojdYqnfI91KRzJ6frsVV6RafpEDOMGHtkt+yVPbA79sw+B+ZqeTk6Wpq0K10ut0uBk/nd939ZBu0Ch9+sPzULVLDqadVIu+0hnV+oXX7j+PR1d30n1oqzS/ZC+i/YE7unH5iNN/Uqw3fO4KcGsH65fzv9BmSXkmvJVGY5srHZ68Q4FrCIBJV7BRvYRhpZeraJc9zg1vchhaW4lOiGSr4eJ4QfJqW+ALEtkaA=</latexit><latexit sha1_base64="ncL/kIhemqoQ8+ZVJZk6TBFFzjo=">AAACd3ichVFLS0JBFP68ve2h5SZoI/nAlYwR9FhFbVpqZQkqcu91tIv3xb2jZOIf6A+0aBEFUdHPaNMfaNFPiJYFQbToeFUiwjrDzJz55nxnvjlHsXXNFYw9+aSh4ZHRsfEJ/+TU9EwgODu371p1R+VZ1dItJ6fILtc1k2eFJnSesx0uG4rOD5TaVuf+oMEdV7PMPdG0edGQq6ZW0VRZEFQKhgqGYh21Coqllw1ZHEbNaLsUjKSSzLPwYCeCnqWt4DUKKMOCijoMcJgQ5OuQ4dLIIwUGm7AiWoQ55GnePUcbfuLWKYpThExojdYqnfI91KRzJ6frsVV6RafpEDOMGHtkt+yVPbA79sw+B+ZqeTk6Wpq0K10ut0uBk/nd939ZBu0Ch9+sPzULVLDqadVIu+0hnV+oXX7j+PR1d30n1oqzS/ZC+i/YE7unH5iNN/Uqw3fO4KcGsH65fzv9BmSXkmvJVGY5srHZ68Q4FrCIBJV7BRvYRhpZeraJc9zg1vchhaW4lOiGSr4eJ4QfJqW+ALEtkaA=</latexit> ：視線方向（単位ベクトル）
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<latexit sha1_base64="E5tVR+o88cNwbdcDTq8gnJzdr64=">AAADKXichZFNaxNBGMefXd9qfGlaL4KXYLaaqgmzRVAEoeilx7Q1bbXThtnJJDt09oXdSWizzBfwC3jwpCAi/Rh68OpBsF49iccKXjz4ZLMgJqjPsjvP/Ob5P/ufGS9WMtWEHFn2iZOnTp+ZOVs6d/7Cxdny3PxGGvUTLlo8UlGy5bFUKBmKlpZaia04ESzwlNj09h6O1jcHIkllFD7SB7HYCVgvlF3JmUbULr+jgRftZ9SLVCdg2ndSx9yfZPuOuTnJQsdQJbqaZrSbMJ5xk60Yeot2hNKsMqyPqWsyvrtkqAx1m+xmlPuyNmxnNAkqkZeaRdMZoes12kxlnTZ9uUgT2fM1NfWpWmw+4YEyFfvMMe1ylTRIHpXpxC2SKhTRjMqvgUIHIuDQhwAEhKAxV8AgxWcbXCAQI9uBDFmCmczXBRgoobaPVQIrGNI9/PZwtl3QEOejnmmu5vgXhW+CygoskI/kDTkm78kh+Up+/rVXlvcYeTnA0RtrRdyefXp5/cd/VQGOGvzfqn961tCFu7lXid7jnIx2wcf6wfDZ8fq9tYXsGnlJvqH/F+SIvMUdhIPv/NWqWHsOJbwAd/K4p5ONpYZLGu7q7eryg+IqZuAKXIUanvcdWIYVaEILuHXDalqPrSf2of3B/mR/HpfaVqG5BH+E/eUXf4vWYQ==</latexit><latexit sha1_base64="E5tVR+o88cNwbdcDTq8gnJzdr64=">AAADKXichZFNaxNBGMefXd9qfGlaL4KXYLaaqgmzRVAEoeilx7Q1bbXThtnJJDt09oXdSWizzBfwC3jwpCAi/Rh68OpBsF49iccKXjz4ZLMgJqjPsjvP/Ob5P/ufGS9WMtWEHFn2iZOnTp+ZOVs6d/7Cxdny3PxGGvUTLlo8UlGy5bFUKBmKlpZaia04ESzwlNj09h6O1jcHIkllFD7SB7HYCVgvlF3JmUbULr+jgRftZ9SLVCdg2ndSx9yfZPuOuTnJQsdQJbqaZrSbMJ5xk60Yeot2hNKsMqyPqWsyvrtkqAx1m+xmlPuyNmxnNAkqkZeaRdMZoes12kxlnTZ9uUgT2fM1NfWpWmw+4YEyFfvMMe1ylTRIHpXpxC2SKhTRjMqvgUIHIuDQhwAEhKAxV8AgxWcbXCAQI9uBDFmCmczXBRgoobaPVQIrGNI9/PZwtl3QEOejnmmu5vgXhW+CygoskI/kDTkm78kh+Up+/rVXlvcYeTnA0RtrRdyefXp5/cd/VQGOGvzfqn961tCFu7lXid7jnIx2wcf6wfDZ8fq9tYXsGnlJvqH/F+SIvMUdhIPv/NWqWHsOJbwAd/K4p5ONpYZLGu7q7eryg+IqZuAKXIUanvcdWIYVaEILuHXDalqPrSf2of3B/mR/HpfaVqG5BH+E/eUXf4vWYQ==</latexit><latexit sha1_base64="E5tVR+o88cNwbdcDTq8gnJzdr64=">AAADKXichZFNaxNBGMefXd9qfGlaL4KXYLaaqgmzRVAEoeilx7Q1bbXThtnJJDt09oXdSWizzBfwC3jwpCAi/Rh68OpBsF49iccKXjz4ZLMgJqjPsjvP/Ob5P/ufGS9WMtWEHFn2iZOnTp+ZOVs6d/7Cxdny3PxGGvUTLlo8UlGy5bFUKBmKlpZaia04ESzwlNj09h6O1jcHIkllFD7SB7HYCVgvlF3JmUbULr+jgRftZ9SLVCdg2ndSx9yfZPuOuTnJQsdQJbqaZrSbMJ5xk60Yeot2hNKsMqyPqWsyvrtkqAx1m+xmlPuyNmxnNAkqkZeaRdMZoes12kxlnTZ9uUgT2fM1NfWpWmw+4YEyFfvMMe1ylTRIHpXpxC2SKhTRjMqvgUIHIuDQhwAEhKAxV8AgxWcbXCAQI9uBDFmCmczXBRgoobaPVQIrGNI9/PZwtl3QEOejnmmu5vgXhW+CygoskI/kDTkm78kh+Up+/rVXlvcYeTnA0RtrRdyefXp5/cd/VQGOGvzfqn961tCFu7lXid7jnIx2wcf6wfDZ8fq9tYXsGnlJvqH/F+SIvMUdhIPv/NWqWHsOJbwAd/K4p5ONpYZLGu7q7eryg+IqZuAKXIUanvcdWIYVaEILuHXDalqPrSf2of3B/mR/HpfaVqG5BH+E/eUXf4vWYQ==</latexit><latexit sha1_base64="E5tVR+o88cNwbdcDTq8gnJzdr64=">AAADKXichZFNaxNBGMefXd9qfGlaL4KXYLaaqgmzRVAEoeilx7Q1bbXThtnJJDt09oXdSWizzBfwC3jwpCAi/Rh68OpBsF49iccKXjz4ZLMgJqjPsjvP/Ob5P/ufGS9WMtWEHFn2iZOnTp+ZOVs6d/7Cxdny3PxGGvUTLlo8UlGy5bFUKBmKlpZaia04ESzwlNj09h6O1jcHIkllFD7SB7HYCVgvlF3JmUbULr+jgRftZ9SLVCdg2ndSx9yfZPuOuTnJQsdQJbqaZrSbMJ5xk60Yeot2hNKsMqyPqWsyvrtkqAx1m+xmlPuyNmxnNAkqkZeaRdMZoes12kxlnTZ9uUgT2fM1NfWpWmw+4YEyFfvMMe1ylTRIHpXpxC2SKhTRjMqvgUIHIuDQhwAEhKAxV8AgxWcbXCAQI9uBDFmCmczXBRgoobaPVQIrGNI9/PZwtl3QEOejnmmu5vgXhW+CygoskI/kDTkm78kh+Up+/rVXlvcYeTnA0RtrRdyefXp5/cd/VQGOGvzfqn961tCFu7lXid7jnIx2wcf6wfDZ8fq9tYXsGnlJvqH/F+SIvMUdhIPv/NWqWHsOJbwAd/K4p5ONpYZLGu7q7eryg+IqZuAKXIUanvcdWIYVaEILuHXDalqPrSf2of3B/mR/HpfaVqG5BH+E/eUXf4vWYQ==</latexit><latexit sha1_base64="E5tVR+o88cNwbdcDTq8gnJzdr64=">AAADKXichZFNaxNBGMefXd9qfGlaL4KXYLaaqgmzRVAEoeilx7Q1bbXThtnJJDt09oXdSWizzBfwC3jwpCAi/Rh68OpBsF49iccKXjz4ZLMgJqjPsjvP/Ob5P/ufGS9WMtWEHFn2iZOnTp+ZOVs6d/7Cxdny3PxGGvUTLlo8UlGy5bFUKBmKlpZaia04ESzwlNj09h6O1jcHIkllFD7SB7HYCVgvlF3JmUbULr+jgRftZ9SLVCdg2ndSx9yfZPuOuTnJQsdQJbqaZrSbMJ5xk60Yeot2hNKsMqyPqWsyvrtkqAx1m+xmlPuyNmxnNAkqkZeaRdMZoes12kxlnTZ9uUgT2fM1NfWpWmw+4YEyFfvMMe1ylTRIHpXpxC2SKhTRjMqvgUIHIuDQhwAEhKAxV8AgxWcbXCAQI9uBDFmCmczXBRgoobaPVQIrGNI9/PZwtl3QEOejnmmu5vgXhW+CygoskI/kDTkm78kh+Up+/rVXlvcYeTnA0RtrRdyefXp5/cd/VQGOGvzfqn961tCFu7lXid7jnIx2wcf6wfDZ8fq9tYXsGnlJvqH/F+SIvMUdhIPv/NWqWHsOJbwAd/K4p5ONpYZLGu7q7eryg+IqZuAKXIUanvcdWIYVaEILuHXDalqPrSf2of3B/mR/HpfaVqG5BH+E/eUXf4vWYQ==</latexit>
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<latexit sha1_base64="99GjHEkDygEGgQWGdvXIIVckfkA=">AAAConichVFNSyNBEH2OusasrlEvgpdgVLxsqBFBEQTRi+zJGKOCI2FmtjWD88VMJxCH/AH/gAdP7iLLsj/Di15d9uBPEI8KXvZgZWZA/K6mu6tf1at63W34thVKoqsOpbOr+1NPpjf7ua//y0BucGgj9OqBKSqmZ3vBlqGHwrZcUZGWtMWWHwjdMWyxaewvt+ObDRGElueuy6Yvdhx9z7V2LVOXDFVzC1pDmJEma0LqrWqkBU7eM8LWK3DSsvU1iei2X+NIrkBFii3/0lFTp4DUVr3cL2j4Dg8m6nAg4EKyb0NHyGMbKgg+YzuIGAvYs+K4QAtZ5tY5S3CGzug+r3t82k5Rl8/tmmHMNrmLzTNgZh4T9I9+0y2d0x+6pv9v1oriGm0tTd6NhCv86sDhSPn+Q5bDu0TtkfWuZoldzMVaLdbux0j7FmbCbxwc3Zbn1yaiSfpBN6z/hK7ojG/gNu7M05JYO0aWP0B9/twvnY3pokpFtTRTWFxKvyKDUYxhit97FotYwSoq3PcnLnCJv8q48k0pKeUkVelIOcN4Yor2AGEuo6k=</latexit><latexit sha1_base64="99GjHEkDygEGgQWGdvXIIVckfkA=">AAAConichVFNSyNBEH2OusasrlEvgpdgVLxsqBFBEQTRi+zJGKOCI2FmtjWD88VMJxCH/AH/gAdP7iLLsj/Di15d9uBPEI8KXvZgZWZA/K6mu6tf1at63W34thVKoqsOpbOr+1NPpjf7ua//y0BucGgj9OqBKSqmZ3vBlqGHwrZcUZGWtMWWHwjdMWyxaewvt+ObDRGElueuy6Yvdhx9z7V2LVOXDFVzC1pDmJEma0LqrWqkBU7eM8LWK3DSsvU1iei2X+NIrkBFii3/0lFTp4DUVr3cL2j4Dg8m6nAg4EKyb0NHyGMbKgg+YzuIGAvYs+K4QAtZ5tY5S3CGzug+r3t82k5Rl8/tmmHMNrmLzTNgZh4T9I9+0y2d0x+6pv9v1oriGm0tTd6NhCv86sDhSPn+Q5bDu0TtkfWuZoldzMVaLdbux0j7FmbCbxwc3Zbn1yaiSfpBN6z/hK7ojG/gNu7M05JYO0aWP0B9/twvnY3pokpFtTRTWFxKvyKDUYxhit97FotYwSoq3PcnLnCJv8q48k0pKeUkVelIOcN4Yor2AGEuo6k=</latexit><latexit sha1_base64="99GjHEkDygEGgQWGdvXIIVckfkA=">AAAConichVFNSyNBEH2OusasrlEvgpdgVLxsqBFBEQTRi+zJGKOCI2FmtjWD88VMJxCH/AH/gAdP7iLLsj/Di15d9uBPEI8KXvZgZWZA/K6mu6tf1at63W34thVKoqsOpbOr+1NPpjf7ua//y0BucGgj9OqBKSqmZ3vBlqGHwrZcUZGWtMWWHwjdMWyxaewvt+ObDRGElueuy6Yvdhx9z7V2LVOXDFVzC1pDmJEma0LqrWqkBU7eM8LWK3DSsvU1iei2X+NIrkBFii3/0lFTp4DUVr3cL2j4Dg8m6nAg4EKyb0NHyGMbKgg+YzuIGAvYs+K4QAtZ5tY5S3CGzug+r3t82k5Rl8/tmmHMNrmLzTNgZh4T9I9+0y2d0x+6pv9v1oriGm0tTd6NhCv86sDhSPn+Q5bDu0TtkfWuZoldzMVaLdbux0j7FmbCbxwc3Zbn1yaiSfpBN6z/hK7ojG/gNu7M05JYO0aWP0B9/twvnY3pokpFtTRTWFxKvyKDUYxhit97FotYwSoq3PcnLnCJv8q48k0pKeUkVelIOcN4Yor2AGEuo6k=</latexit><latexit sha1_base64="99GjHEkDygEGgQWGdvXIIVckfkA=">AAAConichVFNSyNBEH2OusasrlEvgpdgVLxsqBFBEQTRi+zJGKOCI2FmtjWD88VMJxCH/AH/gAdP7iLLsj/Di15d9uBPEI8KXvZgZWZA/K6mu6tf1at63W34thVKoqsOpbOr+1NPpjf7ua//y0BucGgj9OqBKSqmZ3vBlqGHwrZcUZGWtMWWHwjdMWyxaewvt+ObDRGElueuy6Yvdhx9z7V2LVOXDFVzC1pDmJEma0LqrWqkBU7eM8LWK3DSsvU1iei2X+NIrkBFii3/0lFTp4DUVr3cL2j4Dg8m6nAg4EKyb0NHyGMbKgg+YzuIGAvYs+K4QAtZ5tY5S3CGzug+r3t82k5Rl8/tmmHMNrmLzTNgZh4T9I9+0y2d0x+6pv9v1oriGm0tTd6NhCv86sDhSPn+Q5bDu0TtkfWuZoldzMVaLdbux0j7FmbCbxwc3Zbn1yaiSfpBN6z/hK7ojG/gNu7M05JYO0aWP0B9/twvnY3pokpFtTRTWFxKvyKDUYxhit97FotYwSoq3PcnLnCJv8q48k0pKeUkVelIOcN4Yor2AGEuo6k=</latexit><latexit sha1_base64="99GjHEkDygEGgQWGdvXIIVckfkA=">AAAConichVFNSyNBEH2OusasrlEvgpdgVLxsqBFBEQTRi+zJGKOCI2FmtjWD88VMJxCH/AH/gAdP7iLLsj/Di15d9uBPEI8KXvZgZWZA/K6mu6tf1at63W34thVKoqsOpbOr+1NPpjf7ua//y0BucGgj9OqBKSqmZ3vBlqGHwrZcUZGWtMWWHwjdMWyxaewvt+ObDRGElueuy6Yvdhx9z7V2LVOXDFVzC1pDmJEma0LqrWqkBU7eM8LWK3DSsvU1iei2X+NIrkBFii3/0lFTp4DUVr3cL2j4Dg8m6nAg4EKyb0NHyGMbKgg+YzuIGAvYs+K4QAtZ5tY5S3CGzug+r3t82k5Rl8/tmmHMNrmLzTNgZh4T9I9+0y2d0x+6pv9v1oriGm0tTd6NhCv86sDhSPn+Q5bDu0TtkfWuZoldzMVaLdbux0j7FmbCbxwc3Zbn1yaiSfpBN6z/hK7ojG/gNu7M05JYO0aWP0B9/twvnY3pokpFtTRTWFxKvyKDUYxhit97FotYwSoq3PcnLnCJv8q48k0pKeUkVelIOcN4Yor2AGEuo6k=</latexit>

~↵ = � 1

c2

Z �(z
obs

)

0

d�0�(zobs)� �0

�(z
obs

)
r?( � �)

<latexit sha1_base64="f/G1oNVziESN4Qto3jDhGYJcX3M=">AAAC6nichVHLahRBFL3d8RHHRyZxI2YzOEQn4Ay3g6AIQtCNy0niJIFU0lRXajJFqh9U1wwkTS/duHQjkpWiiPgZbvwBF/kEyTKCGxfe7mkQHR+36apT595z61RVkGiVWsRjx506c/bc+ekLtYuXLl+Zqc/Orafx0AjZE7GOzWbAU6lVJHtWWS03EyN5GGi5Eew/KvIbI2lSFUdP7EEit0O+F6m+EtwS5defspEUGeM6GfD8QZv1DReZl2diZylnKrI+7mRMDFTr0M+YCRtxkOaL+W5B3RoXT2TbZTL/g4zdZhEPNPdZIk3SYt1UtVl3oBb9ehM7WEZjEngVaEIV3bj+DhjsQgwChhCChAgsYQ0cUvq2wAOEhLhtyIgzhFSZl5BDjbRDqpJUwYndp3GPVlsVG9G66JmWakG7aPoNKRuwgJ/xPZ7iJ/yAX/D7X3tlZY/CywHNwVgrE3/m2bW1b/9VhTRbGPxU/dOzhT7cK70q8p6UTHEKMdaPDl+crt1fXchu4ms8If+v8Bg/0gmi0VfxdkWuHkGNHsD7/bonwfpSx8OOt3KnufyweoppmIcb0KL7vgvL8Bi60KN9T5xZ57oz72r3ufvSPRqXuk6luQq/hPvmB9OpvIQ=</latexit><latexit sha1_base64="f/G1oNVziESN4Qto3jDhGYJcX3M=">AAAC6nichVHLahRBFL3d8RHHRyZxI2YzOEQn4Ay3g6AIQtCNy0niJIFU0lRXajJFqh9U1wwkTS/duHQjkpWiiPgZbvwBF/kEyTKCGxfe7mkQHR+36apT595z61RVkGiVWsRjx506c/bc+ekLtYuXLl+Zqc/Orafx0AjZE7GOzWbAU6lVJHtWWS03EyN5GGi5Eew/KvIbI2lSFUdP7EEit0O+F6m+EtwS5defspEUGeM6GfD8QZv1DReZl2diZylnKrI+7mRMDFTr0M+YCRtxkOaL+W5B3RoXT2TbZTL/g4zdZhEPNPdZIk3SYt1UtVl3oBb9ehM7WEZjEngVaEIV3bj+DhjsQgwChhCChAgsYQ0cUvq2wAOEhLhtyIgzhFSZl5BDjbRDqpJUwYndp3GPVlsVG9G66JmWakG7aPoNKRuwgJ/xPZ7iJ/yAX/D7X3tlZY/CywHNwVgrE3/m2bW1b/9VhTRbGPxU/dOzhT7cK70q8p6UTHEKMdaPDl+crt1fXchu4ms8If+v8Bg/0gmi0VfxdkWuHkGNHsD7/bonwfpSx8OOt3KnufyweoppmIcb0KL7vgvL8Bi60KN9T5xZ57oz72r3ufvSPRqXuk6luQq/hPvmB9OpvIQ=</latexit><latexit sha1_base64="f/G1oNVziESN4Qto3jDhGYJcX3M=">AAAC6nichVHLahRBFL3d8RHHRyZxI2YzOEQn4Ay3g6AIQtCNy0niJIFU0lRXajJFqh9U1wwkTS/duHQjkpWiiPgZbvwBF/kEyTKCGxfe7mkQHR+36apT595z61RVkGiVWsRjx506c/bc+ekLtYuXLl+Zqc/Orafx0AjZE7GOzWbAU6lVJHtWWS03EyN5GGi5Eew/KvIbI2lSFUdP7EEit0O+F6m+EtwS5defspEUGeM6GfD8QZv1DReZl2diZylnKrI+7mRMDFTr0M+YCRtxkOaL+W5B3RoXT2TbZTL/g4zdZhEPNPdZIk3SYt1UtVl3oBb9ehM7WEZjEngVaEIV3bj+DhjsQgwChhCChAgsYQ0cUvq2wAOEhLhtyIgzhFSZl5BDjbRDqpJUwYndp3GPVlsVG9G66JmWakG7aPoNKRuwgJ/xPZ7iJ/yAX/D7X3tlZY/CywHNwVgrE3/m2bW1b/9VhTRbGPxU/dOzhT7cK70q8p6UTHEKMdaPDl+crt1fXchu4ms8If+v8Bg/0gmi0VfxdkWuHkGNHsD7/bonwfpSx8OOt3KnufyweoppmIcb0KL7vgvL8Bi60KN9T5xZ57oz72r3ufvSPRqXuk6luQq/hPvmB9OpvIQ=</latexit><latexit sha1_base64="f/G1oNVziESN4Qto3jDhGYJcX3M=">AAAC6nichVHLahRBFL3d8RHHRyZxI2YzOEQn4Ay3g6AIQtCNy0niJIFU0lRXajJFqh9U1wwkTS/duHQjkpWiiPgZbvwBF/kEyTKCGxfe7mkQHR+36apT595z61RVkGiVWsRjx506c/bc+ekLtYuXLl+Zqc/Orafx0AjZE7GOzWbAU6lVJHtWWS03EyN5GGi5Eew/KvIbI2lSFUdP7EEit0O+F6m+EtwS5defspEUGeM6GfD8QZv1DReZl2diZylnKrI+7mRMDFTr0M+YCRtxkOaL+W5B3RoXT2TbZTL/g4zdZhEPNPdZIk3SYt1UtVl3oBb9ehM7WEZjEngVaEIV3bj+DhjsQgwChhCChAgsYQ0cUvq2wAOEhLhtyIgzhFSZl5BDjbRDqpJUwYndp3GPVlsVG9G66JmWakG7aPoNKRuwgJ/xPZ7iJ/yAX/D7X3tlZY/CywHNwVgrE3/m2bW1b/9VhTRbGPxU/dOzhT7cK70q8p6UTHEKMdaPDl+crt1fXchu4ms8If+v8Bg/0gmi0VfxdkWuHkGNHsD7/bonwfpSx8OOt3KnufyweoppmIcb0KL7vgvL8Bi60KN9T5xZ57oz72r3ufvSPRqXuk6luQq/hPvmB9OpvIQ=</latexit><latexit sha1_base64="f/G1oNVziESN4Qto3jDhGYJcX3M=">AAAC6nichVHLahRBFL3d8RHHRyZxI2YzOEQn4Ay3g6AIQtCNy0niJIFU0lRXajJFqh9U1wwkTS/duHQjkpWiiPgZbvwBF/kEyTKCGxfe7mkQHR+36apT595z61RVkGiVWsRjx506c/bc+ekLtYuXLl+Zqc/Orafx0AjZE7GOzWbAU6lVJHtWWS03EyN5GGi5Eew/KvIbI2lSFUdP7EEit0O+F6m+EtwS5defspEUGeM6GfD8QZv1DReZl2diZylnKrI+7mRMDFTr0M+YCRtxkOaL+W5B3RoXT2TbZTL/g4zdZhEPNPdZIk3SYt1UtVl3oBb9ehM7WEZjEngVaEIV3bj+DhjsQgwChhCChAgsYQ0cUvq2wAOEhLhtyIgzhFSZl5BDjbRDqpJUwYndp3GPVlsVG9G66JmWakG7aPoNKRuwgJ/xPZ7iJ/yAX/D7X3tlZY/CywHNwVgrE3/m2bW1b/9VhTRbGPxU/dOzhT7cK70q8p6UTHEKMdaPDl+crt1fXchu4ms8If+v8Bg/0gmi0VfxdkWuHkGNHsD7/bonwfpSx8OOt3KnufyweoppmIcb0KL7vgvL8Bi60KN9T5xZ57oz72r3ufvSPRqXuk6luQq/hPvmB9OpvIQ=</latexit>
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<latexit sha1_base64="xWhWV4fFTLhuevPC5KojdCS0P6k=">AAACgHichVG7SgNBFD2u7/iK2gg2waBYaLwrgqIIQRtLX1HBlbC7TnRxX+xOAiaksPUHLKwURMRGv8HGH7DwE8RSwcbCm82CqKh3mJkzZ+65c2bG8G0rlESPDUpjU3NLa1t7oqOzq7sn2du3EXrFwBQ507O9YMvQQ2FbrshJS9piyw+E7hi22DQOFmv7myURhJbnrstDX+w4+p5rFSxTl0zlk4Pl+XK+ogVOyjPC6ri2K2ypp8ramDY2l0+mKUNRpH4CNQZpxLHsJS+hYRceTBThQMCFZGxDR8htGyoIPnM7qDAXMLKifYEqEqwtcpbgDJ3ZAx73eLUdsy6vazXDSG3yKTb3gJUpDNMDXdEL3dM1PdH7r7UqUY2al0OejbpW+Pme44G1t39VDs8S+5+qPz1LFDATebXYux8xtVuYdX2pfPKyNrs6XBmhc3pm/2f0SHd8A7f0al6siNVTJPgD1O/P/RNsTGZUyqgrU+nsQvwVbRjEEEb5vaeRxRKWkeNzj3CJG9wqijKqTChqPVVpiDX9+BLK7Af66ZNV</latexit><latexit sha1_base64="xWhWV4fFTLhuevPC5KojdCS0P6k=">AAACgHichVG7SgNBFD2u7/iK2gg2waBYaLwrgqIIQRtLX1HBlbC7TnRxX+xOAiaksPUHLKwURMRGv8HGH7DwE8RSwcbCm82CqKh3mJkzZ+65c2bG8G0rlESPDUpjU3NLa1t7oqOzq7sn2du3EXrFwBQ507O9YMvQQ2FbrshJS9piyw+E7hi22DQOFmv7myURhJbnrstDX+w4+p5rFSxTl0zlk4Pl+XK+ogVOyjPC6ri2K2ypp8ramDY2l0+mKUNRpH4CNQZpxLHsJS+hYRceTBThQMCFZGxDR8htGyoIPnM7qDAXMLKifYEqEqwtcpbgDJ3ZAx73eLUdsy6vazXDSG3yKTb3gJUpDNMDXdEL3dM1PdH7r7UqUY2al0OejbpW+Pme44G1t39VDs8S+5+qPz1LFDATebXYux8xtVuYdX2pfPKyNrs6XBmhc3pm/2f0SHd8A7f0al6siNVTJPgD1O/P/RNsTGZUyqgrU+nsQvwVbRjEEEb5vaeRxRKWkeNzj3CJG9wqijKqTChqPVVpiDX9+BLK7Af66ZNV</latexit><latexit sha1_base64="xWhWV4fFTLhuevPC5KojdCS0P6k=">AAACgHichVG7SgNBFD2u7/iK2gg2waBYaLwrgqIIQRtLX1HBlbC7TnRxX+xOAiaksPUHLKwURMRGv8HGH7DwE8RSwcbCm82CqKh3mJkzZ+65c2bG8G0rlESPDUpjU3NLa1t7oqOzq7sn2du3EXrFwBQ507O9YMvQQ2FbrshJS9piyw+E7hi22DQOFmv7myURhJbnrstDX+w4+p5rFSxTl0zlk4Pl+XK+ogVOyjPC6ri2K2ypp8ramDY2l0+mKUNRpH4CNQZpxLHsJS+hYRceTBThQMCFZGxDR8htGyoIPnM7qDAXMLKifYEqEqwtcpbgDJ3ZAx73eLUdsy6vazXDSG3yKTb3gJUpDNMDXdEL3dM1PdH7r7UqUY2al0OejbpW+Pme44G1t39VDs8S+5+qPz1LFDATebXYux8xtVuYdX2pfPKyNrs6XBmhc3pm/2f0SHd8A7f0al6siNVTJPgD1O/P/RNsTGZUyqgrU+nsQvwVbRjEEEb5vaeRxRKWkeNzj3CJG9wqijKqTChqPVVpiDX9+BLK7Af66ZNV</latexit><latexit sha1_base64="xWhWV4fFTLhuevPC5KojdCS0P6k=">AAACgHichVG7SgNBFD2u7/iK2gg2waBYaLwrgqIIQRtLX1HBlbC7TnRxX+xOAiaksPUHLKwURMRGv8HGH7DwE8RSwcbCm82CqKh3mJkzZ+65c2bG8G0rlESPDUpjU3NLa1t7oqOzq7sn2du3EXrFwBQ507O9YMvQQ2FbrshJS9piyw+E7hi22DQOFmv7myURhJbnrstDX+w4+p5rFSxTl0zlk4Pl+XK+ogVOyjPC6ri2K2ypp8ramDY2l0+mKUNRpH4CNQZpxLHsJS+hYRceTBThQMCFZGxDR8htGyoIPnM7qDAXMLKifYEqEqwtcpbgDJ3ZAx73eLUdsy6vazXDSG3yKTb3gJUpDNMDXdEL3dM1PdH7r7UqUY2al0OejbpW+Pme44G1t39VDs8S+5+qPz1LFDATebXYux8xtVuYdX2pfPKyNrs6XBmhc3pm/2f0SHd8A7f0al6siNVTJPgD1O/P/RNsTGZUyqgrU+nsQvwVbRjEEEb5vaeRxRKWkeNzj3CJG9wqijKqTChqPVVpiDX9+BLK7Af66ZNV</latexit><latexit sha1_base64="xWhWV4fFTLhuevPC5KojdCS0P6k=">AAACgHichVG7SgNBFD2u7/iK2gg2waBYaLwrgqIIQRtLX1HBlbC7TnRxX+xOAiaksPUHLKwURMRGv8HGH7DwE8RSwcbCm82CqKh3mJkzZ+65c2bG8G0rlESPDUpjU3NLa1t7oqOzq7sn2du3EXrFwBQ507O9YMvQQ2FbrshJS9piyw+E7hi22DQOFmv7myURhJbnrstDX+w4+p5rFSxTl0zlk4Pl+XK+ogVOyjPC6ri2K2ypp8ramDY2l0+mKUNRpH4CNQZpxLHsJS+hYRceTBThQMCFZGxDR8htGyoIPnM7qDAXMLKifYEqEqwtcpbgDJ3ZAx73eLUdsy6vazXDSG3yKTb3gJUpDNMDXdEL3dM1PdH7r7UqUY2al0OejbpW+Pme44G1t39VDs8S+5+qPz1LFDATebXYux8xtVuYdX2pfPKyNrs6XBmhc3pm/2f0SHd8A7f0al6siNVTJPgD1O/P/RNsTGZUyqgrU+nsQvwVbRjEEEb5vaeRxRKWkeNzj3CJG9wqijKqTChqPVVpiDX9+BLK7Af66ZNV</latexit>
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オーダー評価
Standard RSD 

(古典ドップラー)

重力赤方偏移
横ドップラー

積分ザックス-ヴォルフェ

効果

O(>10-3)
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1 + z

e.g., Cai et al. (’16); Sakuma et al. (’17) 

O(>102)

[km/s]

O(1)O(10-5)

O(1)O(10-5)

O(<1)O(<10-5)

重力レンズの曲がり角 O(10-3) rad ~ O(1) arcmin

シャピロ時間遅延 O(1) Mpc

e.g., Hu & Cooray (’01); Lewis & Challinor (’06)

(コヒーレンス: few deg or ell~100)
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相対論的ゆがみのシミュレーション
M-A. Breton, Y. Rasera, AT, O. Lacombe & S. Saga

arXiv:1803.04294

標準的なN体コード(RAMSES)から

•光円錐上の重力ポテンシャルデータを保存

ゆがんだ天球面の位置 & 赤方偏移：

ダークマター・ハロー分布のスナップショット

•光の測地線方程式を観測者から天体（ハロー）に向け
て逆解きする

Compute propagation of photons in perturbed universe

Using C++11 template metaprogramming (Reverdy, 2014)
Take action in the instanciation process
MPI parallelized + Multithreading

Raytracing characteristics

ds2 = 0 (photon)
d2x–

dv2 + �–
—“

dx—

dv
dx“

dv = 0
Backward integration starting from the observer today
RK4 integrator with 4 steps per cell

Michel-Andrès Breton (LUTH) presentation 25/05/2017 3 / 14

1 + z =
(gµ⌫kµu⌫)

s

(gµ⌫kµu⌫)
o

kµ :null 4-vector uµ :observer’s or source’s 4-vector

弱場近似の下で考えられる
相対論的効果全てが入る

http://www.projet-horizon.fr/� =  を仮定）（ただし



実空間

observer

density_full_realspace

Fig. courtesy:Yann Rasera, based on 
the data by Michel-Andres Breton

ボックスサイズ 656Mpc/h の結果 (z=0.04-0.1)



全ての相対論効果を入れた

observer

density_full_redshiftspacealleffects

Fig. courtesy:Yann Rasera, based on 
the data by Michel-Andres Breton



実空間

density_zoom2_realspace



ただし、広角度 RSD 

& 光円錐効果は考慮

density_RSDonly

従来の赤方偏移空間



density_allrelativisticeffects

全ての相対論効果
を考慮

実際に観測しうる赤方偏移空間



差分をとった時の相対的寄与
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観測される密度ゆらぎ：線形理論
e.g., Bonvin & Durrer (’11)

: (広角度) 視線方向n̂

相対論的な線形摂動論

双極子的非等方性の一部は相対論的効果によって生み出される

( ˙ ) : 共形時間微分

相関関数に双極子的
非対称性

(i.e., 重力赤方偏移)

10

Similarly we have :

�' =

1

r sin ✓O

Z r

0


(1 +

�0

r0
)h↵in̄

↵e' i +

�0

2r0 sin ✓O
@'(h↵�n̄

↵n̄�
)

�
d�0. (47)

Finally, using the fact than for our particular metric h↵in̄↵e' i = hjin̄je' i = �2�n̄je' j = 0 because n̄ie' i = 0,
and the same for ✓, we get the formula :

(cot ✓ + @✓)�✓ + @'�' =

Z r

0

�0d�0

2rr0


cot ✓@✓ + @2

✓ +

1
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2 ✓
@'

�
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= �
Z r

0

�0d�0

rr0


cot ✓@✓ + @2

✓ +

1

sin

2 ✓
@'

�
( + �).

(48)

Then noting that �0
= r � r0 and using the expression of the angular part of the Laplacian we obtain :

(cot ✓ + @✓)�✓ + @'�' = �
Z r

0

r � r0

r r0
�

⌦

( + �)dr0. (49)

We can then find the redshift part of the volume perturbation, which according to equation (29) reads :

d�z

d�
=

d
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
�(1 + z̄)

⇢
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�
.

(50)

Using �dz̄
dt

dt
d� = �dz̄

dt = H/a at first order we get :

1

H(1 + z̄)

d�z

d�
=  + n̂ · v +

Z r

0

(

˙

 +

˙

�)d�0 � 1

H
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d

d�
(n̂ · v) + n̄i@i � ˙

�

�
. (51)

Summing all the contributions of equation (39) and using n = �n̂ we have the volume perturbation expression :

�v

v
= �2( + �) + 4n · v � 3
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(52)

Using equation (22), summing (52) and (30) and using that n̄i@i = �@r we finally obtain :

�(n, z) = D � 2�+ � 1

H@r(n · v) �
 

2
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H2

!
n · v +

˙
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◆
.

(53)

In this equation D is the dark matter overdensity in the considered conformal Newtonian gauge, and v the speed
in the same gauge. The observed over density � being observable it must be gauge invariant. It is not easy to show
that (53) is gauge invariant but it is done in [3] where the derivation is made in a generic gauge. As far as we are
concerned we can replace D by the galaxy overdensity �g and related them using the linear : �g = bgD.

If we assume that galaxies obey Euler equation ˙

v ·n+Hv ·n+@r = 0 we can eliminate the last parenthesis of the
first line of (53). We then recover expression (30) of Bonvin and Durrer [3]. In equation (53) one can recognize the
galaxy density in our gauge D, the so called redshift-space distorsions term in @r(n · v), some gravitational potential

従来の RSD （カイザー効果）
b �

: 共動ゲージにおける密度ゆらぎ�

obs

magnification bias ignored
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Figure 7. Full dipole of the cross-correlation function be-
tween data H

1600

and data H
100

. The dipole is dominated by the
velocity-contribution.

positive of order ⇠
1

' 2�6⇥10

�5 at radii 14 < r < 30 h�1Mpc.
At smaller scale there is strong increase from ⇠

1

= 2 ⇥ 10

�4

at 14 h�1Mpc to ⇠
1

= 5⇥10

�4 at 6 h�1Mpc. The ratio to the
potential contribution to the dipole is of order �10 at this
scale.

The ISW contribution (middle right) and lensing contri-
bution (bottom left) are consistent with zero at small scales.
The size of the error bars provide an upper limit for the sig-
nal of ⇠

1

< 5 ⇥ 10

�5 for ISW and ⇠
1

< 10

�4 for lensing. It is
still in agreement with the linear prediction which is of the
same order of magnitude, however the fluctuations are too
important to measure the signal.

The remaining contributions (bottom right) turn out
to be very important of the same order of magnitude as
the potential contribution (from ⇠ �10

�4 at 30 h�1Mpc to
⇠ �6 ⇥ 10

�3 at 6 h�1Mpc). This is an important result from
this paper. It means that at these scales and especially be-
low 15 h�1Mpc, one cannot add up all the contributions one
by one. On the contrary, there are some important contri-
butions involving both potential terms and velocity terms
together.

4.4.2 Total dipole

The total dipole at non-linear scales is presented Fig. 9.
It remains slightly positive of order ⇠

1

⇠ 1 ⇥ 10

�3 above
15 h�1Mpc. As shown in the previous section, this is re-
lated to the velocity contribution which remains positive in
this region. At smaller scale, the potential contribution dom-
inates over the velocity contribution. The total dipole is then
falling quickly down to ⇠

1

⇠ �1 ⇥ 10

�2 at 6 h�1Mpc. More-
over within our simulated survey of 8 h�3Gpc3, error bars
(mostly related to the fluctuations of the velocity field) are
smaller than the signal at this scale. The dipole of the group-
galaxy cross-correlation function is therefore a good probe
of the potential far outside of the group virial radii. Inter-
estingly deviations from linear theory are mostly governed
by the potential and also by the ”rest”. The interpretation
of the dipole is therefore non-trivial because of correlations

between potential and velocity terms. However the dipole
carries precious information about the potential.

4.4.3 Mass dependence of the contributions

At the moment, we have focused on the cross-correlation
between halos of mass ⇠ 4.5 ⇥ 10

13 h�1M� and halos of
mass ⇠ 2.8 ⇥ 10

12 h�1M�. In Fig. 10, we investigate the
halo-mass dependence of the main dipole contributions
(velocity, potential), the mass dependence on the rest is
shown in Appendix (??) should not we show here too?. We
explore various configurations by dividing or multiplying
the halo-mass of the first catalog (most massive one) by a
factor 2 or 4 with respect to the original halo-mass. At large
linear scales the variation of the dipole is mostly governed
by the bias di↵erence between the two halo populations,
however at small non-linear scales the evolution of the
dipole is less trivial. The velocity contribution to the dipole
doesn’t evolve strongly with halo mass. It stays bounded in
the range 0 < ⇠

1

< 1⇥10

�3. On the other hand, the potential
contribution becomes more negative at larger mass from
⇠
1

' �5 ⇥ 10

�4 to ⇠
1

' �1 ⇥ 10

�2 at 6 h�1Mpc. It means
that for massive enough halos the potential contribution
dominates over the velocity contribution for a wide range of
scales (as seen previously). However for halos less massive
than ⇠ 10

13 h�1M� the velocity-contribution dominates.
The remaining contributions (or rest) also departs from
0 at larger radii for larger halo. Interestingly it is mostly
following the potential contribution.

The prediction of the potential e↵ect from Eq. 35 (as-
suming spherical symmetry) reproduces the trend at a qual-
itative level. Taking into account the dispersion around the
potential deduced from spherical symmetry as in Eq. 32
should improve the agreement with the measured dipole (Cai
et al. 2017).

5 CONCLUSIONS

In this work we have explored the galaxy clus-
tering asymmetry by looking at the dipole of the
cross-correlation function between halo populations
of di↵erent masses (from Milky-Way size to galaxy-
cluster size). We have taken into account all the rel-
evant e↵ects which contribute to the dipole, from
lensing to multiple redshift perturbation terms. At
large scale we obtain a good agreement between the-
ory and our results. At this scale the dipole can be
used as a probe of velocity field (and as a probe
of gravity through the Euler equation). However
one has to consider a large enough survey to over-
come important real-space statistical fluctuations. It
is also important to take into account the lightcone
e↵ect as well as to accurately model the bias and its
evolution.

At smaller scales we have seen deviation from
linear theory. Moreover the gravitational redshift ef-
fect dominates the dipole below 10 h�1Mpc. It is
therefore possible to probe the potential outside
groups and clusters using the dipole. Subtracting
the linear expection for the doppler contribution

MNRAS 000, 1–19 (2017)

全ての相対論効果を考慮

異なる質量同士のハローの相関関数
（質量：4.5x1013 & 2.6x1012 Msun/h）

(5,400,000個) (400,000個)

8 Breton et al.

Zaldarriaga (2011); Adamek et al. (2016b,a); Adamek (2017)
these gauge e↵ects are small compared to the e↵ects we are
interested in, especially for sub-Gpc scales.

Finally, ray-tracing gives us catalogs with �, ✓, A
i j

, vari-
ous redshifts containing each terms of Eq.(3) and the num-
ber of dark matter particles for each halo. In these
catalogs all the relativistic e↵ects have been computed in a
self-consistent way. These catalogs will be described in de-
tails in Breton et al. (in prep) and will be publicly released.

3.3 Estimation of the correlation function

The halo-halo two-point cross-correlation function ⇠
h

1

h

2

(r) =
h�

h

1

(x)�
h

2

(x + r)i is a measure of the excess of probability
relative to a Poisson distribution of finding a pair of ha-
los separated by a vector r. For a statistically homogeneous
and isotropic field the correlation function can be written as
⇠
h

1

h

2

(r) since it only depends on the norm r of the separa-
tion. However the presence of an observer breaks the isotropy
and one needs to specify two components of the separation
vector r, for instance its norm r and projection µ along the
line-of-sight.

To estimate the correlation function we used a modified
version of Cute (Alonso 2012) (a parallel tree-code pair-
counting algorithm). It implements an LS estimator (Landy
& Szalay 1993; Kerscher et al. 2000), which is one of the
most commonly used estimator for the correlation function
(since its variance is almost Poisson),

⇠
LS

=
D

1

D
2

� D
1

R
2

� R
1

D
2

+ R
1

R
2

R
1

R
2

, (44)

where D
1

, D
2

refer to di↵erent datasets to be cross-correlated
while R

1

and R
2

are random catalogs. In our case we took
R

1

= R
2

. Moreover the pair counts are normalized by the
total number of pairs in the catalogs. Since we are interested
in correlation function anisotropies, we bin in (r, µ). Once we
compute ⇠(r, µ), we deduce the multipoles as

⇠`(r) ⇡ 2` + 1

2

1’
µ=�1

⇠(r, µ)L`(µ)�µ, (45)

where L`(µ) is the Legendre polynomial of order `.
We have cross-checked the results of this direct pair-

counting method to a grid method. In this method the halo
density is estimated on a thin Cartesian grid using a Cloud-
in-Cell assignment scheme. The correlation function is then
directly computed from its definition as a function of the
over-densities of the halo populations. The two methods
give very similar results. With the intention of comparing
to linear theory we estimated the linear bias b

i

for data-set
data H

i

(see Appendix A for more details),

b
100

⇡

vut
⇠`=0

h

100

h

100

⇠`=0

mm

, (46)

b
i

⇡ b
100

⇠`=0

h

i

h

100

⇠`=0

h

100

h

100

, (47)

where ⇠`=0

hh

and ⇠`=0

mm

are the halo-halo and matter-matter
correlation function monopole respectively. The bias is esti-
mated by fitting a constant to Eq.(47) for r between 25 and

75 h�1Mpc. Below 25 h�1Mpc the number of pairs is too
low and the correlation function may fluctuate while above
75 h�1Mpc the Poisson noise becomes non negligible

The last point concerns the estimation of statistical er-
rors. Running again the same heavy simulation being much
too time consuming, we estimate the variance using the jack-
knife method, as it is the internal method that minimizes
most of the variance for the linear regime according to Nor-
berg et al. (2009). In this paper we compute the jackknife
method with 32 re-samplings. We then estimate the variance
of the correlation function as follows,

�2

` (r) =
N � 1

N

N’
k=1

(⇠k` (r) � ¯⇠`(r))2, (48)

with N the number of re-samplings, k the sample number
and ¯⇠`(r) the mean correlation function given by

¯⇠`(r) = 1

N

N’
k=1

⇠k` (r). (49)

It is important to note that the variance estimated with
Eq. (48) is good enough in the linear regime where the den-
sity field is Gaussian but becomes much less accurate for
smaller scales, in the non-linear regime. In this regime error
bars should be taken with caution.

In the linear regime, we note that the theoretical pre-
dictions for the cross-correlation dipole are proportional to
the bias di↵erence (except for evolution e↵ects). Therefore,
normalizing by this quantity should give the same signal for
each pair of populations. We take advantage of this feature
by using a weighted average of the normalized dipole for all
mass combinations to increase our signal to noise ratio. In
the linear regime, the mean signal is computed as

⇠lin
1

/�b =

Õ
i j

⇠ i j

1

b

i

�b
j

1

�2

i jÕ
i j

1/�2

i j

, (50)

where b
i

and b
j

are the bias of di↵erent halo populations.

⇠
i j

1

is the dipole of the cross-correlation between two halo

populations of bias b
i

and b
j

, and �2

i j

its variance normalized

by the bias di↵erence. The variance of the weighted average
dipole is

�2 =
1Õ

i j

1/�2

i j

. (51)

The error bars are likely underestimated due to the lack of
independence.

4 DATA AND VALIDATION

We now proceed to the presentation and validation of our
datasets. In Section 4.1 we introduce the halo catalogs and
in Section 4.2 we validate our two-point correlation measure-
ments on the monopole and quadrupole.

MNRAS 000, 1–20 (2018)
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統計的なゆらぎで作られる
非対称性を差し引いた後

より大きなカタログを
作成

• 4096^3 個のダークマ
ター粒子

• 2.625 Gpc/h ボックス

RayGalGroupSims
(will be public)

(z<0.46)

相対論的ゆがみの
線形理論の予言
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Figure 6. Dipole of the cross-correlation function between data H
1600

and data H
100

, at large scales, for di↵erent perturbations of the
observed halo number count. On top of each graph, the position are given as a pair (angle, redshift). � and ✓ stands respectively for
true and seen angle. z

0

, z
1

, z
2

, z
3

and z

4

and z

5

are given by Eq. (38)-(43). This leads to: upper left panel only the contribution from
gravitational potential was taken into account as a source of RSD, upper right doppler only, center left transverse doppler only, center
right ISW/RS only, bottom left weak lensing only, and finally bottom right the rest where we subtract all the previous e↵ects to the full
dipole taking into account all the e↵ects at once.

6 h�1Mpc. We also note that the measurement is very ro-
bust since the statistical error bars are very small (althoug
error bars should be taken with caution at these scales). The
linear prediction completely fails. The dipole of the halo-halo
cross-correlation is a sensitive probe of the gravitational po-
tential up to about ten virial radii for this halo mass.

The velocity contribution (upper right) remains high
⇠
1

' 5�20⇥10

�4 between 30 and 6 h�1Mpc. At smaller scales
the error bars increases from �⇠ ' 5⇥10

�4 to �⇠ ' 5⇥10

�3 at

smaller scales. Interestingly the doppler-only dipole remains
close to the linear expectation.

The transverse-Doppler contribution to the total red-
shift in the vicinity of galaxy clusters has originally been
highlighted by Zhao et al. (2013). However it was restricted
to the region r < 2 R

vir

inside or close to the Virial ra-
dius R

vir

⇠ 1 � 2 h�1Mpc of the clusters. Interestingly, the
transverse-Doppler contribution to the dipole (middle-left)
is non-zero even at very large radii (r > 2 R

vir

). It remains
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Figure 9. Dipole of the cross-correlation function normalized by the bias, at large scales, for di↵erent perturbations of the observed halo
number count. This leads to: upper left panel only the contribution from gravitational potential was taken into account as a source of
RSD, upper right panel Doppler only, center left panel transverse Doppler only, center right panel ISW/RS only, bottom left panel weak
lensing only, and finally bottom right panel the residual where we subtract all the previous e↵ects to the full dipole taking into account
all the e↵ects at once.

range of cross-correlations. Depending on the values of bias
and bias di↵erence, the amplitude of the signal as well as the
scale at which the residual departs from zero can change.

5.2.2 Total dipole

Now that we have seen all the individual contributions to
the dipole, we show the final result that is the sum of all
the previous contributions (see Fig. 10). As we expected the
dipole is dominated by the Doppler term as the e↵ects of
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双極子非等方性:

詳細（１）
Imprints of relativistic e↵ects on the asymmetry of the cross-correlation function 7

ward ray-tracing) from the light-cone center at z = 0

with a given ki (spatial part of the wavevector) and ini-
tially setting gµ⌫dxµdx⌫ = 0. We then let Magrathea solve
the linearized geodesic equations with the metric given by
Eq. (1),
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where � is the a�ne parameter along the photon path.

As we are interested in source-averaged observables
rather than direction-averaged ones, we now describe recent
modifications of the solver to build a catalog of sources in-
cluding all relativistic e↵ects. To find the null geodesic con-
necting a source and the observer, we launch several photons
from the observer to the tentative directions of observation
of the source. Then using a root finder, the geodesics inter-
secting both the source and observer world lines are identi-
fied. In practice, we assume that sources are present at any
time (as opposed to an event which corresponds to a specific
space-time location). Moreover, since sources are moving, we
use a nearest-neighbour interpolation for the time location
of the source. Because sources are moving slowly and light-
ray deflections are small, the sources lie very close the null
FLRW light-cone. A refinement would be to linearly inter-
polate the position of particles between two light-cones at
di↵erent times. Moreover, we only search for one geodesic
for each source since we focus on large scales, dominated
by the weak lensing regime: generalization to strong lensing
(i.e. multiple geodesics for one source) is straight-forward
with enough resolution. We leave these possible refinements
for future work.

Let a halo be at location (X,Y, Z) on the light-cone. For
an observer at the center of the simulation, the two compo-
nents of the true angle � are (assuming the same convention
as for lensing): �

1

= arctan (Y/X), �
2

= arccos (Z/R) where

R is the comoving distance R =
p

X2 + Y2 + Z2. We expect
the lensing deviation to be small, we thus launch the pho-
ton in the direction �, but the ray is deflected and does not
reach the position (X,Y, Z). As shown in Fig. 1, we iterate on
the initial launching conditions using a root-finder method
(Newton’s method in our case) to find the initial angle that
minimizes the angle di↵erence between � and the position
of the photon at same radius. In practice only one or two
iterations are needed to get an angle di↵erence lower than
10

�2 arcsec. With this method we know the true angle � and
the seen angle ✓. We can then directly derive the Jacobian

matrix A
i j

=
@�

i

@✓
j

, hence the distortion matrix (related to

lensing). This way of computing the lensing directly from a
beam of light rays (instead of integrating Sachs equation) is
similar to the ray-bundle approach (Fluke et al. 1999; Fluke
& Lasky 2011) except that the geodesic equations are di-
rectly integrated.

To gain comprehension on the various contributions to
the total redshift we decompose it as follows :

Figure 1. Illustration of the geodesic-finder algorithm. Each ten-
tative photon is designated by ⇣

n

with n being the number of it-
erations. The first photon ⇣

0

is launched towards the source with
an angle �. The first ray will generally miss the source, we then
iterate using Newton’s method in order to get a new initial angle.
In this example we iterate twice to find a ray close enough to the
source at the same radius, the initial angle of ⇣

2

is given by ✓ and
is interpreted as the seen angle.
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and the

observer velocity set to zero.
Each redshift corresponds to a specific contribution. z

0

is the redshift directly inferred from the scale factor. How-
ever this scale factor is related to the conformal time com-
puted until arriving at the source, using the geodesic equa-
tion Eq. (36) . It therefore implicitly takes into account time
delay. z

1

only includes the gravitational redshift perturba-
tion, z

2

the Doppler perturbation, z
3

the transverse Doppler
perturbation and z

4

the ISW perturbation. z
5

is the ex-
act general relativity redshift computation. It almost cor-
responds to z

0

plus all redshift perturbations above. The
ISW e↵ect is hidden in the k0 term, which comes directly
from our geodesic integration.

To finish we would like to point out that we used the
Newtonian gauge to interpret the data from N-body simu-
lation. In principle this can lead to errors in redshift (Chis-
ari & Zaldarriaga 2011; Adamek 2017) due to the fact that
these simulations are in the so-called N-body gauge (Fidler
et al. 2015, 2016). To be perfectly rigorous we should inter-
pret the position of particles in the simulation in the same
gauge. The di↵erence of interpretation comes from the fact
that contrary to the Newtonian gauge, the N-body gauge
leaves the spatial volume unperturbed in a similar way
to Newtonian simulations. However as shown by Chisari &
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where � is the a�ne parameter along the photon path.

As we are interested in source-averaged observables
rather than direction-averaged ones, we now describe recent
modifications of the solver to build a catalog of sources in-
cluding all relativistic e↵ects. To find the null geodesic con-
necting a source and the observer, we launch several photons
from the observer to the tentative directions of observation
of the source. Then using a root finder, the geodesics inter-
secting both the source and observer world lines are identi-
fied. In practice, we assume that sources are present at any
time (as opposed to an event which corresponds to a specific
space-time location). Moreover, since sources are moving, we
use a nearest-neighbour interpolation for the time location
of the source. Because sources are moving slowly and light-
ray deflections are small, the sources lie very close the null
FLRW light-cone. A refinement would be to linearly inter-
polate the position of particles between two light-cones at
di↵erent times. Moreover, we only search for one geodesic
for each source since we focus on large scales, dominated
by the weak lensing regime: generalization to strong lensing
(i.e. multiple geodesics for one source) is straight-forward
with enough resolution. We leave these possible refinements
for future work.

Let a halo be at location (X,Y, Z) on the light-cone. For
an observer at the center of the simulation, the two compo-
nents of the true angle � are (assuming the same convention
as for lensing): �
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= arctan (Y/X), �
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= arccos (Z/R) where

R is the comoving distance R =
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X2 + Y2 + Z2. We expect
the lensing deviation to be small, we thus launch the pho-
ton in the direction �, but the ray is deflected and does not
reach the position (X,Y, Z). As shown in Fig. 1, we iterate on
the initial launching conditions using a root-finder method
(Newton’s method in our case) to find the initial angle that
minimizes the angle di↵erence between � and the position
of the photon at same radius. In practice only one or two
iterations are needed to get an angle di↵erence lower than
10

�2 arcsec. With this method we know the true angle � and
the seen angle ✓. We can then directly derive the Jacobian
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, hence the distortion matrix (related to

lensing). This way of computing the lensing directly from a
beam of light rays (instead of integrating Sachs equation) is
similar to the ray-bundle approach (Fluke et al. 1999; Fluke
& Lasky 2011) except that the geodesic equations are di-
rectly integrated.
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iterate using Newton’s method in order to get a new initial angle.
In this example we iterate twice to find a ray close enough to the
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is the redshift directly inferred from the scale factor. How-
ever this scale factor is related to the conformal time com-
puted until arriving at the source, using the geodesic equa-
tion Eq. (36) . It therefore implicitly takes into account time
delay. z

1

only includes the gravitational redshift perturba-
tion, z
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the Doppler perturbation, z
3

the transverse Doppler
perturbation and z

4

the ISW perturbation. z
5

is the ex-
act general relativity redshift computation. It almost cor-
responds to z

0

plus all redshift perturbations above. The
ISW e↵ect is hidden in the k0 term, which comes directly
from our geodesic integration.

To finish we would like to point out that we used the
Newtonian gauge to interpret the data from N-body simu-
lation. In principle this can lead to errors in redshift (Chis-
ari & Zaldarriaga 2011; Adamek 2017) due to the fact that
these simulations are in the so-called N-body gauge (Fidler
et al. 2015, 2016). To be perfectly rigorous we should inter-
pret the position of particles in the simulation in the same
gauge. The di↵erence of interpretation comes from the fact
that contrary to the Newtonian gauge, the N-body gauge
leaves the spatial volume unperturbed in a similar way
to Newtonian simulations. However as shown by Chisari &
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ward ray-tracing) from the light-cone center at z = 0

with a given ki (spatial part of the wavevector) and ini-
tially setting gµ⌫dxµdx⌫ = 0. We then let Magrathea solve
the linearized geodesic equations with the metric given by
Eq. (1),
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where � is the a�ne parameter along the photon path.

As we are interested in source-averaged observables
rather than direction-averaged ones, we now describe recent
modifications of the solver to build a catalog of sources in-
cluding all relativistic e↵ects. To find the null geodesic con-
necting a source and the observer, we launch several photons
from the observer to the tentative directions of observation
of the source. Then using a root finder, the geodesics inter-
secting both the source and observer world lines are identi-
fied. In practice, we assume that sources are present at any
time (as opposed to an event which corresponds to a specific
space-time location). Moreover, since sources are moving, we
use a nearest-neighbour interpolation for the time location
of the source. Because sources are moving slowly and light-
ray deflections are small, the sources lie very close the null
FLRW light-cone. A refinement would be to linearly inter-
polate the position of particles between two light-cones at
di↵erent times. Moreover, we only search for one geodesic
for each source since we focus on large scales, dominated
by the weak lensing regime: generalization to strong lensing
(i.e. multiple geodesics for one source) is straight-forward
with enough resolution. We leave these possible refinements
for future work.

Let a halo be at location (X,Y, Z) on the light-cone. For
an observer at the center of the simulation, the two compo-
nents of the true angle � are (assuming the same convention
as for lensing): �

1

= arctan (Y/X), �
2

= arccos (Z/R) where

R is the comoving distance R =
p

X2 + Y2 + Z2. We expect
the lensing deviation to be small, we thus launch the pho-
ton in the direction �, but the ray is deflected and does not
reach the position (X,Y, Z). As shown in Fig. 1, we iterate on
the initial launching conditions using a root-finder method
(Newton’s method in our case) to find the initial angle that
minimizes the angle di↵erence between � and the position
of the photon at same radius. In practice only one or two
iterations are needed to get an angle di↵erence lower than
10

�2 arcsec. With this method we know the true angle � and
the seen angle ✓. We can then directly derive the Jacobian

matrix A
i j

=
@�

i

@✓
j

, hence the distortion matrix (related to

lensing). This way of computing the lensing directly from a
beam of light rays (instead of integrating Sachs equation) is
similar to the ray-bundle approach (Fluke et al. 1999; Fluke
& Lasky 2011) except that the geodesic equations are di-
rectly integrated.

To gain comprehension on the various contributions to
the total redshift we decompose it as follows :
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ζ0 ζ1
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Figure 1. Illustration of the geodesic-finder algorithm. Each ten-
tative photon is designated by ⇣

n

with n being the number of it-
erations. The first photon ⇣

0

is launched towards the source with
an angle �. The first ray will generally miss the source, we then
iterate using Newton’s method in order to get a new initial angle.
In this example we iterate twice to find a ray close enough to the
source at the same radius, the initial angle of ⇣

2

is given by ✓ and
is interpreted as the seen angle.
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observer velocity set to zero.
Each redshift corresponds to a specific contribution. z

0

is the redshift directly inferred from the scale factor. How-
ever this scale factor is related to the conformal time com-
puted until arriving at the source, using the geodesic equa-
tion Eq. (36) . It therefore implicitly takes into account time
delay. z

1

only includes the gravitational redshift perturba-
tion, z

2

the Doppler perturbation, z
3

the transverse Doppler
perturbation and z

4

the ISW perturbation. z
5

is the ex-
act general relativity redshift computation. It almost cor-
responds to z

0

plus all redshift perturbations above. The
ISW e↵ect is hidden in the k0 term, which comes directly
from our geodesic integration.

To finish we would like to point out that we used the
Newtonian gauge to interpret the data from N-body simu-
lation. In principle this can lead to errors in redshift (Chis-
ari & Zaldarriaga 2011; Adamek 2017) due to the fact that
these simulations are in the so-called N-body gauge (Fidler
et al. 2015, 2016). To be perfectly rigorous we should inter-
pret the position of particles in the simulation in the same
gauge. The di↵erence of interpretation comes from the fact
that contrary to the Newtonian gauge, the N-body gauge
leaves the spatial volume unperturbed in a similar way
to Newtonian simulations. However as shown by Chisari &
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Figure 11. Dipole of the cross-correlation function between data H
1600

and data H
100

, at small scales, for di↵erent perturbations of the
halo number count. This leads to: upper left panel only the contribution from gravitational potential was taken into account as a source
of RSD, upper right panel Doppler only, center left panel transverse Doppler only, center right panel ISW/RS only, bottom left panel
weak lensing only, and finally bottom right panel the residual for which we subtract all the previous e↵ects to the full dipole taking into
account all the e↵ects at once.

radii. Interestingly, deviations from linear theory are mostly
governed by the potential and by the residual. The interpre-
tation of the dipole is therefore non-trivial because of cor-
relations between potential and velocity terms. However the
dipole carries important information about the potential.

5.3.3 Mass dependence of the contributions

So far, we have focused on the cross-correlation between
halos of mass ⇠ 4.5 ⇥ 10

13 h�1M� and halos of mass
⇠ 2.8 ⇥ 10

12 h�1M�. In Fig. 13, we investigate the halo
mass dependence of the main dipole contributions (velocity,

MNRAS 000, 1–20 (2018)
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Figure 12. Full dipole of the cross-correlation function between
data H

1600

and data H
100

. The deviation from linear theory is
governed by the potential contribution and the ”residual” (mostly
related to the coupling between potential and velocity terms). The
dipole is a sensitive probe of the potential well beyond the virial
radius of halos.

potential). The mass dependence on the residual is shown
in Appendix B. We explore various configurations by
dividing or multiplying the halo-mass of the first catalog
(most massive one) by a factor 2 or 4 with respect to the
original halo-mass. At large linear scales the variation of
the dipole is mostly governed by the bias di↵erence between
the two halo populations, however at small non-linear
scales the evolution of the dipole is less trivial. The velocity
contribution to the dipole does not evolve strongly with
halo mass. It stays bounded in the range 0 < ⇠

1

< 1 ⇥ 10

�3.
On the other hand, the potential contribution becomes
more negative at larger mass from ⇠

1

' �5 ⇥ 10

�4 to
⇠
1

' �1 ⇥ 10

�2 at 6 h�1Mpc. It means that for massive
enough halos the potential contribution dominates over the
velocity contribution for a wide range of scales (as seen
previously). However for halos lighter than ⇠ 10

13 h�1M�
the velocity-contribution dominates. The residual also
departs from 0 at larger radii for heavier halos. Interestingly
it is mostly following the potential contribution.

The prediction of the potential e↵ect from Eq. (35) (as-
suming spherical symmetry) reproduces the trend at a qual-
itative level. However the potential contribution is overesti-
mated. Taking into account the dispersion around the poten-
tial deduced from spherical symmetry as in Eq. (32) should
improve the agreement with the measured dipole (Cai et al.
2017).

6 CONCLUSIONS

In this work we explored the galaxy clustering asymmetry
by looking at the dipole of the cross-correlation function be-
tween halo populations of di↵erent masses (from Milky-Way
size to galaxy-cluster size). We took into account all the rel-
evant e↵ects which contribute to the dipole, from lensing to
multiple redshift perturbation terms. At large scales we ob-

tain a good agreement between linear theory and our results.
At these scales the dipole can be used as a probe of velocity
field (and as a probe of gravity through the Euler equation).
However one has to consider a large enough survey to over-
come important real-space statistical fluctuations. It is also
important to take into account the light-cone e↵ect and to
accurately model the bias and its evolution.

At smaller scales we have seen deviation from linear
theory. Moreover the gravitational redshift e↵ect dominates
the dipole below 10 h�1Mpc. It is therefore possible to probe
the potential outside groups and clusters using the dipole.
By subtracting the linear expectation for the Doppler con-
tribution it is in principle possible to probe the potential to
even larger radii. This is a path to explore in order to circum-
vent the disadvantages of standard probes of the potential,
usually relying on strong assumptions (such as hydrostatic
equilibrium) or being only sensitive to the projected poten-
tial (lensing). A simple spherical prediction allows to predict
the global trend of the dipole but not the exact value. More-
over as we have seen the residual (i.e all the cross terms
and non-linearities of the mapping) is of the same order as
the gravitational potential contribution and should be taken
into account properly. At small scales the pairwise velocity
PDF is also highly non-Gaussian, leading to high peculiar
velocities and Finger-of-God e↵ect. Coupled to gravitational
potential and possibly wide-angle e↵ect we expect this to be
a non-negligible contribution to the dipole. To fully under-
stand and probe cosmology or modified theories of gravity at
these scales using the cross-correlation dipole we therefore
need a perturbation theory or streaming model which takes
into account more redshift perturbation terms and relaxes
the distant observer approximation. This will be the focus
of a future paper.

There are multiple possible extensions to this work. At
large Gpc scales current analysis are limited by the volume
of the simulation as well as gauge e↵ect. At smaller scales
the baryons as well as the finite resolution e↵ect might play
a role. Extension of this work in these two directions can
open interesting perspectives. When analyzing future sur-
veys, it is also important to consider observational e↵ects.
One possibility would be to populate halos with galaxies and
to incorporate e↵ects such as magnification bias, absorption
by dust, redshift errors, alignment of galaxies, etc. Another
straight-forward extension is to explore the influence of cos-
mology, dark energy, dark matter and modified gravity on
the dipole of the halo cross-correlation to shed light on the
nature of the dark sector with future large scale surveys.
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線形理論の予言

r <20 Mpc/h で重力赤方
偏移の効果が卓越

異なる質量同士のハローの相関関数
（質量：4.5x1013 & 2.6x1012 Msun/h）

全ての相対論効果を考慮
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Figure 6. The measurement of shell estimator from SDSS CMASS sample. The five different panels show the shell estimator measured using a cross-correlation
of subsamples created by splitting the sample in two equal halves for each of u, g, r, i, z photometric bands. We detect the amplitude of relativistic asymmetry by
measuring bias difference at the level of 1.9σ , 2.5σ and 1.7σ away from zero in the r, i and z bands, respectively. This result is consistent with our expectation
from bias measurements of the five subsamples given in Fig. 5. The bias differences for u and g bands are at the level of 1.3σ and 1.4σ , consistent with the
expectation from biases.
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function (computed using Lewis & Challinor 2012). Here b is a
linear bias parameter relating galaxy and matter clustering on large
scales and is a monotonically increasing function of galaxy mass
(see e.g. Mo & White 1996).

Having computed zg(r) we use it to distort the cross-correlation
function of g1 and g2 galaxies in redshift space, ξ g1g2(s⊥, s∥). Here
s⊥ and s∥ are, respectively, the distance between pairs of g1 and g2
galaxies perpendicular and parallel to the line of sight, and s∥ can
be either positive or negative.

There is also the additional distortion of ξ g1g2(s⊥, s∥) due to
peculiar velocities. As in Croft, Dalton & Efstathiou (1999), we
model this using a spherical infall model for large-scale flows (taken
from Yahil 1985) and a small-scale random velocity dispersion (e.g.
Davis & Peebles 1983). The infall model is

vinfall(r) = −1
3
"0.6

0 H0r
δ(r)

[1 + δ(r)]0.25
(5)

where δ(r) is the matter overdensity averaged within radius r of g1
galaxies:

δ(r) = 3
r3

∫ r

0
ξg1ρ(x)x2dx. (6)

Croft et al. (1999) found that this velocity field model gives a
better match than linear theory for the infall pattern around galaxy
clusters. Because here we are interested in the redshift distortions
around massive galaxy haloes, we expect the model to work well in
the current context also. This is borne out in our tests with numerical
simulations (Section 3). Because vinfall(r) is not expected to describe
the virialized regions of clusters, we follow Croft et al. (1999) and
truncate vinfall(r) on small scales by multiplying by an exponential,
exp − (δ/50).

The random velocity dispersion we use is an exponential model,
so that the distribution function of velocities is

f (v) = 1

σ12
√

2
exp

(
−

√
2|v|
σ12

)
, (7)

where σ 12 is the pairwise velocity dispersion of g1 − g2 pairs of
galaxies, which we assume to be independent of pair separation.
Based on simulation results we take this value to σ 12 = 400 km s−1.

After applying the infall model, gravitational redshift and con-
volving with f (v), the redshift–space cross-correlation function is
therefore:

ξg1g2(r⊥, r∥) =
∫ ∞

∞
dvf (v)ξg1g2,iso

(
r⊥, r∥

− H−1
0 (czg(r) − r∥r

−1vinfall(r) − v)
)
, (8)

(valid at redshift z = 0) where ξg1g2,iso is the isotropic (real space)
cross-correlation function of g1 and g2 galaxies, which we also
model using equation (4).

To make theoretical predictions for ξ g1g2 we fit the free pa-
rameters in equations (4) and (7) (b, ρ0, σ 12) using simulations
(see Section 3). In Fig. 1 we show contours of ξ g1g2(r⊥, r∥),
illustrating the effects of the different redshift distortions. We use
parameters in equation (4) which are appropriate for haloes with
mass >3 × 1013 h−1 M⊙, where the two populations of galaxies g1
and g2 are the high- and low-mass halves of the set of haloes.

Because the gravitational redshift is so small, for illustrative pur-
poses we have multiplied zg by a factor of 500 when making Fig. 1.
This should be borne in mind when assessing the relative effects
shown. The top left panel of Fig. 1 shows the undistorted, isotropic
correlation function (equation 4). In panel (b) we can see that the

effect of gravitational redshifts without peculiar velocities is to
shift the contours of ξ g1g2 downwards, corresponding to a relative
blueshift for the g2 galaxies clustered around the g1 galaxies. In
panel (c) the peculiar velocity distortion has been applied on its
own, resulting in a distortion of ξ g1g2 which has reflection sym-
metry about the r⊥ axis. The large-scale squashing of the contours
can be seen [the Kaiser (1987) effect] as well as the small scale
elongation of ξ g1g2 due to the random velocities.

In panel (d) we show gravitational and peculiar velocity redshift
distortions together. We can see that as the effect of Kaiser (1987)
infall is to boost the correlation function overall, this will also en-
hance the strength of the asymmetric signal due to gravitational
redshifts. This illustrates that both peculiar velocity and gravita-
tional redshift distortions will need to be modelled together in order
to make precise constraints on cosmological theories using zg(r).

Given a set of g1–g2 galaxy pair separation measurements, one
now needs to formulate an estimator of the asymmetry of clustering
which can probe zg(r). In the galaxy cluster case (KC04; W11),
the pair separations were binned into cylindrical shell bins, which
was appropriate because the clusters were being treated as distinct
objects. In the current large-scale structure case, we have decided to
instead bin the pairs in spherical shell bins, and our statistic sensitive
to zg(r) is the mean r∥ position of the pair-weighted centroid of each
shell:

zshell
g (r ′) =

∫ r ′+&r ′

r ′ Hr∥[1 + ξ (r⊥, r∥)]r2dr
∫ r ′+&r ′

r ′ [1 + ξ (r⊥, r∥)]r2dr
. (9)

This estimator zshell
g (r) will tend to zero at large and small scales.

On small scales this is because the zshell
g (r) shift cannot be larger than

the spherical bin radius. On large scales this is because the clustering
tends towards homogeneity and it is not possible to detect a blueshift
or redshift of a homogeneous set of particles. We will explore the
exact shape of zshell

g (r) in Section 3. We note that other measures
of the asymmetric distortion of the correlation function could be
chosen. For example one could bin galaxy pairs not in spherical bins
but in bins matched to the expected shape of contours of ξ g1g2(r⊥,
r∥). Or else one could imagine carrying out a full fit to the observed
ξ g1g2(r⊥, r∥) data varying parameters in our theoretical model. In
the present paper we restrict ourselves to the simple estimator of
distortion in equation (9) and leave exploration of possibly more
sensitive measures of zg(r) to future work.

3 SIMULATION TESTS

We now compare the results of the theoretical predictions for the
zg distortion of Section 2 to results from numerical simulations. It
should be borne in mind that both the galaxy–mass cross-correlation
function and the g1–g2 galaxy cross-correlation function enter into
the predictions for the observable quantity (equation 9) and so to
make predictions we will make some simplifying assumptions about
galaxy formation. Here we will associate galaxies with dark matter
subhaloes and assume that applying a dark matter mass cut to a
subhalo population is equivalent to applying a luminosity cut to
galaxies.

3.1 Simulations and galaxies

We have used the P-GADGET (see Springel 2001, 2005; Khandai et al.
2011) N-body code to run 10 realizations of a 'CDM universe. The
cosmological parameters used were: amplitude of mass fluctuations,
σ 8 = 0.8, spectra index, ns = 0.96, cosmological constant parameter

Croft (’13)シェル推定量

SDSS-III BOSS CMASS銀河
（76.5万個 @ 0.4<z<0.7）

明るい・暗いの２サンプルで相関

In general, we do not expect an asymmetry associated with
flipping the sign of the transverse separation. Thus, hence-
forth we think of ξBF as a function of Δxz and jΔx⊥j.
It is customary in measurements of galaxy correlation

functions to use a kernel Wij that is symmetric under the
exchange of i and j, which necessarily captures only the
symmetric part ξBFS . In this paper, we are interested in the
antisymmetric part ξBFA . To measure it we need to be careful
about the choice of kernel and use a Wij that is antisym-
metric under the exchange of i and j. Under ensemble
averaging, such an antisymmetric kernel would cancel out
the symmetric part ξBFS and isolate the contributions from
hΔi

BΔ
j
Fi − hΔj

BΔi
Fi.

1 Note that here we are interested in
constructing a Wij which is antisymmetric under the
flipping of the line-of-sight, but not the transverse,
coordinates.
The asymmetry of interest should be distinguished from

the asymmetry that exists in the more familiar case of
redshift-space distortions. Redshift-space distortions give
rise to a correlation function that depends on the line-of-
sight separation in a way that is different from the trans-
verse separation (i.e. this asymmetry is often described as
an anisotropy of the redshift-space correlation function).
The asymmetry we are interested in is a cross-correlation
function that depends on the sign of the (line-of-sight)
separation.
Why should one expect an asymmetry at all? To get an

intuitive feel for this, let us consider a highly idealized
situation where we have galaxies sitting inside the
symmetric gravitational potential well of a cluster (see
Fig. 1). We observe from afar (O in the figure). Let us
denote by B the central cluster galaxy, located at the
bottom of the gravitational potential. Let us use F to label
the other cluster members. We use the subscript 1 and 2
to denote two such members, one on each side of B; i.e.,
F1 is behind and F2 is in front of B, physically
equidistant from B (in real space). In redshift space,
the relative positions of the three galaxies are shifted.
Figure 1 shows the Doppler effect due to infall: the
galaxies are squeezed closer together, but the effect is
symmetric, in the sense that F1 and F2 remain equidistant
from B. Virialized motions would give a stochastic shift
in redshift space, but on average, would still yield a
symmetric effect meaning that it does not matter whether
F is in front of, or behind, B.

The situation is different when one considers the effect of
gravitational redshift, depicted in Fig. 2. Here, all three
galaxies are shifted in the same direction, but B is suffering
the largest gravitational redshift. The net effect is asym-
metric: F1 now appears closer to B than F2.
This is of course a highly idealized example, but the

basic principle is sound: gravitational redshift yields an
asymmetric effect, which one can hope to isolate from
realistic clusters by averaging or stacking. This idea was
carried out in a ground-breaking paper by Wojtak, Hansen
and Hjorth [1] (WHH). By stacking ∼8000 clusters, they
detected a net blueshift of the average of the cluster
members relative to the central brightest galaxy.
From our point of view, this is essentially a cross-

correlation measurement. One can see intuitively from
Fig. 2 that the cross-correlation between B and F is different
if F is behind B or if F is in front of B. As will become clear

FIG. 1. Sketch of the redshift-space distortion effect. The
observer is sitting at O. Due to their peculiar velocities the faint
galaxies F1 and F2 are shifted towards the bright galaxy and the
correlation function is squeezed along the line-of-sight direction.
The redshifted separation d1 and d2 are the same so that the effect
is completely symmetric.

FIG. 2. Sketch of the gravitational redshift effect. The observer
is sitting at O. Galaxy B suffers the largest gravitational redshift
because it is sitting at the bottom of the potential well. F1 and F2
shifts by a somewhat smaller amount. The net effect is an
asymmetric, d1 ≠ d2. This generates an asymmetric cross-
correlation function: B is differently correlated with F galaxies
behind it than in front of it.

1An example is Wij ∝

Θðxzi − xzj ∈ dz " δdzÞΘðjx⊥i − x⊥jj ∈ d⊥ " δd⊥Þ

− Θðxzj − xzi ∈ dz " δdzÞΘðjx⊥i − x⊥jj ∈ d⊥ " δd⊥Þ;

where Θ ¼ 1 if jxi − xjj falls within the range of interest, and
Θ ¼ 0 otherwise. Here dz and d⊥ are the line-of-sight and
transverse components of the separation.
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全てを組み合わせて2.7σレベル
での検出 (Alam et al. ’17)

(銀河団を用いた検出例は Wojtak et al. ’11)
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まとめ
宇宙の大規模構造観測に現れる「ゆがみ」を使った宇宙論

の進展と新たな様相：相対論的ゆがみ

•相対論的観測効果を入れたシミュレーション

赤方偏移空間ゆがみ : 銀河の特異速度場によって生じる銀河の
クラスタリングの非等方性 → ゆらぎの重力的成長のプローブ

•一般相対論の整合性の検証
•修正重力理論に対する制限

相対論的ゆがみ : 相対論的効果による新たな効果→新しい宇
宙論のプローブ

•相関関数に現れる非対称性（双極子成分）


