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Cosmological paradigm
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Dark energy

Atoms

Homogeneous Universe      (Planck collaboration, 2013)
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Inhomogeneous Universe

Evolution of structure: dark matter
COURTESY: ANDREY KRAVTSOV
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Bias of dark matter halos

The spatial distribution of halos is biased with respect to the matter 
distribution


The bias of halos changes with their mass, more massive halos are 
more strongly clustered : b(M)


This dependence is used to infer halo masses of objects such as 
galaxies by measuring their clustering
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Halo assembly bias

Dependence of the large scale clustering amplitude on 
secondary parameters other than the halo mass.

Notice the asymmetric behaviour on either side of Mnl.
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P(NsatjMvir), the probability distribution of the number of sub-
halos per host halo at fixed host halo mass. In such simulations
this is the best proxy for the number distribution of satellite
galaxies per halo (e.g., Kravtsov et al. 2004a). The probability
distribution of this number of satellite galaxies per halo as a
function of halo mass, P(NsatjMvir) is a primary ingredient in halo
model calculations of galaxy clustering (see x 4 below). Sheth &
Tormen (2004) and Gao et al. (2005) have emphasized that the
formation time dependence of clustering breaks a fundamental
assumption of the halo model, namely, that galaxies populate
halos of a given mass in a manner that is statistically indepen-
dent of halo environment. In fact, this is true only if P(NsatjMvir)
is a function of halo formation time. Subhalos are natural sites
for galaxy formation, so a more direct test is to show that halos
cluster differently as a function of Nsat.

Zentner et al. (2005) showed that both ac and cvir are strongly
correlated with Nsat in host halos of fixed mass. We update this
correlation for the massive halos in the L120 and L80 simula-
tions in Figure 5, where we compare the number of satellites with
Mhost > 103Msub in the massive host halos of the L120 and L80
simulations with the host halo concentrations and formation

times. Scaling the satellite number with respect to the host mass
normalizes out the gross dependence of satellite number on host
halo mass. Moreover, we have normalized both cvir and ac to
their average values as a function of halo mass. Figure 5 clearly
shows that early-forming, high-concentration halos have fewer
satellites. The basic reason is that halos that accrete their sub-
halos first have more time for those subhalos to be destroyed or
to merge with the central object due to dynamical friction (e.g.,
Kravtsov &Klypin 1999; Taffoni et al. 2003; Zentner & Bullock
2003; Zentner et al. 2005; van den Bosch et al. 2005; Taylor &
Babul 2005).

In light of this strong correlation, the clustering dependence
of formation time and halo concentration found in xx 3.1 and 3.2
suggests that halo clustering is likely to be a function of Nsat as
well. Kravtsov et al. (2004a), Tasitsiomi et al. (2004), and Conroy
et al. (2006) have demonstrated that halos and subhalos selected
by their maximum circular velocities provide excellent matches
to the observed galaxy-galaxy autocorrelation function, galaxy-
mass cross-correlation function, as well as to the luminosity de-
pendence and redshift evolution of clustering, respectively (see
alsoBerrier et al. [2006] for a similar result for close-pair statistics).

Fig. 3.—Relative bias squared for halo samples selected by quartiles in c̃vir and thresholds in the mass variable m̃, compared to the bias of all halos above the same
mass threshold. Each set of curves shows the mean bias for the indicated c̃vir quartile. The shaded bands represent the 68% region constructed from 200 random
subsamples of the unbiased population with the same size as the biased subsample. The leftmost segments are taken from the z ¼ 0 output of the L80 simulation and are
labeled ‘‘80 h"1 Mpc.’’ The remaining segments are taken from different redshift outputs of the L120 simulation ( labeled ‘‘120 h"1 Mpc’’) as indicated in order to fill in
the entire range ofMvir /M?. The left edge of each segment is determined by aminimum of 250 particles in a halo, while the right edge is limited by requiring that there be
more than 1500 halos in each subsample.

DEPENDENCE OF HALO CLUSTERING ON CONCENTRATION 77No. 1, 2006 Wechsler et al. 2006

See also: Lemson & Kaufmann 99,  Gao et al. 2005, 2008
Observationally: Yang et al. 2006, Weinmann et al. 2006,  

Kauffmann et al. 2013, Hearin et al. 2014, but cf. Lin et al. 2015 
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redMaPPer cluster catalog

Clusters found as overdensities of red galaxies

Bayesian formalism to select clusters

6

Rykoff et al. 2014
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redMaPPer cluster subsamples

7

8648 redMaPPer clusters: z ∈ [0.1, 0.33]

Subsamples based upon the average cluster-centric distance of member 
galaxies, <Rmem>

Control for halo mass using the weak gravitational lensing signal

2

FIG. 1. Distribution of hRmemi, which is the average projected separation between cluster center and member galaxies in

comoving coordinates, as a function of richness � and redshift. Each panel shows clusters within a redshift bin used for

determining the cut which is shown in the black bold line. The average separation increases as a function of richness. The

separation depends on cluster redshift since redMaPPer uses a cluster cuto↵ radius in physical units which is independent of

redshift.

Miyatake, SM, et al. 2015
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Weak gravitational lensing

Same average halo mass, different large scale bias.

Bias difference due to mass difference is 1.1 in the extreme 
case.

8
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FIG. 1. Halo mass consistency and assembly bias from the
WL signals: The data points with errorbars in the two panels
show the excess surface mass density profile as a function of
the cluster-centric projected radius (in comoving units), ob-
tained from the WL measurements for the large- and small-
hRmemi subsamples of redMaPPer clusters (see Eq. 1), re-
spectively. The points from the upper panel are reproduced
in semi-transparent color in the lower panel for comparison.
The mass profiles at small radii R <⇠ 10 h�1Mpc appear to
have similar amplitudes with slightly di↵erent shapes, but
show a di↵erence in amplitude at R >⇠ 10 h�1Mpc, as ex-
pected from assembly bias. The bold solid line shows the
best-fit halo model, the thin solid line is the centered 1-halo
term, the dashed line is the o↵-centered 1-halo term, while the
dotted line corresponds to the stellar mass contribution from
the central galaxy. Comparison between the dot-dashed lines
in the two panels implies that the 2-halo term contributions,
which arise from the average mass distribution surrounding
the clusters, are di↵erent by a factor of 1.6.

respectively. By construction, the two subsamples have
identical distributions of redshift and richness.

Weak lensing measurements – The weak gravitational
lensing (WL) e↵ect on the shapes of background galax-
ies can be used to measure the average mass distribu-
tion around galaxy clusters. We use the shape catalog of
Ref. [11], which is based on the photometric galaxy cat-
alog from the SDSS DR8 for this purpose. The galaxy

FIG. 2. The posterior distributions of halo model parameters
given the WL signals for each of the two cluster subsamples
shown in Fig. 1. The distributions include marginalization
over nuisance parameters which correspond to o↵-centering
e↵ects and stellar mass contribution from the central galaxy
(see text for details). The parameters M200m and c200m are
the halo mass and concentration parameters that specify the
average NFW profile of the clusters (1-halo term), while b is
the linear halo bias of the cluster subsample. The posterior
distributions show the large- and small-hRmemi subsamples
have similar halo mass, but display a significant di↵erence in
their bias parameters.

shapes are measured by the re-Gaussianization technique
[12], and the systematic uncertainties involved in the
shape measurements have been investigated in great de-
tail in Ref. [13]. The redshifts of source galaxies are esti-
mated based on the photo-z code ZEBRA [14, 15]. The
accuracy of the photometric redshift is not crucial for our
study, because the populations of source galaxies used to
compare the WL signals of our two cluster subsamples
are identical. To measure the cluster WL profiles, we use
the same method as described in Refs. [16, 17].
The top and bottom panels of Fig. 1 show �⌃(R),

the excess surface mass density at a given projected ra-
dius R [13] for the large- and small-hR

mem

i subsamples of
clusters, respectively. The covariance matrix for each of
the measurements was estimated based on 83 jackknife
regions of approximately equal area covering the SDSS
footprints (63 and 20 for the northern and southern hemi-
sphere footprints, respectively). The figure qualitatively
shows that the WL signals of the two subsamples have
very similar amplitudes at small radii, R <⇠ 10 h�1Mpc,
and consequently similar average halo masses. However,
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the WL signals on larger scales, 10 <⇠ R/[h�1Mpc]  50,
display a significant di↵erence, a signature of assembly
bias.

We perform halo model fits to the measurements of the
WL signal of each cluster subsample. Following Ref. [18],
we employ a simple six parameter model fit to the WL
signal,
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The first term corresponds to the halo mass profile for
the fraction q

cen

of clusters whose centers have been cor-
rectly identified, while the second term corresponds to
the clusters with misidentified centers. We assume that
the halo mass profile is a smoothly truncated version of
the NFW profile [19], proposed in Ref. [20], specified
by the halo mass and concentration parameter, M

200m

and c
200m

[21]. We adopt ⌧v = 2.6 for the smoothing
kernel as recommended in Ref. [20]. We simply con-
sider a single mass bin for host halos. We assume that
the normalized profile of the positions of o↵-centered
clusters with respect to their true center is given by
u
o↵

(r) / exp[�r2/(2↵2
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200m)], where ↵
o↵

describes
the ratio of the o↵-centering radius to R

200m. We also
truncate the o↵-centering profile to zero at r > R

200m.
The third term, �⌃⇤ ⌘ M⇤/(⇡R2), models a possible
stellar mass contribution from the central galaxies assum-
ing a point mass. The fourth term �⌃2�halo(R) models
the lensing contribution arising from the two-point cor-
relation function between the clusters and the surround-
ing mass distribution. We employ the model given as
�⌃2h(R) = b

R
(kdk/2⇡)⇢̄

m

PL
m(k; z)J
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(kR), where ⇢̄
m

is
the mean mass density today, b is the linear bias param-
eter, and PL

m(k; z) is the linear mass power spectrum at
redshift z for the ⇤CDM model.

We explore the posterior distribution of the param-
eters given our measurements using the Markov Chain
Monte Carlo (MCMC) technique [22]. We use flat pri-
ors for all the parameters: M

200m/[1014 h�1M�] 2
[0.5, 50], c

200m 2 [1, 10], q 2 [0, 1], ↵
o↵

2 [10�4, 1],
M⇤/[1012 h�1M�] 2 [0, 10], and b 2 [0, 10]. In Fig. 2,
we show the posterior distributions of the parameters
M

200m

, c
200m

as well as b, comparing results for the small-
and large-hR

mem

i subsamples, after marginalization over
the o↵-centering parameters and the stellar mass contri-
bution [23]. The halo masses are consistent with each
other within the errorbars: M

200m/[1014 h�1M�] =
1.87+0.12

�0.14 or 1.88+0.16
�0.18 for the small- and large-hR

mem

i
subsamples, respectively. The concentration parameters
have strong degeneracies with the o↵-centering parame-
ters, but turn out to be similar for the two subsamples
after the marginalization. The halo bias parameters are
b = 2.17 ± 0.31 and 3.67+0.40

�0.37, respectively. The ratio

FIG. 3. Halo assembly bias from the projected clustering
signal: The projected auto-correlation function of clusters for
each of the large- and small-hRmemi subsamples, relative to
that of the full sample (i.e. all clusters). The clustering sig-
nals at large separations, R >⇠ 2 Mpc/h, show a significant
di↵erence, which is consistent with the WL measurements in
Fig. 1 as shown by the shaded regions.

blarge�hRi/bsmall�hRi = 1.64+0.31
�0.26, a 2.5� deviation from

unity. For comparison, even if we take the halo masses for
the two subsamples at the extreme ends of their poste-
rior distributions within their 95% C.L. interval, the halo
bias model of Ref. [2] predicts that the ratio is at most
1.13. In other words, to be explained by mass alone,
the bias ratio of 1.6 requires a factor of 4 di↵erence in
the halo masses, which is disfavored by the weak lensing
measurement.
Clustering measurements – We now consider the auto-

correlation functions of clusters in the two subsamples to
further confirm the di↵erence in the large-scale bias in
the WL signals. To avoid redshift-space distortions, we
consider the projected correlation function

wp(R) = 2

Z
⇧

max

=100 h�1

Mpc

0

d⇧ ⇠(R,⇧) , (3)

where R and ⇧ are the projected and line-of-sight sep-
arations between cluster pairs, and ⇠(R,⇧) is the three-
dimensional correlation function. We compute the three-
dimensional correlation function ⇠(R,⇧) using the Landy
& Szalay estimator [24], and replace the integral over line-
of-sight by discrete summation with �⇧ = 1 h�1Mpc.
In Fig. 3, we show the ratio of the projected auto-

correlation functions measured from our subsamples, rel-
ative to that of the parent sample (i.e., all the clus-
ters), along with jackknife error estimates. Over the
range of separations we have considered, the two sub-
samples show significantly di↵erent clustering amplitudes
than the parent sample, giving an independent confir-
mation of assembly bias. The cumulative significance

Miyatake, SM, et al. 2015
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Clustering of galaxy clusters

Projected clustering of galaxy clusters shows a 
significant and consistent difference as well
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Shaded bands from  
weak lensingblarge�hRi/bsmall�hRi = 1.40± 0.09

Miyatake, SM, et al. 2015
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significant and consistent difference as well

9

3

the WL signals on larger scales, 10 <⇠ R/[h�1Mpc]  50,
display a significant di↵erence, a signature of assembly
bias.

We perform halo model fits to the measurements of the
WL signal of each cluster subsample. Following Ref. [18],
we employ a simple six parameter model fit to the WL
signal,

�⌃(R;M
200m, c

200m, q
cen

,↵
o↵

,M⇤, b)

= q
cen

�⌃NFW(R;M
200m, c

200m)

+(1� q
cen

)�⌃NFW,o↵(R;M
200m, c

200m,↵
o↵

)

+�⌃⇤(R;M⇤) +�⌃2�halo(R; b). (2)

The first term corresponds to the halo mass profile for
the fraction q

cen

of clusters whose centers have been cor-
rectly identified, while the second term corresponds to
the clusters with misidentified centers. We assume that
the halo mass profile is a smoothly truncated version of
the NFW profile [19], proposed in Ref. [20], specified
by the halo mass and concentration parameter, M

200m

and c
200m

[21]. We adopt ⌧v = 2.6 for the smoothing
kernel as recommended in Ref. [20]. We simply con-
sider a single mass bin for host halos. We assume that
the normalized profile of the positions of o↵-centered
clusters with respect to their true center is given by
u
o↵

(r) / exp[�r2/(2↵2

o↵

R2

200m)], where ↵
o↵

describes
the ratio of the o↵-centering radius to R

200m. We also
truncate the o↵-centering profile to zero at r > R

200m.
The third term, �⌃⇤ ⌘ M⇤/(⇡R2), models a possible
stellar mass contribution from the central galaxies assum-
ing a point mass. The fourth term �⌃2�halo(R) models
the lensing contribution arising from the two-point cor-
relation function between the clusters and the surround-
ing mass distribution. We employ the model given as
�⌃2h(R) = b

R
(kdk/2⇡)⇢̄

m

PL
m(k; z)J

2

(kR), where ⇢̄
m

is
the mean mass density today, b is the linear bias param-
eter, and PL

m(k; z) is the linear mass power spectrum at
redshift z for the ⇤CDM model.

We explore the posterior distribution of the param-
eters given our measurements using the Markov Chain
Monte Carlo (MCMC) technique [22]. We use flat pri-
ors for all the parameters: M

200m/[1014 h�1M�] 2
[0.5, 50], c

200m 2 [1, 10], q 2 [0, 1], ↵
o↵

2 [10�4, 1],
M⇤/[1012 h�1M�] 2 [0, 10], and b 2 [0, 10]. In Fig. 2,
we show the posterior distributions of the parameters
M

200m

, c
200m

as well as b, comparing results for the small-
and large-hR

mem

i subsamples, after marginalization over
the o↵-centering parameters and the stellar mass contri-
bution [23]. The halo masses are consistent with each
other within the errorbars: M

200m/[1014 h�1M�] =
1.87+0.12

�0.14 or 1.88+0.16
�0.18 for the small- and large-hR

mem

i
subsamples, respectively. The concentration parameters
have strong degeneracies with the o↵-centering parame-
ters, but turn out to be similar for the two subsamples
after the marginalization. The halo bias parameters are
b = 2.17 ± 0.31 and 3.67+0.40

�0.37, respectively. The ratio

FIG. 3. Halo assembly bias from the projected clustering
signal: The projected auto-correlation function of clusters for
each of the large- and small-hRmemi subsamples, relative to
that of the full sample (i.e. all clusters). The clustering sig-
nals at large separations, R >⇠ 2 Mpc/h, show a significant
di↵erence, which is consistent with the WL measurements in
Fig. 1 as shown by the shaded regions.

blarge�hRi/bsmall�hRi = 1.64+0.31
�0.26, a 2.5� deviation from

unity. For comparison, even if we take the halo masses for
the two subsamples at the extreme ends of their poste-
rior distributions within their 95% C.L. interval, the halo
bias model of Ref. [2] predicts that the ratio is at most
1.13. In other words, to be explained by mass alone,
the bias ratio of 1.6 requires a factor of 4 di↵erence in
the halo masses, which is disfavored by the weak lensing
measurement.
Clustering measurements – We now consider the auto-

correlation functions of clusters in the two subsamples to
further confirm the di↵erence in the large-scale bias in
the WL signals. To avoid redshift-space distortions, we
consider the projected correlation function

wp(R) = 2

Z
⇧

max

=100 h�1

Mpc

0

d⇧ ⇠(R,⇧) , (3)

where R and ⇧ are the projected and line-of-sight sep-
arations between cluster pairs, and ⇠(R,⇧) is the three-
dimensional correlation function. We compute the three-
dimensional correlation function ⇠(R,⇧) using the Landy
& Szalay estimator [24], and replace the integral over line-
of-sight by discrete summation with �⇧ = 1 h�1Mpc.
In Fig. 3, we show the ratio of the projected auto-

correlation functions measured from our subsamples, rel-
ative to that of the parent sample (i.e., all the clus-
ters), along with jackknife error estimates. Over the
range of separations we have considered, the two sub-
samples show significantly di↵erent clustering amplitudes
than the parent sample, giving an independent confir-
mation of assembly bias. The cumulative significance

Shaded bands from  
weak lensingblarge�hRi/bsmall�hRi = 1.40± 0.09

Miyatake, SM, et al. 2015
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halo “edges”

dark matter density map in two different cluster-sized halos 
in a slice through the center of thickness =0.15 Rvir

(density is reconstructed using phase-space sheet, cf. Hahn & Abel ‘11)

sharp steepening of the density profile is present in the outskirts of the fast accreting halos

Diemer & Kravtsov 2014, ApJ 789, 1
cf. also Adhikari et al. 2014, PRD; More, Diemer & Kravtsov 2015, in prep.

Visualization based on a technique developed by Kaehler, Hahn and Abel 2013
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Last caustic in the density profile

Steepening of density profile at the last caustic
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Figure 2. Median density profiles of low-mass (top left panel) and very massive (top right panel) halos at z = 0. The shaded bands show the interval around the
median that contains 68% of the individual halo profiles in the corresponding ⌫ bin. The plots include somewhat smaller radii for the high-⌫ sample compared to
the low-⌫ sample due to the di↵erent resolution limits of the simulations from which the profiles were extracted. The shapes of the high- and low-mass profiles are
noticeably di↵erent: the slope of the high-⌫ profile steepens sharply at r & 0.5Rvir, while the profile of the low-⌫ sample changes slope gradually until r ⇡ 1.5Rvir,
where the profiles of both samples flatten significantly. The sharp steepening of the outer profile of the high-⌫ sample cannot be described by the NFW or Einasto
profiles, as is evident in the bottom panels. The bottom panels show the logarithmic slope profile of the median density profiles in the top panels, as well as the
corresponding slope profiles for the best-fit NFW (dot-dashed) and Einasto (dashed) profiles. To avoid crowding, we only show the NFW and Einasto fits in the
bottom panels where the di↵erences can be seen more clearly. The vertical arrows indicate the position of various radius definitions, evaluated for the median
mass profile.

profiles as well, and the fitting formula we devise in Section
3.3 is valid for both the median and mean profiles.

3. RESULTS
We use the simulations and halo samples described in the

previous section to construct the median and mean density
profiles of halos binned by peak height, redshift, and mass
accretion rate. In this section, we explore the variation of the
profiles with these properties.

3.1. Density Profiles as a Function of Peak Height
Figure 2 shows the median density profiles at z = 0 of

two halo samples representing extremes of the range of halo
peak heights, and the corresponding profiles of the logarith-
mic slope, �(r) ⌘ d log ⇢/d log r. The low-mass sample (left
panels) corresponds to the peak height range of 0.5 < ⌫ < 0.7

(see Figure 1 for the respective mass range), while the high-
mass sample corresponds to ⌫ > 3.5. We also show the in-
terval containing 68% of the individual profiles with a shaded
band.

It is clear that the profiles of the two samples in Figure 2
are quite di↵erent. The median profile of the low-⌫ sample
has a slowly changing slope out to r >⇠ Rvir and large scatter
around the flattening at larger radii. The high-⌫ sample, on
the other hand, has a sharply steepening profile at r & 0.5Rvir
with the slope changing from �2 to �4 over a range of only
⇡ 4 in radius, as can be seen in the slope profiles (bottom
panels). For comparison, the slope of an NFW profile is ex-
pected to change by only ⇡ 0.6 over the same radial range for
typical concentrations. The slope profiles show that although
the NFW and Einasto profiles provide a reasonable descrip-
tion to the profiles of the low-⌫ sample out to r ⇡ Rvir, they
fail to describe the rapid steepening of the slope in the high-⌫
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Figure 2. Median density profiles of low-mass (top left panel) and very massive (top right panel) halos at z = 0. The shaded bands show the interval around the
median that contains 68% of the individual halo profiles in the corresponding ⌫ bin. The plots include somewhat smaller radii for the high-⌫ sample compared to
the low-⌫ sample due to the di↵erent resolution limits of the simulations from which the profiles were extracted. The shapes of the high- and low-mass profiles are
noticeably di↵erent: the slope of the high-⌫ profile steepens sharply at r & 0.5Rvir, while the profile of the low-⌫ sample changes slope gradually until r ⇡ 1.5Rvir,
where the profiles of both samples flatten significantly. The sharp steepening of the outer profile of the high-⌫ sample cannot be described by the NFW or Einasto
profiles, as is evident in the bottom panels. The bottom panels show the logarithmic slope profile of the median density profiles in the top panels, as well as the
corresponding slope profiles for the best-fit NFW (dot-dashed) and Einasto (dashed) profiles. To avoid crowding, we only show the NFW and Einasto fits in the
bottom panels where the di↵erences can be seen more clearly. The vertical arrows indicate the position of various radius definitions, evaluated for the median
mass profile.

profiles as well, and the fitting formula we devise in Section
3.3 is valid for both the median and mean profiles.

3. RESULTS
We use the simulations and halo samples described in the

previous section to construct the median and mean density
profiles of halos binned by peak height, redshift, and mass
accretion rate. In this section, we explore the variation of the
profiles with these properties.

3.1. Density Profiles as a Function of Peak Height
Figure 2 shows the median density profiles at z = 0 of

two halo samples representing extremes of the range of halo
peak heights, and the corresponding profiles of the logarith-
mic slope, �(r) ⌘ d log ⇢/d log r. The low-mass sample (left
panels) corresponds to the peak height range of 0.5 < ⌫ < 0.7

(see Figure 1 for the respective mass range), while the high-
mass sample corresponds to ⌫ > 3.5. We also show the in-
terval containing 68% of the individual profiles with a shaded
band.

It is clear that the profiles of the two samples in Figure 2
are quite di↵erent. The median profile of the low-⌫ sample
has a slowly changing slope out to r >⇠ Rvir and large scatter
around the flattening at larger radii. The high-⌫ sample, on
the other hand, has a sharply steepening profile at r & 0.5Rvir
with the slope changing from �2 to �4 over a range of only
⇡ 4 in radius, as can be seen in the slope profiles (bottom
panels). For comparison, the slope of an NFW profile is ex-
pected to change by only ⇡ 0.6 over the same radial range for
typical concentrations. The slope profiles show that although
the NFW and Einasto profiles provide a reasonable descrip-
tion to the profiles of the low-⌫ sample out to r ⇡ Rvir, they
fail to describe the rapid steepening of the slope in the high-⌫

FILLMORE AND GOLDREICH 1984, BERTSCHINGER 1985 DIEMER & KRAVTSOV 2014

SEE ADHIKARI, DALAL AND CHAMBERLAIN 2014 FOR A SIMPLE SPHERICAL MODEL
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halo mass accretion rate
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Use photometric galaxies with Mi-5 log h <-21.42 (assuming 
cluster redshift)

Surface number density of such galaxies as a function of radius
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Figure 2. The surface number density profile, ⌃g(R), of SDSS photometric galaxies around the two cluster subsamples are shown in the panels (a) and (b),
respectively. The grey bands show the 68 and 95 percent confidence regions based on a DK14 profile fit to the data. Panels (c) and (d) show the logarithmic
derivative of ⌃g(R). The splashback radius corresponds to the location of the steepest slope or the minimum of d ln⌃g/d ln R. These minima occur at di↵erent
locations for the two cluster subsamples.

results in a much smaller di↵erence.

4. INTERPRETATION OF THE LOCATION OF STEEPEST SLOPE AS
SPLASHBACK RADIUS

In collisionless simulations of cold dark matter, the three-
dimensional matter density distribution around galaxy cluster
scale halos displays a sharp steepening, whose magnitude and
location depend upon the current mass accretion rate of the
halo (??). The steepening is associated with the splashback

radius, i.e., the location of the first apocenter of recently ac-
creted material (or the last density caustic in self-similar sec-
ondary infall model of gravitational collapse).

Does the steepening in the galaxy number density we ob-
serve around our two cluster subsamples correspond to the
splashback radius seen in numerical simulations? To defini-
tively answer this question, in what follows, we show that the
steepening of the three dimensional density profiles for both
matter and subhalos (which are expected to host galaxies) are
expected to occur at the same location.

For this purpose, we utilize Multidark, a 20483 particle cos-
mological N-body simulation (?) and the associated halo cat-
alogs found using Rockstar, a halo finder which groups par-
ticles into halos using their phase space information (?). We
use all halos in the z = 0 snapshot with halo mass, Mvir, above
7⇥1013

h

�1
M� as our sample of galaxy clusters. We subdivide

our cluster sample in bins of � = d log Mvir/d log a, and com-
pute the three-dimensional density profile of matter around
them. The logarithmic slope of the density profiles around
these cluster subsamples are shown in the di↵erent panels
of Figure ?? using solid lines. The locations of the steep-
est slope, corresponding to the splashback radius for each of
the subsamples, are indicated using the solid vertical lines in
each of the panels, respectively.

To select potential matter structures which host galaxies,
we use all halos (or subhalos) with a maximum circular ve-
locity at the peak of the mass accretion history, V Mpeak >

6 More, S. & others
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Figure 2. The surface number density profile, ⌃g(R), of our fiducial sample of SDSS photometric galaxies around the two cluster subsamples are shown in the
panels (a) and (b), respectively. The grey bands show the 68 and 95 percent confidence regions based on a DK14 profile fit to the data. Panels (c) and (d) show the
logarithmic derivative of ⌃g(R). The splashback radius corresponds to the location of the steepest slope or the minimum of d ln⌃g/d ln R. These minima occur at
di↵erent locations for the two cluster subsamples.

resort to the Multidark Planck II simulation. We consider all
halos with M200m > 1013

h

�1
M� as potential cluster halos. We

associate all subhalos with Vpeak > 135 km s�1 to be satellite
galaxies of these potential galaxy clusters if they lie within a
projected radius of R200m from their centers, and have a line
of sight separation less than 50 h

�1Mpc. The projected sep-
aration lengths of ±50 h

�1Mpc was obtained by considering
the scatter in the colors of red sequence galaxies used to iden-
tify redMaPPer galaxy clusters, and the amount of variation
of these colors as a function of redshift (see Figures 1 and 7
in Ryko↵ et al. 2014). If subhalos can belong to two clusters
after the projection, we assign it to the most massive halo. We
do not redefine or recompute the cluster centers after these
projections as we expect that the redMaPPer centering algo-
rithm is less likely to identify the galaxies in projection as
centrals for the redMaPPer clusters.

In the left hand panel of Figure 5, we show the scatter plot
of M

3d
200m as a function of N

2d
sat, i.e., the number of satellites as-

sociated with these cluster sized halos after the reassignment

described above. To maximize the strength of projection ef-
fect, we make the extreme assumption that our two cluster
subsamples select the upper and the lower half of M

3d
200m at

fixed N

2d
sat. The distributions of the M

3d
200m selected in this man-

ner are displayed in the right hand panel of Figure 5. The av-
erage halo masses corresponding to the two distributions are
di↵erent by⇠ 62%, which implies a di↵erence of at most ⇠ 20
percent in the radii. In contrast, the observed di↵erence in the
radii is twice as large, ⇠ 40%, with little dependence upon the
prior on parameters for the 3-d number density profiles we as-
sume. We expect the extent of projection e↵ects to be lower,
given that the average cluster centric distances for the satel-
lites are not expected to be perfectly correlated with M

3d
200m at

fixed N

2d
sat. Furthermore, due to halo assembly bias e↵ects in

simulations, the sample with larger M

3d
200m at fixed N

2d
sat turns

out to have a smaller clustering signal, opposite of what is re-
quired to explain both the di↵erent splashback radius and the
sense of the assembly bias signal.
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Figure 8. The dependence of Rsp/R200m on the accretion rate �. Left panel: The dark and faint shaded purple (orange) regions display the 68 and 95
percent confidence limits on the splashback radius in 3d for our low- (high-) cgal sample in the model where we assign a prior on � and �. The relation
Rsp/R200m(�, z = 0.24) obtained based on the fitting function provided by More et al. (2015) is shown in grey, with shaded regions corresponding to ±5% around
that relation. The orange and purple asterisks correspond to the naive expectations from numerical simulations.
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APPENDIX

A. ABUNDANCE MATCHING CONSTRAINTS ON THE SUBHALOS
HOSTING PHOTOMETRIC GALAXIES

We obtain simple abundance matching estimates for the
peak of the maximum circular velocities of subhalos hosting

the photometric galaxies we use in this paper to study the sur-
face number density distribution around our cluster subsam-
ples. The left hand panel of Figure 9, shows the cumulative
abundance of galaxies, based on the Schechter function fit to
the 0.1

i-band luminosity function for SDSS galaxies obtained
by Blanton et al. (2003) 5.

We k-correct the absolute magnitude limits of the photo-
metric galaxies we use as well as correct them for the lumi-
nosity evolution of galaxies (e-correction) from z = 0.24, the
median redshift of our cluster subsamples, to z = 0.1. We
approximate the k-correction as

0.1
k(z) = �2.5 log10

"
z + 1.3

1.1(0.1 + 1.3)

#
, (A1)

found by fitting the k-correction as a function of redshift us-
ing the SDSS main sample of spectroscopic galaxies. We
have ignored the residual color dependent scatter in this re-
lation. These k + e corrected magnitude limits for our photo-
metric subsamples are shown with vertical dashed lines, while
the horizontal dashed lines show their cumulative abundances.
We do not assume any scatter between Vpeak and magnitude,
to obtain a limit on the maximum e↵ect that dynamical fric-
tion can have, and match these abundances directly to those of
subhalos as a function of Vpeak. The result of this simple sub-
halo abundance matching exercise is shown in the right hand
panel of Figure 9.

The subhalos that host our fiducial subsample of photo-
metric galaxies approximately correspond to subhalos with
Vpeak > 137 km s�1, while the brighter subsamples correspond
to subhalos with Vpeak > 179 km s�1 and Vpeak > 280 km s�1,
respectively. These abundance matching constraints are used
to explore how dynamical friction is expected to a↵ect the lo-
cation of the splashback radius for our subsamples.

REFERENCES
5 The notation 0.1

i stands for magnitude in the i-band k-corrected to z =
0.1.
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Xray properties

Differences in the inner regions (perhaps 
different from theoretical expectations).

16

Stacked 
ROSAT all sky 
survey data
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SZ properties

Differences in the outer regions (similar to theoretical 
expectations).

17

Stacked Planck 
Compton y-maps

6 More, S. & others

�3 �2 �1 0 1 2 3
�3

�2

�1

0

1

2

3
High cgal

�3 �2 �1 0 1 2 3
�3

�2

�1

0

1

2

3
Low cgal

10�1 100

Rphys (h�1Mpc)

0.8

0.9

1.0

1.1

1.2

1.3

1.4

1.5

y l
o
w

/y
h
ig

h

10�1 100

Rphys (h�1Mpc)

0

2

4

6

8

10

12

y
[1

0�
7

u
n
it

s]

Low cgal

High cgal

0.0

1.5

3.0

4.5

6.0

7.5

9.0

10.5

Figure 6. The compton y parameter obtained by stacking the Planck all sky survey NILC maps around the two cluster subsamples are shown in the top panels.
The left bottom panel shows the ratio of the compton y signal around low cgal clusters to that of the high cgal clusters. We see a small (< 10 percent) di↵erence
in the inner regions which gradually increases to 25 percent on scales of the order 1.5 Mpc/h. The right bottom panel shows the two compton y profiles.

See e.g., Lau et al. 2014
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Weak lensing systematics ???

18

Kinematics of member galaxies around the redMaPPer 
clusters (using spectra from SDSS DR12 BOSS)

SM, et al. 2015 (in preparation)
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SuMIRe: Subaru Measurements of Images 
and Redshift Survey
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SuMIRe: Subaru Measurements of Images 
and Redshift Survey

Hyper Suprime-cam:

0.9 Gpixel camera

5 bands: g,r,i,z,y

r band limit: 26 (Wide)

Wide angle (1.77 sq deg.)


Prime Focus 
Spectrograph: 


2400 optical fibers per 
field of view

Real time fiber positioning 
adjustments
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SuMIRe: Subaru Measurements of Images 
and Redshift Survey

Hyper Suprime-cam:

0.9 Gpixel camera

5 bands: g,r,i,z,y

r band limit: 26 (Wide)

Wide angle (1.77 sq deg.)


Prime Focus 
Spectrograph: 
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field of view

Real time fiber positioning 
adjustments

1.5 Our data, our collaboration

Figure 1.2.: The limiting magnitudes (in r) and solid angles of the HSC-Wide, Deep, and Ultradeep (UD) layers,
compared with other existing, on-going, and planned surveys. The three layers are complementary to each other,
and each of the three layers covers a significantly wider area than do other on-going surveys of comparable depth.

ment itself. The design of the HSC Survey with its three-layer design, and choice of survey fields,
are described in Chapter 3. The survey strategy, which is designed for highly accurate photometric
calibration, is detailed in Chapter 4. We describe the software pipelines that will analyze the
survey data in Chapter 5. Studies of both galaxies and cosmology requires determining galaxy
redshifts, which we do from their broad-band colors, as discussed in Chapter 6.

We then turn to the principal science drivers. We describe gravitational lensing techniques, with
emphasis on understanding systematics, in Chapter 7. Chapter 8 presents studies of the lensing
signal around galaxies allows one to understand galaxies in their dark matter context. Cosmological
applications of gravitational lensing are discussed in Chapter 9. Clusters of galaxies are also
important, both as a key part of the galaxy evolution puzzle, and for their cosmological implications,
as described in Chapter 10. We then go on to describe the work we can do in galaxy evolution
studies, up to z = 1.5 (Chapter 11) and up to z = 7 (Chapter 12). Quasars and Active Galactic
Nuclei (AGN) are a crucial part of this story, as described in Chapter 13. We then discuss various
transient phenomena, including Type Ia supernovae that is an additional key cosmological probe,
in Chapter 14. Two scientific areas that are further from our core science goals, but which will
have a wealth of data from our survey, are studies of the main belt and Kuiper belt of asteroids in
our Solar System (Chapter 15) and of the halo of the Milky Way (Chapter 16).
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Conclusions

Detection of halo assembly bias and the 
splash back radius on cluster scales !!!


The strength of the assembly bias effect 
seems to be larger than naive expectations.


The splash back radius is smaller than 
expected.
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Thank you!!!
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