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1. INTRODUCTION
CURRENT STATUS OF LATTICE QCD

Calculations of basic quantities are almost completed.•
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Agreement between lattice QCD and 
experiment is excellent !



PACS-CS Collaboration Phys. Rev. D79 (2009) 034503
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We are almost on the “physical point”.

Chiral extrapolation

Hadron spectra near physical point



Reweighting to physical point PACS-CS Collaboration, Phys. Rev. D81 (2010) 074503

Simulation at mπ ! 140 MeV by reweighting

〈O[U ]〉m =
∫
DUO(U) det Dm(U)e−SG(U)

∫
DU det Dm(U)e−SG(U)

=

∫
DUO(U) det Dm(U)

det Dm∗(U) det Dm∗(U)e−SG(U)

∫
DU det Dm(U)

det Dm∗(U) det Dm∗(U)e−SG(U)

=
〈Rm/m∗(U)O(U)〉m∗

〈Rm/m∗(U)〉m∗
Rm/m∗(U) =

detDm(U)
det Dm∗(U)

with ZA ¼ 0:8563ð52Þ [27] the nonperturbative renormal-
ization factor in the Schrödinger functional scheme. In
Table IV we list the results for fPS and fbarePS with the
statistical errors evaluated in the same manner as for the
quark masses.

B. Hadronmasses, quarkmasses and decay constants at
target point

In Fig. 9 we present the effective masses for the re-
weighted meson and baryon propagators with the smeared
source. Comparing with the original case in Fig. 7 the error
bars are slightly enlarged by the reweighting procedure.
We apply the uncorrelated !2 fit to the reweighted hadron
propagators at the target point choosing the same fit ranges
and jackknife bin size as in the simulation point. The
results are summarized in Tables II and III, where we
also present the previous results obtained by the chiral
extrapolation method in Ref. [9] for comparison.

To investigate the reweighting effects on the hadron
effective masses, we show the effective masses for the
pseudoscalar mesons with and without the reweighting
factors in Fig. 10, where "ss is a fictitious pseudoscalar
meson consisting of two strange quarks. For all the cases
the partially quenched results (PQ) show lighter effective
masses than the unitary results at the simulation point.
They are further reduced by the reweighting procedure
(PQþ RW). For other hadron channels the reweighting
effects are less clear partly because of the larger error bars.

In Fig. 11 we plot the #, $ and nucleon masses at the
target point as a function of the number of noise. The
situation is quite similar to the plaquette case: Five or six
noises appear sufficient to obtain a reliable estimate. This
is also the case for other hadron masses.

Figure 12 compares the measured hadron masses nor-
malized by m! with the experimental values. The results
for m#=m! and mK=m!, which are sizably deviated from
the experimental values at the simulation point (black
symbols), are properly tuned to the physical values
within error bars at the target point of ð%%

ud;%
%
s Þ ¼

ð0:137 796 25; 0:136 633 75Þ. The lattice spacing is deter-
mined as a ¼ 0:08995ð40Þ fm from m!. A large discrep-
ancy found for m$=m! may be resolved by a proper
treatment of $ meson as the resonance [30,31]. We plan
to do so for the $, K% mesons and " baryon. For other
hadron masses we find less than 5% deviation from the
experimental values. An increasingly larger deviation ob-
served for lighter baryons may be due to finite size effects.

Possible finite size effects on the pseudoscalar meson
masses based on the NLO formulae of ChPT [32] are
discussed in Sec. IV D of Ref. [9]. The expected correc-
tions are less than 2% for m# and mK at the physical point.
The magnitude is smaller than the statistical errors found in
Table III. For the baryon masses the heavy baryon ChPT
predicts less than 1% corrections at the physical point on
our physical volume as listed in Table X of Ref. [10].

Although Fig. 12 clearly shows that further tuning is not
really necessary, it would be instructive to pin down the
physical point in the ð1=%ud; 1=%sÞ plane. The physical
point plotted in Fig. 13 is determined by a combined linear
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FIG. 11. #, $ and nucleon masses as a function of the number
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1+1+1 flavor QCD+QED PACS-CS Collaboration, Phys. Rev. D86 (2012) 034507

Reweighting for u-d quark mass difference and QED 6

0 5 10 15 20 25 30
t

0.96

0.98

1.00

1.02

1.04

1.06
K0 to K+ propagators

FIG. 5: Ratio of K0 to K+ propagators to detect the mass
difference mK0 − mK+ . Our results (black symbol) are con-
sistent with the expected slope from the experimental value
of mK0 −mK+ (red line).
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Future directions of lattice QCD/gauge theories

Heavy quark physics (charm, bottom)

CKM matrix, BSM physics

Hadron structure 

form factor, PDF of nucleon

Finite temperature and density 

phase transitions, EoS, heavy-ion collisions, neutron stars

dynamical models for BSM

technicolor, extra-dimension

• Hadron interaction (This talk)

• nuclear physics from QCD

• Hyper-nuclei, J-PARC



1. Introduction
2. Strategy
3. Nuclear potentials
4. Repulsive core: Hyperon Interactions
5. Extensions
6. Conclusion

Plan of my talk



2. STRATEGY



How can we extract hadronic interaction from lattice QCD ?

Ex.
Phenomenological NN potential

(~40 parameters to fit 5000 phase shift data)

IIIIII
One-pion exchangeI

� One-pion exchange
Yukawa (1935)

�repulsive
core

� Repulsive core
Jastrow  (1951)

��������...

� Multi-pions
Taketani et al.
(1951)

Key features of the Nuclear force 

Modern high precision 
NN forces (90’s-)

Multi-pions

Yukawa(1935)

II

� One-pion exchange
Yukawa (1935)

�repulsive
core

� Repulsive core
Jastrow  (1951)

��������...

� Multi-pions
Taketani et al.
(1951)

Key features of the Nuclear force 

Modern high precision 
NN forces (90’s-)

Taketani et al.(1951)

Repulsive coreIII

� One-pion exchange
Yukawa (1935)

�repulsive
core

� Repulsive core
Jastrow  (1951)

��������...

� Multi-pions
Taketani et al.
(1951)

Key features of the Nuclear force 

Modern high precision 
NN forces (90’s-)

Jastrow(1951)



Nuclear force is a basis for understanding ...

• Ignition of Type II SuperNova

Λ

Nuclear Forces from Lattice QCD

Chiral  Dynamics 09,  Bern, July 7, 2009

S. Aoki, T. Doi,  T. Inoue,  K. Murano, K. Sasaki  (Univ. Tsukuba)

T. Hatsuda, Y. Ikeda, N. Ishii (Univ. Tokyo)

H. Nemura (Tohoku Univ.)

T. Hatsuda  (Univ. Tokyo)

HAL QCD Collaboration
(Hadrons to Atomic Nuclei Lattice QCD Collaboration)

NN, YN, YY, 3N

forces from LQCD

Neutron

matter

quark

Matter?

Atomic nuclei Neutron starHadrons
Can we extract a nuclear force in (lattice) QCD ?

• Structure of ordinary and hyper nuclei

• Structure of neutron star 

!"#$%&"'(QCD)()*+,(-

./%01%!2345+,678

-

9:23;<!" QCD;<!"



3 strategies to nuclear structure from lattice QCD
1. Extreme: calculate nuclear structure directly from lattice QCD 

Ab-Initio but (almost) impossible, difficult to extract “physics” from results

difficult to apply results to other systems

3A quark lines 
A: atomic number � e�mAt + · · ·

large number of contractions/very noisy

some reduction (Doi-Endres, CPC 184(2013)117)

31 

Spectroscopy on the lattice 

[K.Orginos (Wed.)] 

[T.Yamazaki (Tue.)] 
(NB: PACS-CS Nf=2+1: preliminary) 



2. Standard: calculate NN phase shift from lattice QCD 

Ab-Initio for phase shift results can not be directly used to calculate nuclear structure  

phase shift nuclear potential nuclear structure 

Lüsher’s finite volume method for the phase shift

two particles in the finite box

k �= 2�

L
n (n � Z3)

(V = L3)

E = 2
�

k2 + m2
due to the interaction 
between two particles

phase shift δl(kn)

Ex. k cot δ0(k) =
2√
πL

Z00(1; q2)

generalize zeta-function

Z00(s; q2) =
1√
4π

∑

n∈Z3

(n2 − q2)−sq =
kL

2π

k = |k|

�-meson width
ETMC NF = 2, Xu Feng, K. Jansen and D. B. Renner, PLB684 (2010), arXiv:0910.4871 & Lattice 2010

Consider ⇥+⇥� in the I = 1-channel
Estimate P-wave scattering phase shift �11(k) using finite size methods
Use Lüscher’s relation between energy in a finite box and the phase in infinite volume
Use Center of Mass frame and Moving frame

Use effective range formula: tan�11(k) =
g2
⇥��
6�

k3

E
“

m2
R�E2

” , k =
p

E2/4� m2
� ⇥ determine MR and

g⇥�� and then extract �⇥ =
g2
⇥��
6�

k3
R

m2
R

, kR =
q

m2
R/4� m2

�

m� = 309 MeV, L = 2.8 fm

0.3 0.35 0.4 0.45 0.5 0.55 0.6
aECM

0

0.5

1

si
n2
(δ
)

CMF
MF1
MF2
sin2(δ)=1=>aMR

C. Alexandrou (Univ. of Cyprus & Cyprus Institute) Nucleon structure in lattice QCD ICHEP-2010-Paris 4 / 38

π+π− scattering ( ρ meson width)

ETMC: Feng-Jansen-Renner, PLB684(2010)

I = 1



3. Alternative: calculate “nuclear potential” from lattice QCD

Ab-Initio for potential “Physics” is clear

our strategy

nuclear potential nuclear structure 

Difficulties for NN potentials

A. Interactions (2-body problem)  are much more difficult than masses(1-body problem).

more complicated diagrams, larger volume, 
more Monte-Carlo sampling, etc.

B. Definition of potential in quantum theories ?

classical V (x) quantum V (x) potential is an input

no classical  NN potentials QCD VNN (x) ? output from QCD



Potentials in QCD ?
What are “potentials”  in quantum field theories such as QCD ? 

“Potentials” themselves can NOT be directly measured. 

scheme dependent, Unitary transformation

experimental data of scattering phase shifts potentials, but not unique 

mid-range
attraction

mid-range
attraction

short-range 
repulsion

short-range 
repulsion

Nijmegen partial-wave analysis,
Stoks et al., Phys.Rev. C48 (1993) 792

NN interactions
critical inputs in nuclear physics

2S+1LJ

deuteronvirtual state

analogy: running coupling in QCD

useful to “understand” physics

analogy: asymptotic freedom

“Potentials” are useful tools to extract 
observables such as scattering phase 
shift. 

One may adopt a convenient definition 
of potentials as long as they reproduce 
correct physics of QCD.  



 Our strategy in lattice QCD

• S-matrix below inelastic threshold.  Unitarity gives

Consider “elastic scattering” 

NN → NN NN → NN + others (NN → NN + π, NN + N̄N, · · ·)

Elastic threshold

Quantum Field Theoretical consideration

S = e2i�

Step 1 define (Equal-time) Nambu-Bethe-Salpeter (NBS) Wave function

Full details: Aoki, Hatsuda & Ishii, PTP123(2010)89.

�k(r) = �0|N(x + r, 0)N(x, 0)|NN, Wk�
QCD eigen-state

!"#$%&"'(QCD)()*+,(-

./%01%!2345+,678

-

9:23;<!" QCD;<!"

energy Wk = 2
�

k2 + m2
N < Wth = 2mN + m�

N(x) = "abcq
a
(x)q

b
(x)q

c
(x): local operator

Spin model: Balog et al., 1999/2001 

“scheme”



partial wave

r = |r|!1

scattering phase shift (phase of the S-matrix by 
unitarity) in QCD !

�l
k � Al

sin(kr � l�/2 + �l(k))
kr

Asymptotic behavior of NBS wave function Lin et al., 2001; CP-PACS, 2004/2005

cf. Luescher’s finite volume method

no interaction

interaction range

L

allowed k at L δl(kn)

NBS wave function scattering wave function in quantum mechanics



Step 2

εk =
k2

2µ
H0 =

−∇2

2µ
non-local potential

[�k �H0] �k(x) =
�

d3y U(x,y)�k(y)

µ = mN/2
reduced mass

define non-local but energy-independent “potential” as 

We can construct a non-local but energy-independent potential easily as

(Trivial) proof of “existence”

U(x,y) =
Wk,Wk��Wth�

k,k�

[�k �H0] �k(x)��1
k,k��

†
k�(y) ��1

k,k� : inverse of �k,k� = (�k, �k�)
inner product

�
d3y U(x,y)�p(y) =

�

k,k�

[�k �H0] �k(x)��1
k,k��k�,p = [�p �H0] �p(x)

Non-relativistic approximation is NOT used. We just take the specific (equal-time) frame.

For �Wp < Wth

Remark



Step 3 expand the non-local potential in terms of derivative as

U(x,y) = V (x,r)�3(x� y)

V (x,∇) = V0(r) + Vσ(r)(σ1 · σ2) + VT (r)S12 + VLS(r)L · S + O(∇2)
LO LO LO NLO NNLO

tensor operator S12 =
3
r2

(σ1 · x)(σ2 · x) − (σ1 · σ2)
spins

This expansion is a part of  our “scheme” for potentials. 

We can check a size of errors of the LO in the expansion. (See later). 

Step 4 extract the local potential at LO as

VLO(x) =
[�k �H0]�k(x)

�k(x)
Step 5 solve the Schroedinger Eq. in the infinite volume with this potential.

phase shifts and binding energy below inelastic threshold



3. NUCLEAR POTENTIALS



Extraction of NBS wave function

NBS wave function Potential

4-pt Correlation function

It is now clear that there is no unique definition for the NN potential. Ref. [18, 24, 25], however,
criticized that the NBS wave function is not ”the correct wave function for two nucleons” and that its
relation to the correct wave function is given by

ϕW (r) = ZNN(|r|)〈0|T{N0(x + r, 0)N0(x, 0)}|2N, W, s1, s2〉 + · · · (23)

where N0(x, t) is ”a free-field nucleon operator” and the ellipses denotes ”additional contributions from
the tower of states of the same global quantum numbers”. Thus 〈0|T{N0(x+r, 0)N0(x, 0)}|2N,W, s1, s2〉
is considered to be ”the correct wave function”. In this claim it is not clear what is ”a free-field nucleon
operator” in the interacting quantum field theory such as QCD. An asymptotic in or out field operator
may be a candidate. If the asymptotic field is used for N0, however, the potential defined from the
wave function identically vanishes for all r by construction. To be more fundamental, a concept of
”the correct wave function” is doubtful. If some wave function were ”correct”, the potential would be
uniquely defined from it. This clearly contradicts the fact discussed above that the potential is not an
observable and therefore is not unique. This argument shows that the criticism of Ref. [18, 24, 25] is
flawed.

3 Lattice formulation

In this section, we discuss the extraction of the NBS wave function from lattice QCD simulations. For
this purpose, we consider the correlation function on the lattice defined by

F (r, t − t0) = 〈0|T{N(x + r, t)N(x, t)}J (t0)|0〉 (24)

where J (t0) is the source operator which creates two nucleon state and its explicit form will be considered
later. By inserting the complete set and considering the baryon number conservation, we have

F (r, t − t0) = 〈0|T{N(x + r, t)N(x, t)}
∑

n,s1,s2

|2N, Wn, s1, s2〉〈2N, Wn, s1, s2|J (t0)|0〉

=
∑

n,s1,s2

An,s1,s2ϕ
Wn(r)e−Wn(t−t0), An,s1,s2 = 〈2N,Wn, s1, s2|J (0)|0〉. (25)

For a large time separation that (t − t0) → ∞, we have

lim
(t−t0)→∞

F (r, t − t0) = A0ϕ
W0(r)e−W0(t−t0) + O(e−Wn!=0(t−t0)) (26)

where W0 is assumed to be the lowest energy of NN states. Since the source dependent term A0 is just
a multiplicative constant to the NBS wave function ϕW0(r), the potential defined from ϕW0(r) in our
procedure is manifestly source-independent. Therefore the statement that the potential in this scheme
is ”source-dependent” in Ref. [26] is clearly wrong.

In this extraction of the wave function, the ground state saturation for the correlation function F in
eq. (26) is important. In principle, one can achieve this by taking a large t − t0. In practice, however,
F becomes very noisy at large t − t0, so that the extraction of ϕW0 becomes difficult at large t − t0.
Therefore it is crucial to find the region of t where the ground state saturation is approximately satisfied
while the signal is still reasonably good. The choice of the source operator becomes important to have
such a good t-region.

before using the potential in nuclear physics.

9

source for NN

It is now clear that there is no unique definition for the NN potential. Ref. [18, 24, 25], however,
criticized that the NBS wave function is not ”the correct wave function for two nucleons” and that its
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F (r, t − t0) = 〈0|T{N(x + r, t)N(x, t)}J (t0)|0〉 (24)

where J (t0) is the source operator which creates two nucleon state and its explicit form will be considered
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W0(r)e−W0(t−t0) + O(e−Wn!=0(t−t0)) (26)

where W0 is assumed to be the lowest energy of NN states. Since the source dependent term A0 is just
a multiplicative constant to the NBS wave function ϕW0(r), the potential defined from ϕW0(r) in our
procedure is manifestly source-independent. Therefore the statement that the potential in this scheme
is ”source-dependent” in Ref. [26] is clearly wrong.

In this extraction of the wave function, the ground state saturation for the correlation function F in
eq. (26) is important. In principle, one can achieve this by taking a large t − t0. In practice, however,
F becomes very noisy at large t − t0, so that the extraction of ϕW0 becomes difficult at large t − t0.
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before using the potential in nuclear physics.
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complete set for NN

It is now clear that there is no unique definition for the NN potential. Ref. [18, 24, 25], however,
criticized that the NBS wave function is not ”the correct wave function for two nucleons” and that its
relation to the correct wave function is given by

ϕW (r) = ZNN(|r|)〈0|T{N0(x + r, 0)N0(x, 0)}|2N, W, s1, s2〉 + · · · (23)

where N0(x, t) is ”a free-field nucleon operator” and the ellipses denotes ”additional contributions from
the tower of states of the same global quantum numbers”. Thus 〈0|T{N0(x+r, 0)N0(x, 0)}|2N,W, s1, s2〉
is considered to be ”the correct wave function”. In this claim it is not clear what is ”a free-field nucleon
operator” in the interacting quantum field theory such as QCD. An asymptotic in or out field operator
may be a candidate. If the asymptotic field is used for N0, however, the potential defined from the
wave function identically vanishes for all r by construction. To be more fundamental, a concept of
”the correct wave function” is doubtful. If some wave function were ”correct”, the potential would be
uniquely defined from it. This clearly contradicts the fact discussed above that the potential is not an
observable and therefore is not unique. This argument shows that the criticism of Ref. [18, 24, 25] is
flawed.

3 Lattice formulation

In this section, we discuss the extraction of the NBS wave function from lattice QCD simulations. For
this purpose, we consider the correlation function on the lattice defined by

F (r, t − t0) = 〈0|T{N(x + r, t)N(x, t)}J (t0)|0〉 (24)

where J (t0) is the source operator which creates two nucleon state and its explicit form will be considered
later. By inserting the complete set and considering the baryon number conservation, we have

F (r, t − t0) = 〈0|T{N(x + r, t)N(x, t)}
∑

n,s1,s2

|2N, Wn, s1, s2〉〈2N, Wn, s1, s2|J (t0)|0〉

=
∑

n,s1,s2

An,s1,s2ϕ
Wn(r)e−Wn(t−t0), An,s1,s2 = 〈2N,Wn, s1, s2|J (0)|0〉. (25)

For a large time separation that (t − t0) → ∞, we have

lim
(t−t0)→∞

F (r, t − t0) = A0ϕ
W0(r)e−W0(t−t0) + O(e−Wn!=0(t−t0)) (26)

where W0 is assumed to be the lowest energy of NN states. Since the source dependent term A0 is just
a multiplicative constant to the NBS wave function ϕW0(r), the potential defined from ϕW0(r) in our
procedure is manifestly source-independent. Therefore the statement that the potential in this scheme
is ”source-dependent” in Ref. [26] is clearly wrong.

In this extraction of the wave function, the ground state saturation for the correlation function F in
eq. (26) is important. In principle, one can achieve this by taking a large t − t0. In practice, however,
F becomes very noisy at large t − t0, so that the extraction of ϕW0 becomes difficult at large t − t0.
Therefore it is crucial to find the region of t where the ground state saturation is approximately satisfied
while the signal is still reasonably good. The choice of the source operator becomes important to have
such a good t-region.

before using the potential in nuclear physics.

9

NBS wave function

This is a standard method in lattice QCD and was employed for our first calculation.

ground state saturation at large t

�k(r) = �0|N(x + r, 0)N(x, 0)|NN, Wk� [�k �H0]�k(x) =
�

d3y U(x,y)�k(y)

+ · · ·



Improved method

normalized 4-pt function R(r, t) ≡ F (r, t)/(e−mN t)2 =
∑

n

AnϕWn(r)e−∆Wnt

∆Wn = Wn − 2mN =
k2

n

mN
− (∆Wn)2

4mN

− ∂

∂t
R(r, t) =

{
H0 + U − 1

4mN

∂2

∂t2

}
R(r, t)

potential Leading Order
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1st 2n
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3rd total

3rd term(relativistic 
correction) is negligible. 

Ground state saturation is no more required !  (advantage over finite volume method.)

Ishii et al. (HALQCD), PLB712(2012) 437



NN potential
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2+1 flavor QCD, spin-singlet potential (PLB712(2012)437)

mπ ! 700 MeVa=0.09fm, L=2.9fm phenomenological potential

Qualitative features of NN potential are reproduced !

1st paper(quenched QCD): Ishii-Aoki-Hatsuda, PRL90(2007)0022001

This paper has been selected as one of 21 papers in Nature Research Highlights 2007.
(One from Physics, Two from Japan, the other is on “iPS” by Sinya Yamanaka et al. )

(1)attractions at medium and long distances 
(2)repulsion at short distance(repulsive core)

1S0



NN potential phase shift
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It has a reasonable shape. The strength is weaker due to the heavier quark mass.

Need calculations at physical quark mass.

1S0

aexp
0 (1S0) = 23.7 fm

a0(1S0) = 1.6(1.1) fm



Convergence of velocity expansion

If the higher order terms are large, LO potentials determined from NBS wave functions 
at different energy become different.(cf. LOC of ChPT).

Numerical check in quenched QCD
mπ ! 0.53 GeV

a=0.137fm, L=4.0 fm

K. Murano, N. Ishii, S. Aoki, T. Hatsuda 

PTP 125 (2011)1225.

������PBC    (E�0 MeV)         ������������������������APBC  (E�46 MeV)�

potentials

NBS wave functions
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Higher order terms turn out to be very small at low energy in our scheme.

Need to be checked at lighter pion mass in 2+1 flavor QCD.

Note: convergence of the velocity expansion can be checked within this method. 

(in contrast to  convergence of ChPT, convergence of perturbative QCD)



4. REPULSIVE CORE
HYPERON INTERACTIONS



Origin of the repulsive core ?

quarks are “fermion” two can not occupy the same position. (“Pauli principle”)

 they have 3 colors(red,blue,green),  2 spin(          ), 2 flavors(up,down)� �

!"#$%&'()*$+++$(,$(-.)%/0*/$1

1. Matter(nuclei) cannot be stable without the “repulsive core (RC)”.

2. Neutron star & supernova explosion cannot exist without the “RC”. 

3. QCD description should be essential for the “RC”.

4. SU(3) ? (NN ! YN ! YY) ! basis of hypernuclear physics @ J-PARC

23&,/()*,

1. What is the physical origin of the repulsion ?

2. The repulsive core is universal or channel dependent  ?

Note: RC is not related to Pauli principle

+
6 quark can occupy the same position

u u ud d u� �� � ��

p� p�

but allowed color combinations are limited + interaction among quarks

repulsive core ?
?



What happen if strange quarks are added ?

�(uds) - �(uds) interaction

u ud d ss� � �� ��

all color combinations are allowed

?
no repulsive core ?
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Our lattice QCD result
Inoue et al. (HAL QCD Coll.), Progress of  Theoretical Physics 124(2010)591 

Indeed, attractive instead of 
repulsive core appears.

This suggests that “Pauli principle” is important for the repulsive core. 

Force is attractive at all distances.  Bound state ?

flavor SU(3) limit

mu = md = ms



u d s

U d s

H-dibaryon:  
a possible six quark state(uuddss) 

predicted by the model but not observed yet.

This potential One bound state (H-dibaryon) exists !
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An H-dibaryon exists in the flavor SU(3) limit.
Binding energy = 25-50 MeV at this range of quark mass.
A mild quark mass dependence.



5. EXTENSION



Limitations of the potential method

1. Only for two particle scattering

2. Only for elastic scattering

NN → NN

W < Wth

In order to remove these limitations and extend the HAL QCD method to inelastic and/or 
multi-particle scatterings, we have to show

 Key Property 1

Asymptotic behaviors of NBS wave functions for more than 2 particles

 Key Property 2

Existence of energy independent potentials above inelastic thresholds



 NBS wave functions for multi-particles
Sinya Aoki, et al., arXiv.1303.2210 [hep-lat],
to appear in PRD.

 Key Property 1

For simplicity, 
(1) we consider scalar particles with “flavors”
(2) we assume no bound state exists.

Unitarity constraint

Using the above, for the n particle system in the center of mass frame, we have

0〈0|ϕn([x], 0)|[k]n〉0 =



 1
√

(2π)3




n

n∏

i=1

1
√

2Eki

eikixi

=



 1
√

(2π)3




n


n∏

i=1

1
√

2Eki



 exp



i
n−1∑

j=1

qj · rj



 , (21)

where rj and qj are modified Jacobi coordinates and momenta, respectively.

III. UNITARITY OF S-MATRIX AND PARAMETRIZATION OF T -MATRIX

The unitarity of S-matrix implies

T † − T = iT †T. (22)

Defining

0〈[pA]n|T |[pB]n〉0 ≡ δ(EA − EB)δ(3)(P A − P B)T ([qA]n, [q
B]n) (23)

where [pX ]n = pX
1 , pX

2 , · · · ,pX
n , [qX ]n = qX

1 , qX
2 , · · · , qX

n−1 with X = A,B, and

EA ≡
n∑

i=1

EpA
i
, EB ≡

n∑

i=1

EpB
i
, P A ≡

n∑

i=1

pA
i, P B ≡

n∑

i=1

pB
i. (24)

Here we parametrize the T -matrix element in terms of modified Jacobi momenta [qA] and

[qB]. Note that Tβα, appeared in Lippmann-Schwinger equation, is expressed as

Tβα =
1

2π
δ(3)(P A − P B)T ([qA]n, [qB]n). (25)

Using the above expression, the unitarity constraint to T -matrix can be written as

T †([qA]n, [qB]n) − T ([qA]n, [q
B]n) =

i

n3/2

∫ n−1∏

i=1

d3qC
i δ(EA − EC)

× T †([qA]n, [qC ]n)T ([qC ]n, [q
B]n). (26)

Our task is to solve this constraint.

A. n = 2

Let me consider the simplest case, n = 2. In this case, we can parametrize T -matrix, in

terms of the spherical harmonic functions Ylm as follows.

T (qA, qB) =
∑

l,m

Tl(q
A, qB)Ylm(ΩqA)Ylm(ΩqB) (27)
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parametrization

where [L] = L,M1,M2, · · · are a set of ”quantum” numbers specifying the hyper-spherical

harmonic function. The hyper-spherical harmonic function is orthogonal such that

∫
dΩs Y[L](Ωs)Y[L′](Ωs) = δ[L][L′] (34)

and complete

∑

[L]

Y[L](Ωs)Y[L](Ωt)δ(s − t) = sD−1δ(D)(s − t), (35)

so that an arbitrary function f(s) of s ∈ RD can be expanded as

f(s) =
∑

[L]

f[L](s)Y[L](Ωs). (36)

Using the hyper spherical function, we expand the T -matrix as

T ([qA]n, [qB]n) ≡ T (QA, QB)

=
∑

[L],[K]

T[L][K](QA, QB)Y[L](ΩQA
)Y[K](ΩQB

) (37)

where QX = (qX
1, q

X
2, · · · , qX

n−1) for X = A,B is a momentum vector in D = 3(n − 1)

dimensions. With the non-relativistic approximation and orthogonal property, the unitarity

relation eq. (26) after ΩQC integration leads to

T †
[L][K](QA, QA) − T[L][K](QA, QA) =

i

n3/2

∫
QD−1dQ δ(EA − E) T †

[L][N ](QA, Q)T[N ][K](Q,QA)

= i
m(QA)D−2

n3/2

∑

[N ]

T †
[L][N ](QA, QA)T[N ][K](QA, QA) (38)

where QA = QB is used. By diagonalizing T with an unitary matrix U as

T[L][K](Q, Q) =
∑

[N ]

U[L][N ](Q)T[N ](Q)U †
[N ][K](Q), (39)

the above constraint can be solved as

T[L](Q) = − 2n3/2

mQ3n−5
eiδ[L](Q) sin δ[L](Q), (40)

where δ[L](Q) is a real phase, which depends on Q and [L] in D = 3(n − 1) dimensions.

This is a main result of this section. Unfortunately, a relation of the phase shifts in the

hyper-spherical coordinates with physical observables for n-particles in the standard Jacobi
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momentum in D=3(n-1) dim.

Jacobi momenta

hyper-spherical harmonic function

where qA,B = |qA,B| and Ωq is the solid angle of the vector q. Using orthogonal property of

Ylm, the constraint becomes

Tl(q, q) − Tl(q, q) =
i

23/2

∫
(qC)2dqC δ(E − EC)Tl(q, q

C)Tl(q
C , q) (28)

where q = qA = qB, E = EA = EB = 2
√

m2 + q2/2 and EC = 2
√

m2 + (qC)2/2. After qC

integral, the constraint is now becomes

Tl(q, q) − Tl(q, q) = i
qE

2 × 23/2
Tl(q, q)Tl(q, q), (29)

which can be solved as

Tl(q) ≡ Tl(q, q) = −4 × 23/2

qE
eiδl(E) sin δl(E), (30)

where δl(q) is the phase shift for the partial wave with the angular momentum l at energy

E = 2
√

m2 + q2/2.

B. General n

For general n case, we introduce the non-relativistic approximation for the energy in the

delta-function as

EA − EC $ (pA)2 − (pC)2

2m
=

(qA)2 − (qC)2

2m
(31)

where (qA,C)2 =
∑n

i=1(q
A,C
i )2 for modified Jacobi momenta [qA,C ]n. To perform 3 dimensional

momentum integral (n − 1) times, we consider D = 3(n − 1) dimensional space. Denoting

s = |s| is a D-dimensional hyper-radius and Ωs are angular variables for the vector s in D

dimensions, the Laplacian operator is decomposed as

∇2 =
∂2

∂s2
+

D − 1

s

∂

∂s
− L̂2

s2
(32)

where L̂2 is angular-momentum in D-dimensions. The hyper-spherical harmonic

function[33], an extension of spherical harmonic function in 3-dimension to general D-

dimensions satisfies

L̂2Y[L](Ωs) = L(L + D − 2)Y[L](Ωs) (33)

8
solution to the unitarity constraint with non-relativistic approximation
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“phase shift” �[L](Q)
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3

r1

r2



Lippmann-Schwinger equation in QFT

for k = 1, 2, · · · , n − 1. It is easy to see

n∑

i=1

pi · xi =
n−1∑

i=1

qi · ri, E =
1

2m

n∑

i=1

p2
i =

1

2m

n−1∑

i=1

q2
i , (6)

where m is the mass of the scalar particle. The integration measure for modified Jacobi

momenta is given by

n∏

i=1

d3pi δ
(3)

(
n∑

i=1

pi

)

=
1

n3/2

n−1∏
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B. NBS wave functions

The equal-time Nambu-Bethe-Salpeter(NBS) wave function for n scalar particles is de-

fined by

Ψn
α([x]) = in〈0|ϕn([x], 0)|α〉in, (13)

where

ϕn([x], t) = T{
n∏

i=1

ϕi(xi, t)}, (14)

with the time-ordered product T , [x] = x1, x2, · · · , xn, and i represents a ”flavor” of scalar

field. For simplicity, we regard all n scalar particles are different but have the same mass m.

From the Lippmann-Schwinger equation (8), the vacuum instate is given by

|0〉in = |0〉0 +
∫

dγ
|γ〉0Tγ0

E0 − Eγ + iε
. (15)

As shown in Appemdix A, however, the contribution from the second term to the NBS wave

function at large distances amounts to

in〈0|ϕn([x], 0)|α〉0 $
1

Zα
0〈0|ϕn([x], 0)|α〉0, (16)

where Zα is the normalization factor whose deviation from the unity comes from the off-shell

T -matrix Tγ0. Using this and the Lippmann-Schwinger equation (8), the NBS wave function

can be written as

Ψn
α([x]) =

1

Zα
0〈0|ϕn([x], 0)|α〉0 +

∫
dβ

1

Zβ

0〈0|ϕn([x], 0)|β〉0Tβα

Eα − Eβ + iε
. (17)

To evaluate the above expression explicitly, we quantize all complex scalar fields in the

Heisenberg representation at t = 0 as

ϕi(x, 0) =
∫ d3k
√

(2π)32Eki

{
ai(k)eikx + b†i (k)e−ikx

}
(18)

|α〉0 ≡ |[k]n〉0 =
n∏

i=1

a†
i (ki)|0〉0, Eki =

√
k2

i + m2, (19)

where [k]n = k1,k2, · · · , kn with
∑n

i=1 ki = 0, and the full time evolution is given by

ϕn([x], t) = eiHtϕn([x], 0)e−iHt while H → H0 for the free field. Our state normalization is

given by

0〈βm|αn〉0 = δ(βm − αn). (20)
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Using the above, for the n particle system in the center of mass frame, we have

0〈0|ϕn([x], 0)|[k]n〉0 =



 1
√

(2π)3




n

n∏

i=1

1
√

2Eki

eikixi

=



 1
√

(2π)3




n


n∏

i=1

1
√

2Eki



 exp



i
n−1∑

j=1

qj · rj



 , (21)

where rj and qj are modified Jacobi coordinates and momenta, respectively.

III. UNITARITY OF S-MATRIX AND PARAMETRIZATION OF T -MATRIX

The unitarity of S-matrix implies

T † − T = iT †T. (22)

Defining

0〈[pA]n|T |[pB]n〉0 ≡ δ(EA − EB)δ(3)(P A − P B)T ([qA]n, [q
B]n) (23)

where [pX ]n = pX
1 , pX

2 , · · · ,pX
n , [qX ]n = qX

1 , qX
2 , · · · , qX

n−1 with X = A,B, and

EA ≡
n∑

i=1

EpA
i
, EB ≡

n∑

i=1

EpB
i
, P A ≡

n∑

i=1

pA
i, P B ≡

n∑

i=1

pB
i. (24)

Here we parametrize the T -matrix element in terms of modified Jacobi momenta [qA] and

[qB]. Note that Tβα, appeared in Lippmann-Schwinger equation, is expressed as

Tβα =
1

2π
δ(3)(P A − P B)T ([qA]n, [qB]n). (25)

Using the above expression, the unitarity constraint to T -matrix can be written as

T †([qA]n, [qB]n) − T ([qA]n, [q
B]n) =

i

n3/2

∫ n−1∏

i=1

d3qC
i δ(EA − EC)

× T †([qA]n, [qC ]n)T ([qC ]n, [q
B]n). (26)

Our task is to solve this constraint.

A. n = 2

Let me consider the simplest case, n = 2. In this case, we can parametrize T -matrix, in

terms of the spherical harmonic functions Ylm as follows.

T (qA, qB) =
∑

l,m

Tl(q
A, qB)Ylm(ΩqA)Ylm(ΩqB) (27)
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D-dimensional hyper-coordinates
we have

Ψn(R,QA) = C

[

eiQA·R +
2m

2πn3/2

∫
dDQ

eiQ·R

Q2
A − Q2 + iε

T (Q,QA)

]

. (55)

In D-dimensions, we have[33]

eiQ·R = (D − 2)!!
2πD/2

Γ(D/2)

∑

[L]

iL jD
L (QR) Y[L](ΩR) Y[L](ΩQ), (56)

which is the generalization of the D = 3 formula in eq. (45), where jD
L is the hyperspherical

Bessel function of the first kind defined by

jD
L (x) =

Γ(D−2
2 ) 2

D−4
2

(D − 4)!! x
D−2

2

JLD(x), (57)

with LD = L + D−2
2 and the Bessel function of the first kind, JLD(x).

Using an expansion that

Ψn(R,QA) =
∑

[L],[K]

Ψn
[L],[K](R, QA)Y[L](ΩR)Y[K](ΩQA

), (58)

with eqs. (37) and (56), and performing d ΩQ integral, we obtain

Ψn
[L],[K](R, QA) = CiL

(2π)D/2

(QAR)
D−2

2

[

JLD(QAR)δLK +
∫

dQ
JLD(QR)

Q2
A − Q2 + iε

H[L],[K](Q, QA)

]

(59)

where

H[L],[K](Q, QA) =
m

πn3/2
QD/2QD/2−1

A T[L],[K](Q,QA). (60)

We now perform the Q integral, assuming that T[L],[K](Q,QA) does not have any poles on

the positive real axis at QA below inelastic thresholds. We consider n = 2k and n = 2k + 1

cases separately.

1. n = 2k case

In this case,

JLD(x) = jLk
(x)

√
2

π
x1/2 (61)
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where Lk = L + 3(k − 1) and jLk
is the spherical Bessel function of the first kind. Using

eq. (48), the second term in eq. (59) can be evaluated as[34]

∫
dQ

jLk
(QR)

Q2
A − Q2 + iε

√
2

π
(QR)1/2H[L],[K](Q, QA)

" − [nLk
(QAR) + ijLk

(QAR)]
π

2QA

√
2

π
(QAR)1/2H[L],[K](QA, QA)

= [HLD(QAR) + iJLD(QAR)]
∑

[N ]

U[L][N ](QA)eiδ[N ](QA) sin δ[N ](QA)U †
[N ][K](QA) (62)

for R # 1, where the unitarity constraint to T in eq. (40) is used to obtain the last line,

and JLD and HLD are Bessel functions of the first and second kinds, respectively.

2. n = 2k + 1 case

In this case, LD = L + 3k − 1 is an integer, and for large R, JLD(x) becomes

JLD(x) "
√

2

πx
sin (x − ∆L) , HLD(x) "

√
2

πx
cos (x − ∆L) , ∆L =

2LD − 1

4
π. (63)

Using this asymptotic behavior, the Q integral in eq. (59) can be performed, and we obtain

for R # 1

I ≡
∫

dQ
JLD(QR)

Q2
A − Q2 + iε

H[L],[K](Q, QA)

" −
√

2

πQAR

[
πei(QAR−∆L)

2QA
H[L],[K](QA, QA) + O

(
R(3−D)/2

)]

(64)

" [HLD(QAR) + iJLD(QAR)]
∑

[N ]

U[L][N ](QA)eiδ[N ](QA) sin δ[N ](QA)U †
[N ][K](QA), (65)

where, in the last line, the O(1/R) contribution is neglected for large R and the unitarity

condition for T in eq. (40) is used, and ei(QAR−∆D) is replaced by the asymptotic behaviors

of Jn and Hn. The detailed calculation of the Q integral is given in Appendix B.

C. Asymptotic behavior

For both n = 2k and n = 2k + 1, we finally obtain

Ψn
[L],[K](R, QA) " CiL

(2π)D/2

(QAR)
D−2

2

∑

[N ]

U[L][N ](QA)eiδ[N ](QA)U †
[N ][K](QA)

×
[
JLD(QAR) cos δ[N ](QA) + HLD(QAR) sin δ[N ](QA)

]
(66)
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! CiL
(2π)D/2

(QAR)
D−1

2

∑

[N ]

U[L][N ](QA)eiδ[N ](QA)U †
[N ][K](QA)

×
√

2

π
sin

(
QAR − ∆L + δ[N ](QA)

)
(67)

for R $ 1, which agrees with eq. (51) at n = 2. Eq. (67) is the main result of this paper,
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V. CONCLUSION AND DISCUSSION
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hyper-spherical harmonic function, together with the non-relativistic approximation for the
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asymptotic behaviors of the NBS wave functions at large separations for n ≥ 3, using again

the hyper-spherical harmonic function, which is found to be quiet useful for this purpose. We

finally obtain eq. (67), which is the main result in this paper. In appendix C, we generalize

our results to the coupled channels, where the particle mixing occurs during the scattering.

Using the results in this paper, we can generalize the HAL QCD method to hadron in-

teractions for the n-particle system with n ≥ 3. This give a firm theoretical background to

the extraction of interactions among many hadrons by the HAL QCD method, in partic-
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the inelastic threshold energy, where particle productions such as NN → NNπ can occur.
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scattering wave with “phase shift” !

where Lk = L + 3(k − 1) and jLk
is the spherical Bessel function of the first kind. Using
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∫
dQ

jLk
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Q2
A − Q2 + iε

√
2

π
(QR)1/2H[L],[K](Q,QA)

" − [nLk
(QAR) + ijLk

(QAR)]
π

2QA

√
2

π
(QAR)1/2H[L],[K](QA, QA)

= [HLD(QAR) + iJLD(QAR)]
∑

[N ]
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2LD − 1

4
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for R # 1

I ≡
∫

dQ
JLD(QR)

Q2
A − Q2 + iε

H[L],[K](Q,QA)

" −
√

2
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)]
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condition for T in eq. (40) is used, and ei(QAR−∆D) is replaced by the asymptotic behaviors

of Jn and Hn. The detailed calculation of the Q integral is given in Appendix B.
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For both n = 2k and n = 2k + 1, we finally obtain
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Let us consider NN � NN, NN�

W 0
th = 2mN

W 1
th = 2mN + m�

W 2
th = 2mN + 2m�

�0 = [W 0
th, W 1

th)

�1 = [W 1
th, W 2

th)

W � �1

Therefore we may consider up to NN + 6π with roughly 5% relativistic corrections. Note

that some configurations of momenta may become relativistic for a given value of W . We

exclude such configurations in our consideration of this paper.

A. Simplest case

To illustrate our strategy to construct energy-independent potentials, let us consider the

simplest case at W < W 2
th = 2mN + 2mπ in this subsection. If W ∈ ∆1 ( 2mN + mπ ≤ W <

2mN + 2mπ ), the inelastic scattering with one pion production (NN → NN + π) becomes

possible. We can define in this case a set of 4-independent equal time NBS wave function as

ZNϕ
00
W,c0(x0) = 〈0|T{N(x, 0)N(x + x0, 0)}|NN, W, c0〉in, (10)

ZNZ1/2
π ϕ10

W,c0(x0,x1) = 〈0|T{N(x, 0)N(x + x0, 0)π(x + x1, 0)}|NN,W, c0〉in, (11)

ZNϕ
01
W,c1(x0) = 〈0|T{N(x, 0)N(x + x0, 0)}|NN + π, W, c1〉in, (12)

ZNZ1/2
π ϕ11

W,c1(x0,x1) = 〈0|T{N(x, 0)N(x + x0, 0)π(x + x1, 0)}|NN + π, W, c1〉in, (13)

where ZN and Zπ are renormalization factors for nucleon and pion fields, such that N(x) =

Z1/2
N N r(x) and π(x) = Z1/2

π πr(x), where N r(x) and πr(x) are renormalized nucleon and pion

fields, respectively. We here consider two asymptotic in states |NN, W, c0〉in and |NN +

π, W, c1〉in corresponding to two nucleons and two nucleons plus one pion, where c0 and c1

represent quantum numbers other than the total energy W . In the present case, (W, c0)

and (W, c1) are equivalent to (s1, s2, p1) and (s1, s2,p1,k1) where si is the helicity of the

i-th nucleon and p2 is not independent due to the momentum conservation. As mentioned

before, W & W0 + E0
W & W1 + E1

W . If distances between all operators become large

(|x0|, |x1|, |x1−x0| → ∞), we expect (and will indeed show in the separated paper[22]) that

all NBS wave functions given above satisfy free Schrödinger equations such that

(
E0

W − H0
0

)
ϕ0i

W,c0 & 0,
(
E1

W − H1
0

)
ϕ1i

W,c0 & 0, i = 0, 1. (14)

We consider the coupled channel Schrödinger equations for NN and NN + π, which is

given by

(Ek
W − Hk

0 )ϕki
W,ci

=
∑

l=0,1

∫ l∏

n=0

d3yn Ukl([x]k, [y]l)ϕ
li
W,ci

([y]l), k, i ∈ (0, 1), (15)

6

2 operators 2 states

N(x)N(y)
N(x)N(y)�(z)

|NN, W, c0�
|NN + �, W, c1�

energy

other quantum numbers

�

4 NBS wave functions

�ij
W,cj

([x]i) i(j): number of �’s in the operator(state)where [x]0 = x0 and [x]1 = x0,x1. Note that E1
W ! W − W 1

th < 0 if W ∈ ∆0. Our task is

to show that a W -independent 2 × 2 potential matrix Ukl exists.

For this purpose, we define vectors from these NBS wave functions at W ∈ ∆1 as

ϕi
W,ci

≡
(
ϕ0i

W,ci
([x]0),ϕ

1i
W,ci

([x]1)
)T

, i = 0, 1, (16)

while at W ∈ ∆0 we take only ϕ0
W,c0 as

ϕ0
W,c0 ≡

(
ϕ00

W,c0([x]0),ϕ
10
W,c0([x]1)

)T
, (17)

where the second component ϕ10
W,c1([x]1) vanishes as distances between all operators go to

infinity. (No asymptotic NN + π state exists at W < 2mN + mπ.) Note that, instead of

eq. (17), we may define

ϕ0
W,c0 ≡

(
ϕ00

W,c0([x]0), 0
)T

, (18)

at W ∈ ∆0. Since the definition of ϕ0
W,c0 at W ∈ ∆0 in eq. (17) will be required in Sec. III for

the time-dependent method, we use it in the main text of this paper, and the construction

with eq. (18) and other variations will be discussed in Appendix A.

As in the elastic case, we introduce the norm kernel in the space spanned by ϕi
W,ci

as

N ij
W1ci,W2dj

=
(
ϕi

W1,ci
,ϕj

W2,dj

)
≡

∑

k=0,1

∫ k∏

l=0

d3xl ϕki
W1,ci

([x]k)ϕ
kj
W2,dj

([x]k). (19)

Here indices i, j run over different ranges depending on values of W1,W2 such that i ∈ I(W1)

and j ∈ I(W2), where I(W ) = {0} for W ∈ ∆0 and I(W ) = {0, 1} for W ∈ ∆1. Otherwise

stated, we assume this in this subsection.

As long as ϕi
W,ci

are linearly independent, the Hermitian operator N has an inverse as

∑

W∈∆0+∆1

∑

h∈I(W ), eh

(N−1)ih
W1ci,Weh

N hj
Weh,W2dj

= δijδW1,W2δci,dj . (20)

Schematically N has a following structure:

N =





N 00(∆0, ∆0), N 00(∆0, ∆1), N 01(∆0, ∆1)

N 00(∆1, ∆0), N 00(∆1, ∆1), N 01(∆1, ∆1)

N 10(∆1, ∆0), N 10(∆1, ∆1), N 11(∆1, ∆1)




(21)

where N ab(∆i, ∆j) represent a sub-matrix whose components are given by N ab
Wica,Wjdb

with

Wi ∈ ∆i and Wj ∈ ∆j for i, j, a, b = 0 or 1. The corresponding inverse N−1 has of course

the same structure.
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potentials. In Sec. III, using results obtained in the previous section, we generalize the time

dependent method for the extraction of the potential[23] to the case at W ≥ Wth, in order to

treat inelastic processes. Conclusions and discussions are given in Sec. IV. In Appendix A,

we compare the construction of the energy-independent potential above inelastic threshold

given in the main text with other possible variations.

II. CONSTRUCTION OF ENERGY-INDEPENDENT POTENTIALS ABOVE IN-

ELASTIC THRESHOLDS

We here construct energy-independent (non-local) potentials even above inelastic thresh-

olds for the NN scattering in the center of mass system. In this report we only consider

pion productions whose n-th threshold energy is given by W n
th = 2mN + n × mπ with mπ

being the pion mass. Extensions to other particle productions such as NN̄ or KK̄, etc. are

straightforward.

We introduce energy intervals defined by ∆n = [W n
th, W

n+1
th ) for n = 0, 1, 2, · · ·. Given

the total energy W , the kinetic energy of the NN + nπ system is denoted by En
W , which is

given by

En
W =

p2
1

2mN
+

p2
2

2mN
+

n∑

i=1

k2
i

2mπ
, W =

√
m2

N + p2
1 +

√
m2

N + p2
2 +

n∑

i=1

√
m2

π + k2
i , (9)

where p1+p2+
∑n

i=1 ki = 0. The corresponding free hamiltonian is denoted by Hn
0 . Note that

En
W cannot be determined from the total energy W alone, except for the elastic scattering at

n = 0, where E0
W is uniquely determined from a given value of W . Since the determination of

En
W from W is important to construct potentials from the Schrödinger equation and En

W for

n ≥ 1 cannot be determined from W in general, we restrict our considerations in this paper

to cases where all momenta p1,p2,k1, k2, · · · , kn are non-relativistic, so that we can write

W # W k
th + Ek

W for k = 1, 2, · · · , n at W ∈ ∆n. (We can exclude k = 0 case since E0
W can

always be determined from W without non-relativistic approximation.) This condition is

explicitly written as p2
i < m2

N for i = 1, 2 and k2
i < m2

π for i = 1, 2, · · · , n. Unless otherwise

stated, we assume this condition in this paper. We roughly estimate how many pions can be

treated within this approximation. If the total energy of two nucleons with one pion at rest is

equal to the minimum energy of n-pion production such that 2
√

m2
N + p2+mπ = 2mN+nmπ,

the non-relativistic condition, say p2 # 0.9 × m2
N , leads to n − 1 ≤ mN

mπ
(
√

7.6 − 2) # 5.
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kinetic energy total energynon-relativistic 
approx. for n=1

We can prove an existence of non-local potential matrix using non-relativistic approximation.

non-local potential matrix

The construction of U can easily be generalized to NN + n� � NN + k�

and to ��� ��, N�, ��



Non-local potential U describes all QCD processes.

QFT(QCD) at given energy Quantum mechanics with energy-
independent non-local coupled channel 
potentials for stable particles

Wtotal N, N̄, �, · · ·

resonance�, �, · · · N�, ��, · · ·

bound-state ?deuteron, H,...
NN, ��, · · ·
D,H, · · ·



 H-dibaryon with the flavor SU(3) breaking
mu = md != msSU(3) limit
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Gauge ensembles 

2+1 flavor gauge configurations by PACS-CS collaboration.

RG improved gauge action & O(a) improved clover quark action

β = 1.90, a-1 = 2.176 [GeV], 323x64 lattice, L = 2.902 [fm].

κ
s
 = 0.13640 is fixed, κ

ud
 = 0.13700, 0.13727 and 0.13754 are chosen.

Flat wall source is considered to produce S-wave B-B state.

The KEK computer system A resources are used.  

u,d quark masses lighter

π 701±1 570±2 411±2

K 789±1 713±2 635±2

m
π
/m

Κ
0.89 0.80 0.65

N 1585±5 1411±12 1215±12

Λ 1644±5 1504±10 1351±  8

Σ 1660±4 1531±11 1400±10

Ξ 1710±5 1610±  9 1503±  7

Esb 1Esb 1 Esb 2Esb 2 Esb 3Esb 3

Kenji Sasaki (University of Tsukuba) for HAL QCD collaboration
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00
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In this channel, our group found the “H-dibaryon” in the SU(3) limit.
Kenji Sasaki (University of Tsukuba) for HAL QCD collaboration

All channels have repulsive core

Esb1 : mπ= 701 MeV 

Esb2 : mπ= 570 MeV

Esb3 : mπ= 411 MeV

Esb1 : mπ= 701 MeV 

Esb2 : mπ= 570 MeV

Esb3 : mπ= 411 MeV

Diagonal elements

Off-diagonal elements

shallow attractive pocket Deeper attractive pocket Strongly repulsive

Relatively weaker than the others

coupled channel 3x3 potentials



�� and N� phase shift Preliminary !

Bound H-dibaryon Resonance H Resonance H

This suggests H-dibaryon becomes resonance at physical point.

  

ΛΛ ΛΛ and and ΝΞΝΞ phase shifts phase shiftsΛΛ ΛΛ and and ΝΞΝΞ phase shifts phase shifts

Esb1:
Bound H-dibaryon

Esb2:

H-dibaryon is near the ΛΛ threshold
Esb3:

The H-dibaryon resonance energy is close to ΝΞ threshold..

Kenji Sasaki (University of Tsukuba) for HAL QCD collaboration

 We can see the clear resonance shape in ΛΛ phase shifts for Esb2 and 3.

 The “binding energy” of H-dibaryon from ΝΞ threshold becomes smaller 
as decreasing of quark masses.

Esb3 : mπ= 411 MeVEsb3 : mπ= 411 MeVEsb1 : mπ= 701 MeV Esb1 : mπ= 701 MeV Esb2 : mπ= 570 MeVEsb2 : mπ= 570 MeV

Preliminary!

��

N�



 Three nucleon force (TNF)

Linear setup
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Figure 24: (Left) The wave function with linear setup in the triton channel. Red, blue, brown points
correspond to ϕS, ϕM , ϕ3D1 , respectively. (Right) The scalar/isoscalar TNF in the triton channel,
plotted against the distance r = |r12/2| in the linear setup. Taken from Ref. [58].

the TNF can be extracted unambiguously in this channel, without the information of parity-odd 2N
potentials.

Same gauge configurations used for the effective 2N potential study are employed in the numerical
simulations. Fig. 24(Left) gives each wave function of ϕS = 1√

2
(−ψ1S0 +ψ3S1), ϕM ≡ 1√

2
(+ψ1S0 +ψ3S1),

ψ3D1 as a function of r = |r12/2| in the triton channel at t − t0 = 8. Among three ϕS dominates the
wave function, since ϕS contains the component for which all three nucleons are in S-wave.

By subtracting the V2N from the total potentials in the 3N system, the TNF is detemined. Fig. 24
(Right) shows results for the scalar/isoscalar TNF, where the r-independent shift by energies is not
included, and thus about O(10) MeV systematic error is understood. There are various physical im-
plications in Fig. 24 (Right). At the long distance region of r, the TNF is small as is expected. At
the short distance region, the indication of the repulsive TNF is observed. Recalling that the repulsive
short-range TNF is phenomenologically required to explain the saturation density of nuclear matter,
etc., this is very encouraging result. Of course, further study is necessary to confirm this result, e.g., the
study of the ground state saturation, the evaluation of the constant shift by energies, the examination
of the discretization error.

8.2 Meson-baryon interactions

The potential method can be naturally extended to the meson-baryon systems and the meson-meson
systems. In this subsection, two applications of the potential method to the meson-baryon system are
discussed.

The first application is the study of the KN interaction in the I(JP ) = 0(1/2−) and 1(1/2−)
channels in the potential method. These channels may be relevant for the possible exotic state Θ+,
whose existence is still controversial.

The KN potentials in isospin I = 0 and I = 1 channels have been calculated in 2 + 1 full
QCD simulations, employing 700 gauge configurations on a 163 × 32 lattice at a = 0.121(1) fm and
(mπ,mK ,mN) = (871(1), 912(2), 1796(7)) in unit of MeV[60].

Fig. 25 shows the NBS wave functions of the KN scatterings in the I = 0 (left) and I = 1 (right)
channels. The large r behavior of the NBS wave functions in both channels do not show a sign of bound
state, though more detailed analysis is needed with larger volumes for a definite conclusion. On the
other hand, the small r behavior of the NBS wave functions suggests the repulsive interaction at short
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correspond to ϕS, ϕM , ϕ3D1 , respectively. (Right) The scalar/isoscalar TNF in the triton channel,
plotted against the distance r = |r12/2| in the linear setup. Taken from Ref. [58].
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(Right) shows results for the scalar/isoscalar TNF, where the r-independent shift by energies is not
included, and thus about O(10) MeV systematic error is understood. There are various physical im-
plications in Fig. 24 (Right). At the long distance region of r, the TNF is small as is expected. At
the short distance region, the indication of the repulsive TNF is observed. Recalling that the repulsive
short-range TNF is phenomenologically required to explain the saturation density of nuclear matter,
etc., this is very encouraging result. Of course, further study is necessary to confirm this result, e.g., the
study of the ground state saturation, the evaluation of the constant shift by energies, the examination
of the discretization error.

8.2 Meson-baryon interactions
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systems. In this subsection, two applications of the potential method to the meson-baryon system are
discussed.

The first application is the study of the KN interaction in the I(JP ) = 0(1/2−) and 1(1/2−)
channels in the potential method. These channels may be relevant for the possible exotic state Θ+,
whose existence is still controversial.

The KN potentials in isospin I = 0 and I = 1 channels have been calculated in 2 + 1 full
QCD simulations, employing 700 gauge configurations on a 163 × 32 lattice at a = 0.121(1) fm and
(mπ,mK ,mN) = (871(1), 912(2), 1796(7)) in unit of MeV[60].

Fig. 25 shows the NBS wave functions of the KN scatterings in the I = 0 (left) and I = 1 (right)
channels. The large r behavior of the NBS wave functions in both channels do not show a sign of bound
state, though more detailed analysis is needed with larger volumes for a definite conclusion. On the
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the TNF can be extracted unambiguously in this channel, without the information of parity-odd 2N
potentials.

Same gauge configurations used for the effective 2N potential study are employed in the numerical
simulations. Fig. 24(Left) gives each wave function of ϕS = 1√
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ψ3D1 as a function of r = |r12/2| in the triton channel at t − t0 = 8. Among three ϕS dominates the
wave function, since ϕS contains the component for which all three nucleons are in S-wave.

By subtracting the V2N from the total potentials in the 3N system, the TNF is detemined. Fig. 24
(Right) shows results for the scalar/isoscalar TNF, where the r-independent shift by energies is not
included, and thus about O(10) MeV systematic error is understood. There are various physical im-
plications in Fig. 24 (Right). At the long distance region of r, the TNF is small as is expected. At
the short distance region, the indication of the repulsive TNF is observed. Recalling that the repulsive
short-range TNF is phenomenologically required to explain the saturation density of nuclear matter,
etc., this is very encouraging result. Of course, further study is necessary to confirm this result, e.g., the
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of the discretization error.

8.2 Meson-baryon interactions

The potential method can be naturally extended to the meson-baryon systems and the meson-meson
systems. In this subsection, two applications of the potential method to the meson-baryon system are
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channels in the potential method. These channels may be relevant for the possible exotic state Θ+,
whose existence is still controversial.

The KN potentials in isospin I = 0 and I = 1 channels have been calculated in 2 + 1 full
QCD simulations, employing 700 gauge configurations on a 163 × 32 lattice at a = 0.121(1) fm and
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potentials.
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ψ3D1 as a function of r = |r12/2| in the triton channel at t − t0 = 8. Among three ϕS dominates the
wave function, since ϕS contains the component for which all three nucleons are in S-wave.

By subtracting the V2N from the total potentials in the 3N system, the TNF is detemined. Fig. 24
(Right) shows results for the scalar/isoscalar TNF, where the r-independent shift by energies is not
included, and thus about O(10) MeV systematic error is understood. There are various physical im-
plications in Fig. 24 (Right). At the long distance region of r, the TNF is small as is expected. At
the short distance region, the indication of the repulsive TNF is observed. Recalling that the repulsive
short-range TNF is phenomenologically required to explain the saturation density of nuclear matter,
etc., this is very encouraging result. Of course, further study is necessary to confirm this result, e.g., the
study of the ground state saturation, the evaluation of the constant shift by energies, the examination
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scalar/isoscalar TNF is observed at short distance.

further study is needed to confirm this result.

Doi et al. (HAL QCD), PTP 127 (2012) 723



6. CONCLUSION
• the potential method (HAL QCD method) is new but very useful to investigate 

not only the nuclear force but also general baryonic interactions in (lattice) 
QCD.

• some understanding of repulsive cores

• the method can be easily applied also to meson-baryon and meson-meson 
interactions.
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