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FIG. 2. (Color online) The two typical lattice geometries for n =
1 (left) and n = 2 (right) for the size M = 5. The filled circles denote
the exceptional lattice sites with the coordination number seven, and
number of the exceptional sites is 90 in the left and 18 in the right;
cf. Eq. (9).

the exceptional lattice site with the coordination number seven
whenever (M mod n) = 0. Note that we used the extension
process of LM and RM as in Eq. (3). This restriction keeps
the corner CM symmetric to the spatial inversion, the property
which is convenient for numerical calculations by the CTMRG
method. On the other hand, this simplification introduces a
slight inhomogeneity to the lattice, which should be considered
carefully.

Whenever we obtain the extended corer CM+1 shown as
Eq. (6), we consider the joined lattice area made of the
six corners, which can be formally represented as (CM+1)6.
Figure 2 shows the two examples of such “star-shaped” regions
for M = 5 in the cases when n = 1 (left) and n = 2 (right).
The filled dots (in red) emphasize those exceptional lattice
sites, where the additional corners have been inserted.

A. Coordination number

Looking at the extension process in Eq. (6), one finds
that total number of the lattice sites Nn(M) exponentially
increases with M for arbitrary finite n. When n is a multiple
of M , this counting is easily performed by a recursive formula
shown in the Appendix, and generalization to the arbitrary
n is straightforward. Having counted the total number of the
lattice sites in the whole lattice area (CM )6 created by Eq. (6),
we obtain

Nn(M) = 1 + 12
M∑

j=1

j 2kn[nkn(M,1)+n, j ], (7)

where we introduced a double-nested greatest integer (floor)
function in the exponent; the floor function has the following
form:

kn(m,j ) =
⌊

m − j

n

⌋
≡ max

{
i ∈ Z | i ! m − j

n

}
. (8)

In the same manner, we can obtain the number of the
exceptional sites

Sn(M) = 6[2kn(M,1) − 1] (9)

for any set of n and M . This number is consistent with the cases
shown in Fig. 2, where S1(5) = 90 on the left and S2(5) = 18
on the right.

Considering the asymptotic limit M → ∞, the ratio be-
tween Sn(M) and Nn(M) leads to the average density of the
exceptional sites

lim
M→∞

Sn(M)
Nn(M)

= 1
2n(3n + 1)

. (10)

For sufficiently large n, the density becomes proportional
to n−2. For brevity, we introduce the averaged coordination
number

qn = 6 + 1
2n(3n + 1)

. (11)

Note that q∞ = 6 is the coordination number of the (3,6)
lattice [23]. Using the notation qn thus defined, we denote the
lattice constructed by Eq. (6) as the (3,qn) lattice.

Length of the system lattice border, Pn(M), is another
essential quantity that characterizes the geometry of the (3,qn)
lattice. The analytic formula of Pn(M) can be obtained as

Pn(M) = 12

⎡

⎣M − nkn(M,1) + n

kn(M,1)∑

j=1

2j

⎤

⎦ , (12)

where a simple derivation is presented in the Appendix. It
should be noted that the ratio of the boundary sites to the total
number of the lattice sites in the asymptotic limit

lim
M→∞

Pn(M)
Nn(M)

= 2
3n + 1

(13)

is finite and inversely proportional to n−1. Such a dominance of
the boundary sites over all lattice sites is a characteristic feature
of hyperbolic lattices. Our research target, the thermodynamic
property of the system at the center of the (3,qn) lattice, is
thus surrounded by a wide system boundary which increases
exponentially.

B. Averaged curvature

Now, let us focus our attention to the curvature of the (3,qn)
lattice. If one looks at a small region that does not contain
any exceptional lattice sites, the region is identical to the (3,6)
lattice as long as the connection of the lattice sites is concerned.
The hyperbolic nature of the (3,qn) lattice arises from the
presence of the exceptional lattice sites, which are distributed
in a sparse manner. Thus, when we consider the curvature of
the (3,qn) lattice, we have to take a certain average over the
system. Apparently such an averaged curvature is dependent
to the parameter n, and we write it as Kn in the following.
Roughly speaking, Kn should be proportional to n−2 since the
natural scale of the (3,qn) lattice is given by n. We evaluate
the averaged curvature by

Kn = −r−2
n , (14)

where rn is the corresponding curvature radius using a
geometrical formula [16]

cosh
1

2rn

=
cos π

3

sin π
qn

(15)

on a hyperbolic triangle that consists the (3,qn) lattice. We have
chosen the lattice constant as the unit of the length. Substituting

012122-3
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FIG. 1. (Color online) The flat (3,6) lattice on the left and
hyperbolic (3,7) one on the right. The blue dashed lines divide each
lattice into identical areas, the corners, meeting at the center. The
star-shaped area depicted by the thick curves in red show the finite
areas of the lattices after M steps of iterative extensions in Eq. (6).

where σi = ±1 represents the Ising spin on the lattice site
labeled by i, and the notation ⟨i,j ⟩ denotes the nearest neigh-
boring sites. We assume that the interaction is ferromagnetic
(J > 0) and a constant magnetic field h is acting equally on
each spin site. We always keep in mind the possibility of
obtaining the partition function

Z =
∑

{σ }
exp

[
− 1

kBT
H {σ }

]
(2)

numerically, by means of the CTMRG method [17,20]. Under
these requirements, we have chosen the following candidates
of the curved lattices.

Let us start from the (p,q) lattice, which is a tessellation
of regular polygons with p sides, where the coordination
number around each site is q. We restrict ourselves to the
case of p = 3 throughout this article. Figure 1 shows two
examples: a triangular (planar) (3,6) lattice and a hyperbolic
(3,7) lattice. The latter is drawn inside the so-called Poincaré
disk because the (3,7) lattice has a non-Euclidean geometry.
Although the triangles inside the Poincaré disk are deformed
and shrunk toward the border of the circle, which corresponds
to the infinity, the interaction coupling J remains constant
everywhere, and so does the actual sizes of the triangles. The
blue dashed lines divide the lattice into q equivalent parts, C,
which are called the corners.

The (3,q) lattice can be constructed by means of recursive
extensions [17]. In order to simplify the discussion, we start
from the (3,6) lattice. The smallest unit we consider is not a
equilateral triangle. Instead, we chose a rhombusW consisting
of two adjacent equilateral triangles. We introduce other two
objects, parallelograms (or stripes) LM and RM created by
joining M number of rhombi W in one direction. Let us write
such joining process by using formal recursive equations

LM+1 = WLM,

RM+1 = WRM, (3)

initiated from L1 = R1 = W . These products on the right-
hand side represent the joining of parts in a pictorial (or
diagrammatic) manner. We also need to introduce another
extended rhombus CM of the size M by M satisfying the formal

joining relation

CM+1 = WLMCMRM (4)

starting from C1 = W . We often call CM a corner. Hence, we
can consider a star-shaped area proportional to the size M
that is constructed by joining six corners that are formally
represented as (CM )6. The red lines in Fig. 1 (left) bound
the areas for the cases 1 ! M ! 4. Repeating this extension
processes, the star-shaped area of an arbitrary size can be
obtained on the (3,6) lattice. The total number of the lattice
sites in (CM )6 is 6(M + 1)M + 1.

A slight modification of the extension processes in Eqs. (3)
and (4) enables us to construct the hyperbolic (3,7) lattice,
shown on the right side of Fig. 1. In this case, the extensions
are formally written as

LM+1 = WLM CM,

RM+1 = W CM RM, (5)

CM+1 = WLM (CM )2 RM,

where the details can be found in Ref. [17]. Notice that the
extension to the hyperbolic (3,7) lattice also follows a recursive
construction. Compared with the extension process in Eqs. (3)
and (4) of the (3,6) lattice, the right-hand sides of Eq. (5)
contain an extra corner CM , and this insertion realizes the
coordination number seven within the whole lattice. The areas
on the right side of Fig. 1, bordered by the red lines, correspond
to the “star-shaped” lattices (C1)7 and (C2)7. On the (3,7) lattice,
the total number of the lattice sites grows exponentially with
M [22].

Among the (3,q) lattices satisfying the hyperbolic condition
q > 6, the (3,7) lattice exhibits the least curvature in the sense
that the absolute value of its curvature, |K|, is the smallest.
The curvature radius r = 1/

√
−K ≈ 0.917 is already of the

order of the lattice constant [17], in contrast to r = ∞ in
the (3,6) lattice. In this respect, the (3,7) lattice is “too far”
from the (3,6) lattice. We have to construct such lattices that
have the curvature radii in between, i.e., 0.917 < r < ∞, in
order to quantify the effect of the nonzero curvature to the
order-disorder phase transition. We, therefore, consider such
a lattice that consists of triangles, and the lattice sites contain
a mixture of the coordination numbers six and seven. As the
number of the lattice sites with the coordination number seven
decreases, such a mixed lattice approaches the flat triangular
(3,6) lattice. We use the term “exceptional” lattice site for such
sites that have the coordination number seven.

There are many sequential methods to generate mixed
lattices. We have chosen the following extension scheme:

LM+1 = WLM,

RM+1 = WRM, (6)

CM+1 =
{
WLM (CM )2RM (at every nth step)

WLM CM RM (otherwise)

to analyze the property of the Ising model on this lattice.
These processes are almost the same as the extension scheme
in Eqs. (3) and (4) for the (3,6) lattice, but when M is a multiple
of an integer parameter n, we insert an additional corner CM

in the extension process from CM to CM+1. This process adds
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for ρ(x, a), and find one of the parameter line

a = −0.2736(x− xC) + aC (3)

shown in the inset, that passes the critical point at
(xC, aC) = (1.31438, 0.3599). Figure 5 shows the con-
figuration snapshot at the criticality.
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Fig. 4. Phase Diagram. The line of the first order phase tran-
sition ends at the critical point (xC, aC) = (1.31438, 0.3599).
Cross marks represent data points used for the snapshot obser-
vation in Fig.2 and Fig.5. Inset: the parameter line used for the
scaling analysis in Fig.6.

Fig. 5. Snapshot at the criticality.

In order to determine the spin expectation value
ρ(xC, aC) at the criticality, we assume a scaling form

ρ(x, a) − ρ(xC, aC) ∝ |xC − x|µ (4)

on the parameter line that passes through the critical
point,10) and plot ρ(x, a) on the parameter line given by
Eq.(3) with respect to a various power of |xC − x|. As
a result we confirm that ρ(x, a) shows linear dependence
with |xC −x|1/15 as shown in Fig.6, where the two fitted
lines are represented by the following equations

0.369(x− xC)1/15 + 0.716 (x > xC)

−0.422(xC − x)1/15 + 0.716 (x < xC) . (5)

In conclusion the exponent µ in Eq.(4) is 1/15 and the
value ρ(xC, aC) is 0.716. Thus the critical point belongs
to the same universality class as the 2D Ising model,
whose magnetization at critical temperature obeys the

scaling form

M(TC, h) ∝ |h|1/δ (6)

where δ = 15.
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Fig. 6. Spin expectation value ρ on the parameter line given by
Eq.(3). The exponent µ is fixed to 1/15.

To summarize, we investigated the phase transition of
a vertex model with 10 local configurations, and found a
critical point that belongs to the Ising universality class.
A possible extension of the current study is toward the
direction of the lattice polymer.11, 12) For example, intro-
ducing two new vertices to those vertices shown in Fig.1,
one obtains a unified model with the 7-vertex case stud-
ied by Takasaki et al. that corresponds to a straight line
polymer in two dimension.3)

The authors thank to E. Kaneshita for valuable dis-
cussions. A.G. is supported by the VEGA grant No.
2/3118/23, and also by Japan Society for the Promotion
of Science (P01192).
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Snapshot Observation for 2D Classical Lattice Models

by Corner Transfer Matrix Renormalization Group
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We report a way of obtaining a spin configuration snapshot, which is one of the representative
spin configurations in canonical ensemble, in a finite area of infinite size two-dimensional (2D)
classical lattice models. The corner transfer matrix renormalization group (CTMRG), a variant
of the density matrix renormalization group (DMRG), is used for the numerical calculation. The
matrix product structure of the variational state in CTMRG makes it possible to stochastically
fix spins each by each according to the conditional probability with respect to its environment.

§1. Introduction

For a classical lattice spin system that interacts with a
reservoir, the spin configuration observed at an instant,
which we call snapshot in the following, is one of the
representative configurations in the canonical ensemble.
Such a snapshot is experimentally observed if the time
scale of the observation is much shorter than that of the
evolution of the system. A freezed spin configuration
after sudden cooling can also be regarded as a kind of
snapshot. In general, snapshots show rough outlook of
the system. For example, the typical size of a spin in-
verted island in the ordered state is of the order of the
correlation length, and symmetries of ordered states can
be intuitively identified. Figure 1 shows a snapshot in-
side the area of 100 by 100 of the two-dimensional (2D)
ferromagnetic Ising model, where the system size is much
larger than the shown region. Normally such a snapshot
is drawn by Monte Carlo simulation,1) while the shown
one is created by the corner transfer matrix renormaliza-
tion group7) (CTMRG), a variant of the density matrix
renormalization group2) (DMRG) applied to 2D classical
lattice models. So far both DMRG and CTMRG have
been used for calculations of thermal average of spin cor-
relation functions, but not for the snapshots.

In this article we report a way of obtaining the con-
ditional probability for a row of spins of length N sur-
rounded by the rest of the system, using the matrix prod-
uct structure3) (MPS) of the variational state employed
in CTMRG and DMRG. These spins can be fixed one
by one according to the conditional probability, and af-
ter fixing all the spins in the row it is possible to obtain
the conditional probability for the next row in the same
manner. Applying such a fixing process for M numbers
of rows, one obtains a snapshot for the area of N by M
in infinite — or sufficiently large — 2D lattice systems.
Numerical cost for this snapshot observation is of the
same order of conventional zipping process in the finite
system DMRG algorithm.2, 4)

In the next section we briefly explain how to fix a spin

Fig. 1. Snapshots of the ferromagnetic Ising model at T = 1.5
(left) and 2.27 (right), where we have chosen the nearest neighbor
coupling constant as the unit of energy.

in the 2D lattice model in terms of the corner transfer
matrix formalism. In section 3 we generalize the spin
fixing procedure to a row of spins of the length N , by
taking partial sum for the inner product between MPSs.
Introducing position dependence to the local factors that
construct MPS, we successively fix the M -rows of spins
as we explain in Sec.4. In the last section we conclude the
result and discuss the relation with quantum observation
in one dimension.

§2. One Spin Fixing

The corner transfer matrix (CTM), which was in-
vented by Baxter,5) is not only useful for rigorous anal-
yses of 2D lattice systems, but also efficient for numer-
ical calculations of thermodynamic functions, especially
away from the critical point. Let us briefly look at the
construction of CTM and the block spin transformation
applied for it.

We consider the square lattice Ising model as an exam-
ple of the 2D classical lattice spin models. The partition
function of the system is expressed as

Z =
∑

{σ}

exp(H{σ}) , (2.1)

Low Temperature nearly Critical

Ising model (simulated by DMRG)

vertex model Planer lattice Hyperbolic

something nearly flat
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Fig. 10. The eigenvalue distribution p(ω) for the 3-states Potts model of
the system size N = 100 at T = 100.0, where ∆ω = 0.04. We also plot the
RMT curve for N →∞ with σ2 = 2/9 and Q = 1 as a solid line. The inset is
the enlarged view around the upper bound λ+ = 8/9 of the RMT curve.
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Fig. 11. The semi-log plot of the eigenvalue distribution p(ω) for N = 100
at T=3.0∼0.9.

anomalous dimension is η = 4/15, which yields α = 26/11 =
2.3636 · · · . In Fig. 12 (a), we also draw the slope with the
exact α as a solid line, which is clearly consistent with the
histogram of the simulation result. Although the finite size ef-
fect for α is suggested to be relatively large comparedwith the
Ising model, we basically think that the evaluated α is consis-
tent with Eq. (13).
We finally discuss the χ-dependence of the snapshot en-

tropy for the 3-state Potts model. In Fig. 12 (b), a compar-
ison of the simulation result to the asymptotic curve of Eq.
(20) with the exact η is presented. The good agreement can be
confirmed in the wide range of χ, as in the case of the Ising
model. We therefore concluded that the snapshot entropy at
the critical point is universally described by the theory based
on the correlation function matrix.

7. Summary and discussions
In summary, we have investigated the eigenvalue distribu-

tions of SDMs generated by MC simulation for the 2D Ising
and 3-state-Potts models. We have found that the eigenvalue
distribution captures the features of the phase transition. The
high temperature limit is described by the Wishart type RMT,
whereas the low-temperature phase is characterized by the
zero eigenvalue condensation, which is attributed to the ap-
pearance of the percolation cluster below Tc. We also find that

100 101 102
0

2

4

−1 0 1
−4

−2

0

S χ

χ

lo
g[
p(
ω
)]

log(ω)

(a)

(b)N=400

N=400

Fig. 12. (a) The log-log plot of the eigenvalue distribution for N = 400 at
Tc. We also plot the guide line of the power-law distribution with the exact
exponent α = 2.3636 · · · . (b) The χ-dependence of the snapshot entropy S χ
for the 3 state Potts model. The broken line indicates the asymptotic curve of
Eq. (20) with the exact η.

the eigenvalue distribution of the SDM at Tc obeys the power
law distribution, p(ω) ∝ ω−α. The relation with the correla-
tion function matrix enables for us to derive the analytic for-
mula of the nontrivial power α = (2 − η)/(1 − η), which is
consistent with the numerical results. We have also derived
the asymptotic form of the χ-dependence of the snapshot en-
tropy, S χ ∼ χη log(χ/a). Since this relation successfully ex-
plains the numerical result in the wide range of χ, we think
that it is a correct asymptotic form of S χ rather than a naive
logarithmic dependence proposed in Ref. [5].
The snapshot spectrum is not an identical concept to the en-

tanglement spectrum in the quantum system. As was shown
in this paper, however, the snapshot spectrum is able to ex-
tract essential features of the phase transition. Moreover, the
snapshot is easy to handle in MC simulation, in contrast to
a direct treatment of the maximal eigenvector of the trans-
fer matrix. We thus believe that the present analysis provides
further perspectives in analyzing the phase transitions of var-
ious spin systems. Also, how the relations (12) and (20) can
be associated with the quantum many-body system is an im-
portant problem. Then, it may provide an interesting hint that
the correlation function matrix has a direct connection to the
entanglement Hamiltonian for the free fermion system.14)
One of the authors (K.O) would like to thank H. Matsueda

for valuable discussions. This work was supported by Grants-
in-Aid No. 23540442 and 23340109 from the Ministry of Ed-
ucation, Culture, Sports, Science and Technology of Japan. It
was also supported in part by the Strategic Programs for In-
novative Research (SPIRE), MEXT, and the Computational
Materials Science Initiative (CMSI), Japan.
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FIG. 1: (Color online) Temperature and system-size depen-
dence on S − (c/3) lnL: L = 32 = 25 (purple), L = 64 = 26

(red), L = 128 = 27 (blue), and L = 256 = 28 (black). A
dashed vertical line is a guide to Tc. The upper panel (a) is
numerical result for M(x, y) = (σi + 1) /2 with i = (x, y), and
the lower panel (b) is for M(x, y) = σi.

S − (c/3) lnL is quite similar to that of the Binder pa-
rameter, since the data intersect with each other near Tc.
The intersection near Tc is not seen in Fig. 1(b). Next we
find that the change in S − (c/3) lnL near Tc is abrapt
in Fig. 1(a). This feature is also different from that in
Fig. 1(b), where we have observed that S only weakly
changes far above Tc and starts to decrease slightly above
Tc, followed by a quite asymmetric tail below Tc. Because
of these features, we could not exactly separate the crit-
ical behavior from high-T lnL feature coming from ran-
dom matrix theory in the previous work. In the present
case, high-T and near-Tc features are different and they
can be identified independently. As the third point, the
data in Fig. 1(a) are more symmetric at around Tc than
those in Fig. 1(b). This may indicates fundamental na-
ture of the exact solution in which for instance the di-
vergence of the specific heat is symmetric near Tc. The
critical fluctuation above Tc may also suggest that the
entropy detects violation of ferromagnetic order.

FIG. 2: (Color online) Temperature and system-size depen-
dence on ⟨S⟩ − (c/3) lnL for M(x, y) = (σi + 1)/2 with
i = (x, y): L = 32 = 25 (purple), L = 64 = 26 (red),
L = 128 = 27 (blue), and L = 256 = 28 (black). A dashed
line is a guide to Tc. The inset enlarges the data near Tc as
well as additional data with L = 512 = 29 (fine black line).

In order to look at the Binder-parameter-like feature
more precisely, we take the sample avarage

⟨S⟩ =
1

Nav

Nav
∑

l=1

S(Ml), (14)

where S(Ml) is equal to Eq. (10) for the single snapshot
Ml. The index l identifies the l-th snapshot. Here we take
Nav = 104 after 104 MC steps at each T . Near transition
region 2.1J ≤ T ≤ 2.4J , we take Nav = 105 after 105

MC steps and sometimes do more advanced calculation
with use of Nav = 3×105. We again plot ⟨S⟩− (c/3) lnL
in Fig. 2. We confirm that the intersection occurs at
T ∼ 2.24J , slightly below Tc. However, the intersection
at the exact transition point would occur asymptotically
in the large-L limit. Actually, the entropy value at Tc

seems to converge as we increase L. Then, the residual
entropy c1 is roughly estimated to be c1 ∼ 0.7. We think
that the data with L = 32, 64 are away from critical
region due to the small system size.
In the above numerical analysis, L means the linear

system size of the classical 2D side. Thus, precisely
speaking, we should say that the formula (c/3) lnL is still
a conjectured relation. However, according to the Suzuki-
Trotter decomposition, the linear system corresponds to
a 1D edge on the extended 2D space with the imaginary
time axis. This situation is similar to the basic set up
of the Ryu-Takayanagi formula. Furthermore, according
to the Brown-Henneaux charge, the central charge in the
Calabrese-Cardy formula is replaced by the curvature ra-
dius devided by the Newton constant in the classical side.
In the present case, c seems to be the quantity defined in
the classical side. These consequences indicate that the
formula (c/3) lnL appears as a result of holography.

6

and Sthermal. The exact form of Sthermal per site in the
thermodynamic limit, sthermal = limL→∞ Sthermal/L2,
is given by the Onsager’s solution. First, we transform
the thermodynamic first law into the following form

sthermal = −β
∂

∂β
(−βf)− βf, (24)

with free energy per site f and inverse temperature β =
1/T . Then we substitute the Onsager’s free energy into
the above equation to obtain sthermal:

− βf =
1

2
log(2 sinh 2K) +

1

2π

∫ π

0
dqϵ(q,K), (25)

where K = βJ , and ϵ(q,K) is a solution of the following
equation

cosh ϵ(q,K) = cosh 2K coth 2K − cos q. (26)

FIG. 4: Comparison between S/(logL−π/4) (solid line, L =
1024) with sthermal/ log 2 (dashed line, exact).

In Fig. 4, we show the normalized data so that both of
them approach unity in the large-T limit. We find that
the change in S near Tc is more cusp-like in comparison
with Sthermal. This cusp-like feature is an evidence that
separates the logL dependence near Tc from that above
Tc. The cusp reminds us a fact that the entanglement
entropy in transverse-field Ising model increases toward
the quantum critical point.

E. Finite-χ scaling

The scaling Eq. (15) at Tc can be understood by calcu-
lating χ dependence on Sχ. Figures 5 and 6 show snap-
shots of spin configurations and their entropy Sχ at var-
ious T . We take L = 1024, since we know that α is
almost converged for this size as discussed in Fig. 1. We
find that the entropy asymptotically approaches

Sχ =
1

6
logχ+ γ′, (27)

for χ<∼ nkink as we increase L. The residual entropy γ′

does not depend on L, and γ′ = S1 ∼ 0.35. Now, we have

FIG. 5: Snapshots of spin configurations (L = 256): (a)
T/J = 3.02, (b) T/J = 2.32, (c) T/J = 2.27, (d) T/J = 1.52.

FIG. 6: (a) Sχ for L = 1024 at T = 2.27J ∼ Tc (purple
circles). For compasiron, we also plot the data for L = 128
(purple box) and L = 512 (purple triangles) at T = 2.27J .
A solid line with slope 1/6 is a guide to the eye. A dashed
line represents Sχ = log χ − 2. The inset shows ∂Sχ/∂ log χ
for L = 1024. The black filled circle represents 1/6. (b)
Temperature dependence of Sχ (L = 1024): T = 3.02J (red)
and T = 1.52J (blue).

nkink = 12 and lognkink = 2.485 for L = 1024. In the
inset of Fig. 6 (a), we plot the first derivative of Sχ with
respect to logχ in order to see the slope more precisely.
Furthermore, for χ > nkink, we find

Sχ = logχ+ γ, (28)

There are a number of Entropies: an example  
      Entropy of “quenched” thermal configuration

Matsueda showed that there is an 
universality in the singular value distribution 
and corresponding “entropy” of a thermal 
snapshot of 2D spin system.

+ analytic approach  
    by Okunishi et al.
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FIG. 2. (Color online) The two typical lattice geometries for n =
1 (left) and n = 2 (right) for the size M = 5. The filled circles denote
the exceptional lattice sites with the coordination number seven, and
number of the exceptional sites is 90 in the left and 18 in the right;
cf. Eq. (9).

the exceptional lattice site with the coordination number seven
whenever (M mod n) = 0. Note that we used the extension
process of LM and RM as in Eq. (3). This restriction keeps
the corner CM symmetric to the spatial inversion, the property
which is convenient for numerical calculations by the CTMRG
method. On the other hand, this simplification introduces a
slight inhomogeneity to the lattice, which should be considered
carefully.

Whenever we obtain the extended corer CM+1 shown as
Eq. (6), we consider the joined lattice area made of the
six corners, which can be formally represented as (CM+1)6.
Figure 2 shows the two examples of such “star-shaped” regions
for M = 5 in the cases when n = 1 (left) and n = 2 (right).
The filled dots (in red) emphasize those exceptional lattice
sites, where the additional corners have been inserted.

A. Coordination number

Looking at the extension process in Eq. (6), one finds
that total number of the lattice sites Nn(M) exponentially
increases with M for arbitrary finite n. When n is a multiple
of M , this counting is easily performed by a recursive formula
shown in the Appendix, and generalization to the arbitrary
n is straightforward. Having counted the total number of the
lattice sites in the whole lattice area (CM )6 created by Eq. (6),
we obtain

Nn(M) = 1 + 12
M∑

j=1

j 2kn[nkn(M,1)+n, j ], (7)

where we introduced a double-nested greatest integer (floor)
function in the exponent; the floor function has the following
form:

kn(m,j ) =
⌊

m − j

n

⌋
≡ max

{
i ∈ Z | i ! m − j

n

}
. (8)

In the same manner, we can obtain the number of the
exceptional sites

Sn(M) = 6[2kn(M,1) − 1] (9)

for any set of n and M . This number is consistent with the cases
shown in Fig. 2, where S1(5) = 90 on the left and S2(5) = 18
on the right.

Considering the asymptotic limit M → ∞, the ratio be-
tween Sn(M) and Nn(M) leads to the average density of the
exceptional sites

lim
M→∞

Sn(M)
Nn(M)

= 1
2n(3n + 1)

. (10)

For sufficiently large n, the density becomes proportional
to n−2. For brevity, we introduce the averaged coordination
number

qn = 6 + 1
2n(3n + 1)

. (11)

Note that q∞ = 6 is the coordination number of the (3,6)
lattice [23]. Using the notation qn thus defined, we denote the
lattice constructed by Eq. (6) as the (3,qn) lattice.

Length of the system lattice border, Pn(M), is another
essential quantity that characterizes the geometry of the (3,qn)
lattice. The analytic formula of Pn(M) can be obtained as

Pn(M) = 12

⎡

⎣M − nkn(M,1) + n

kn(M,1)∑

j=1

2j

⎤

⎦ , (12)

where a simple derivation is presented in the Appendix. It
should be noted that the ratio of the boundary sites to the total
number of the lattice sites in the asymptotic limit

lim
M→∞

Pn(M)
Nn(M)

= 2
3n + 1

(13)

is finite and inversely proportional to n−1. Such a dominance of
the boundary sites over all lattice sites is a characteristic feature
of hyperbolic lattices. Our research target, the thermodynamic
property of the system at the center of the (3,qn) lattice, is
thus surrounded by a wide system boundary which increases
exponentially.

B. Averaged curvature

Now, let us focus our attention to the curvature of the (3,qn)
lattice. If one looks at a small region that does not contain
any exceptional lattice sites, the region is identical to the (3,6)
lattice as long as the connection of the lattice sites is concerned.
The hyperbolic nature of the (3,qn) lattice arises from the
presence of the exceptional lattice sites, which are distributed
in a sparse manner. Thus, when we consider the curvature of
the (3,qn) lattice, we have to take a certain average over the
system. Apparently such an averaged curvature is dependent
to the parameter n, and we write it as Kn in the following.
Roughly speaking, Kn should be proportional to n−2 since the
natural scale of the (3,qn) lattice is given by n. We evaluate
the averaged curvature by

Kn = −r−2
n , (14)

where rn is the corresponding curvature radius using a
geometrical formula [16]

cosh
1

2rn

=
cos π

3

sin π
qn

(15)

on a hyperbolic triangle that consists the (3,qn) lattice. We have
chosen the lattice constant as the unit of the length. Substituting
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FIG. 1. (Color online) The flat (3,6) lattice on the left and
hyperbolic (3,7) one on the right. The blue dashed lines divide each
lattice into identical areas, the corners, meeting at the center. The
star-shaped area depicted by the thick curves in red show the finite
areas of the lattices after M steps of iterative extensions in Eq. (6).

where σi = ±1 represents the Ising spin on the lattice site
labeled by i, and the notation ⟨i,j ⟩ denotes the nearest neigh-
boring sites. We assume that the interaction is ferromagnetic
(J > 0) and a constant magnetic field h is acting equally on
each spin site. We always keep in mind the possibility of
obtaining the partition function

Z =
∑

{σ }
exp

[
− 1

kBT
H {σ }

]
(2)

numerically, by means of the CTMRG method [17,20]. Under
these requirements, we have chosen the following candidates
of the curved lattices.

Let us start from the (p,q) lattice, which is a tessellation
of regular polygons with p sides, where the coordination
number around each site is q. We restrict ourselves to the
case of p = 3 throughout this article. Figure 1 shows two
examples: a triangular (planar) (3,6) lattice and a hyperbolic
(3,7) lattice. The latter is drawn inside the so-called Poincaré
disk because the (3,7) lattice has a non-Euclidean geometry.
Although the triangles inside the Poincaré disk are deformed
and shrunk toward the border of the circle, which corresponds
to the infinity, the interaction coupling J remains constant
everywhere, and so does the actual sizes of the triangles. The
blue dashed lines divide the lattice into q equivalent parts, C,
which are called the corners.

The (3,q) lattice can be constructed by means of recursive
extensions [17]. In order to simplify the discussion, we start
from the (3,6) lattice. The smallest unit we consider is not a
equilateral triangle. Instead, we chose a rhombusW consisting
of two adjacent equilateral triangles. We introduce other two
objects, parallelograms (or stripes) LM and RM created by
joining M number of rhombi W in one direction. Let us write
such joining process by using formal recursive equations

LM+1 = WLM,

RM+1 = WRM, (3)

initiated from L1 = R1 = W . These products on the right-
hand side represent the joining of parts in a pictorial (or
diagrammatic) manner. We also need to introduce another
extended rhombus CM of the size M by M satisfying the formal

joining relation

CM+1 = WLMCMRM (4)

starting from C1 = W . We often call CM a corner. Hence, we
can consider a star-shaped area proportional to the size M
that is constructed by joining six corners that are formally
represented as (CM )6. The red lines in Fig. 1 (left) bound
the areas for the cases 1 ! M ! 4. Repeating this extension
processes, the star-shaped area of an arbitrary size can be
obtained on the (3,6) lattice. The total number of the lattice
sites in (CM )6 is 6(M + 1)M + 1.

A slight modification of the extension processes in Eqs. (3)
and (4) enables us to construct the hyperbolic (3,7) lattice,
shown on the right side of Fig. 1. In this case, the extensions
are formally written as

LM+1 = WLM CM,

RM+1 = W CM RM, (5)

CM+1 = WLM (CM )2 RM,

where the details can be found in Ref. [17]. Notice that the
extension to the hyperbolic (3,7) lattice also follows a recursive
construction. Compared with the extension process in Eqs. (3)
and (4) of the (3,6) lattice, the right-hand sides of Eq. (5)
contain an extra corner CM , and this insertion realizes the
coordination number seven within the whole lattice. The areas
on the right side of Fig. 1, bordered by the red lines, correspond
to the “star-shaped” lattices (C1)7 and (C2)7. On the (3,7) lattice,
the total number of the lattice sites grows exponentially with
M [22].

Among the (3,q) lattices satisfying the hyperbolic condition
q > 6, the (3,7) lattice exhibits the least curvature in the sense
that the absolute value of its curvature, |K|, is the smallest.
The curvature radius r = 1/

√
−K ≈ 0.917 is already of the

order of the lattice constant [17], in contrast to r = ∞ in
the (3,6) lattice. In this respect, the (3,7) lattice is “too far”
from the (3,6) lattice. We have to construct such lattices that
have the curvature radii in between, i.e., 0.917 < r < ∞, in
order to quantify the effect of the nonzero curvature to the
order-disorder phase transition. We, therefore, consider such
a lattice that consists of triangles, and the lattice sites contain
a mixture of the coordination numbers six and seven. As the
number of the lattice sites with the coordination number seven
decreases, such a mixed lattice approaches the flat triangular
(3,6) lattice. We use the term “exceptional” lattice site for such
sites that have the coordination number seven.

There are many sequential methods to generate mixed
lattices. We have chosen the following extension scheme:

LM+1 = WLM,

RM+1 = WRM, (6)

CM+1 =
{
WLM (CM )2RM (at every nth step)

WLM CM RM (otherwise)

to analyze the property of the Ising model on this lattice.
These processes are almost the same as the extension scheme
in Eqs. (3) and (4) for the (3,6) lattice, but when M is a multiple
of an integer parameter n, we insert an additional corner CM

in the extension process from CM to CM+1. This process adds

012122-2

2 Kouji Ueda, Ryota Otani, Yukinobu Nishio, Andrej Gendiar, and Tomotoshi Nishino

for ρ(x, a), and find one of the parameter line

a = −0.2736(x− xC) + aC (3)

shown in the inset, that passes the critical point at
(xC, aC) = (1.31438, 0.3599). Figure 5 shows the con-
figuration snapshot at the criticality.

 0

 0.1

 0.2

 0.3

 0.4

 0.5

 1.22  1.26  1.3  1.34  1.38

x

a

 0.34

 0.36

 0.38

 1.31  1.32

Fig. 4. Phase Diagram. The line of the first order phase tran-
sition ends at the critical point (xC, aC) = (1.31438, 0.3599).
Cross marks represent data points used for the snapshot obser-
vation in Fig.2 and Fig.5. Inset: the parameter line used for the
scaling analysis in Fig.6.

Fig. 5. Snapshot at the criticality.

In order to determine the spin expectation value
ρ(xC, aC) at the criticality, we assume a scaling form

ρ(x, a) − ρ(xC, aC) ∝ |xC − x|µ (4)

on the parameter line that passes through the critical
point,10) and plot ρ(x, a) on the parameter line given by
Eq.(3) with respect to a various power of |xC − x|. As
a result we confirm that ρ(x, a) shows linear dependence
with |xC −x|1/15 as shown in Fig.6, where the two fitted
lines are represented by the following equations

0.369(x− xC)1/15 + 0.716 (x > xC)

−0.422(xC − x)1/15 + 0.716 (x < xC) . (5)

In conclusion the exponent µ in Eq.(4) is 1/15 and the
value ρ(xC, aC) is 0.716. Thus the critical point belongs
to the same universality class as the 2D Ising model,
whose magnetization at critical temperature obeys the

scaling form

M(TC, h) ∝ |h|1/δ (6)

where δ = 15.

 0.4

 0.5

 0.6

 0.7

 0.8

 0.9

 1

 0  0.1  0.2  0.3  0.4  0.5  0.6  0.7
|x-xC|µ

ρ(x)

Fig. 6. Spin expectation value ρ on the parameter line given by
Eq.(3). The exponent µ is fixed to 1/15.

To summarize, we investigated the phase transition of
a vertex model with 10 local configurations, and found a
critical point that belongs to the Ising universality class.
A possible extension of the current study is toward the
direction of the lattice polymer.11, 12) For example, intro-
ducing two new vertices to those vertices shown in Fig.1,
one obtains a unified model with the 7-vertex case stud-
ied by Takasaki et al. that corresponds to a straight line
polymer in two dimension.3)
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Snapshot Observation for 2D Classical Lattice Models

by Corner Transfer Matrix Renormalization Group
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We report a way of obtaining a spin configuration snapshot, which is one of the representative
spin configurations in canonical ensemble, in a finite area of infinite size two-dimensional (2D)
classical lattice models. The corner transfer matrix renormalization group (CTMRG), a variant
of the density matrix renormalization group (DMRG), is used for the numerical calculation. The
matrix product structure of the variational state in CTMRG makes it possible to stochastically
fix spins each by each according to the conditional probability with respect to its environment.

§1. Introduction

For a classical lattice spin system that interacts with a
reservoir, the spin configuration observed at an instant,
which we call snapshot in the following, is one of the
representative configurations in the canonical ensemble.
Such a snapshot is experimentally observed if the time
scale of the observation is much shorter than that of the
evolution of the system. A freezed spin configuration
after sudden cooling can also be regarded as a kind of
snapshot. In general, snapshots show rough outlook of
the system. For example, the typical size of a spin in-
verted island in the ordered state is of the order of the
correlation length, and symmetries of ordered states can
be intuitively identified. Figure 1 shows a snapshot in-
side the area of 100 by 100 of the two-dimensional (2D)
ferromagnetic Ising model, where the system size is much
larger than the shown region. Normally such a snapshot
is drawn by Monte Carlo simulation,1) while the shown
one is created by the corner transfer matrix renormaliza-
tion group7) (CTMRG), a variant of the density matrix
renormalization group2) (DMRG) applied to 2D classical
lattice models. So far both DMRG and CTMRG have
been used for calculations of thermal average of spin cor-
relation functions, but not for the snapshots.

In this article we report a way of obtaining the con-
ditional probability for a row of spins of length N sur-
rounded by the rest of the system, using the matrix prod-
uct structure3) (MPS) of the variational state employed
in CTMRG and DMRG. These spins can be fixed one
by one according to the conditional probability, and af-
ter fixing all the spins in the row it is possible to obtain
the conditional probability for the next row in the same
manner. Applying such a fixing process for M numbers
of rows, one obtains a snapshot for the area of N by M
in infinite — or sufficiently large — 2D lattice systems.
Numerical cost for this snapshot observation is of the
same order of conventional zipping process in the finite
system DMRG algorithm.2, 4)

In the next section we briefly explain how to fix a spin

Fig. 1. Snapshots of the ferromagnetic Ising model at T = 1.5
(left) and 2.27 (right), where we have chosen the nearest neighbor
coupling constant as the unit of energy.

in the 2D lattice model in terms of the corner transfer
matrix formalism. In section 3 we generalize the spin
fixing procedure to a row of spins of the length N , by
taking partial sum for the inner product between MPSs.
Introducing position dependence to the local factors that
construct MPS, we successively fix the M -rows of spins
as we explain in Sec.4. In the last section we conclude the
result and discuss the relation with quantum observation
in one dimension.

§2. One Spin Fixing

The corner transfer matrix (CTM), which was in-
vented by Baxter,5) is not only useful for rigorous anal-
yses of 2D lattice systems, but also efficient for numer-
ical calculations of thermodynamic functions, especially
away from the critical point. Let us briefly look at the
construction of CTM and the block spin transformation
applied for it.

We consider the square lattice Ising model as an exam-
ple of the 2D classical lattice spin models. The partition
function of the system is expressed as

Z =
∑

{σ}

exp(H{σ}) , (2.1)

Low Temperature nearly Critical

Ising model (simulated by DMRG)

vertex model Planer lattice Hyperbolic

something nearly flat
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Mapping: from 1D Quantum to 2D Classical 
1D Transverse Field Ising Model (1D Quantum)

Anisotropic Case K1 >> 1 >> K2

sinh 2K1 ∼ e2K1 /2 (9)
sinh 2K2 ∼ 2K2 (10)

Critical Point: K2 e2K1 ∼ 1

W ∼ e2K1

⎡

⎢⎢⎢⎣

1 + 2K2 e−2K2 e−2K2 0
e−2K2 1 − 2K2 0 e−2K2

e−2K2 0 1 − 2K2 e−2K2

0 e−2K2 e−2K2 1 + 2K2

⎤

⎥⎥⎥⎦ (11)

We’ll see that this weight is equivalent to local (imaginary) time evolu-
tion in the transverse field Ising model.

Transverse Field Ising Model

ĤTFI = −J
∑

i

σ̂z
i σ̂

z
i+1 − Γ

∑

i

σ̂x
i =

∑

i

ĥi

ĥi = −J σ̂z
i σ̂

z
i+1 −

Γ
2

(
σ̂x

i + σ̂x
i+1

)
(12)

ĤTFI = Ĥe + Ĥo

Ĥe = ĥ0 + ĥ2 + ĥ4 + · · ·
Ĥo = ĥ1 + ĥ3 + ĥ5 + · · · (13)

Partition Function

Z = Tr e−βĤTFI = Tr
(
e−βĤTFI/N

)N

∼ Tr
(
e−βĤe /N e−βĤo/N

)N
= Tr (Te To )N (14)

Transfer Matrices

Te = e−(β/N)(ĥ0+ĥ2+ĥ4+···) =
∏

i=even

e−(β/N) ĥi

To = e−(β/N)(ĥ1+ĥ3+ĥ5+···) =
∏

i=odd

e−(β/N) ĥi (15)

2

Trotter-Suzuki  
Decomposition

<<< Bond Operator

Transfer Matrix = imaginary time evolution, which is written in the form  
                                of the product of Local operators, i.e. local weights)

Partition function at finite temperature
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ĤTFI = Ĥe + Ĥo
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(
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ĥi

ĥi = −J σ̂z
i σ̂

z
i+1 −

Γ
2

(
σ̂x

i + σ̂x
i+1

)
(12)

ĤTFI = Ĥe + Ĥo

Ĥe = ĥ0 + ĥ2 + ĥ4 + · · ·
Ĥo = ĥ1 + ĥ3 + ĥ5 + · · · (13)

Partition Function

Z = Tr e−βĤTFI = Tr
(
e−βĤTFI/N

)N

∼ Tr
(
e−βĤe /N e−βĤo/N

)N
= Tr (Te To )N (14)

Transfer Matrices

Te = e−(β/N)(ĥ0+ĥ2+ĥ4+···) =
∏

i=even

e−(β/N) ĥi

To = e−(β/N)(ĥ1+ĥ3+ĥ5+···) =
∏

i=odd

e−(β/N) ĥi (15)

2
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Locat Imaginary Time Evolution when N is very large

e−(β/N) ĥi ∼ 1 − β

N
ĥi =

⎡

⎢⎢⎢⎣

1 + βJ
N

βΓ
2N

βΓ
2N 0

βΓ
2N 1 − βJ

N 0 βΓ
2N

βΓ
2N 0 1 − βJ

N
βΓ
2N

0 βΓ
2N

βΓ
2N 1 + βJ

N

⎤

⎥⎥⎥⎦ (16)

comparison

W ∼ e2K1

⎡

⎢⎢⎢⎣

1 + 2K2 e−2K2 e−2K2 0
e−2K2 1 − 2K2 0 e−2K2

e−2K2 0 1 − 2K2 e−2K2

0 e−2K2 e−2K2 1 + 2K2

⎤

⎥⎥⎥⎦ (17)

draws the relations

2K2 =
βJ

N

e−2K1 =
βΓ
2N

(18)

Critical Condition K2 e2K1 ∼ 1
draws the Quantum Criticality J = Γ.

3

Matrix elements of the Local Weight (= the Local imaginary Time Evolution)

Anisotropic Ferromagnetic Ising Model

HIsing{σ} = −J1 Σi,j σi,j σi,j+1 + −J2 Σi,j σi,j σi+1,j (1)

Indices: (i, j) = (horizontal, vertical)
Ising Variable: σi,j = ±1

Vertical Interaction: −J1 Σi,j σi,j σi,j+1

Horizontal Interaction: −J2 Σi,j σi,j σi+1,j

Partition Function (K1 = βJ1 and K2 = βJ2)

Z =
∑

{σ}
exp

[
−βHIsing{σ}

]

=
∑

{σ}
exp

[
K1 Σi,j σi,j σi,j+1 + K2 Σi,j σi,j σi+1,j

]
(2)

Consider the M × 2N (horizonta × vertical) Lattice
Impose Periodic Boundary Condition to the vertical direction

Z = Tr (Te To )N (3)

Transfer Matrices

Te = W0W2W4 · · ·WM−2

To = W1W3W5 · · ·WM−1 (4)

Local Plaquette Weight

Wi = W (σ′
iσ

′
i+1|σi σi+1)

= W (σi,j+1σi+1,j+1|σi,jσi+1,j) (5)

W
(
σ′

aσ
′
b|σaσb

)
= exp

[
K1σ

′
aσa + K1σ

′
bσb + K2σ

′
aσ

′
b + K2σaσb

]
(6)

Matrix Representation

W =

⎡

⎢⎢⎢⎣

e2K1+2K2 1 1 e−2K1+2K2

1 e2K1−2K2 e−2K1−2K2 1
1 e−2K1−2K2 e2K1−2K2 1

e−2K1+2K2 1 1 e2K1+2K2

⎤

⎥⎥⎥⎦ (7)

Critical Point (From Duality)

sinh 2K1 sinh 2K2 = 1 (8)

1

Partition Function, as a trace of the product of transfer matrices

is equivalent to the spin configuration sum on the product of local 
weights “W” over the 2D chess board lattice.
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Critical Point (From Duality)

sinh 2K1 sinh 2K2 = 1 (8)

1

Already we have reached a  classical 
(=statistical) model defined on the square lattice, 
although it is chess board like.

Lowest order approx.

(This is a kind of 16-vertex weight)

uu 
ud 
du 
dd

SKIP



Locat Imaginary Time Evolution when N is very large

e−(β/N) ĥi ∼ 1 − β
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e−(β/N) ĥi ∼ 1 − β

N
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3

Classical

Quantum

Vertical

Horizontal

Both 1D quantum and 2D classical Ising models have been represented by a 
subset of the 16 vertex model. Thus it is natural that the ground-state phase 
transition of the former shows the same universality with the order-disorder 
transition of the latter at the finite temperature.
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Consider the Square Lattice Ising Model,  
or Vertex Model.

Let us divide the whole lattice into lower half, say the past, and the upper half, 
the future. (In the picture a Transfer Matrix joints these two.)

N

T(N)

Taking the configuration sum for all the spins other than those on the T.M.,  
one gets the eigenvectors of the Transfer Matrix.

lower

upper

Identifying these eigenvectors as Quantum Bra and Ket states, one can 
construct Density Matrix, by partially tracing out those spins on the right side 
of the horizontal spin row.

Density Matrix appears on any cut (or any boundary) of a given 2D (or even in 
any dimensional) classical statistical model.



Identifying the eigenvalues of the density matrix (= Square of Singular Values) 
as probability, one can define an Entropy, which is nothing but the 
Entanglement Entropy as long as one speaks about its mathematical structure.

Diagonalization

RG matrix

Density Matrix

Singular Value

(***) Note that we are considering thermal statistical average. I don’t know any 
experimental procedure to measure (or at least observe the effect of) the E.E. 
thus defined.

>> What I speak about, is, some profit in numerical analyses.



Besides,Baxter reached the Density Matrix in 1968!!!

[*] R.J.Baxter J. Math. Phys. 9, 650 (1968) 
!
[*] R.J.Baxter: "Exactly Solved Models in Statistical Mechanics",  
     http://physics.anu.edu.au/theophys/baxter_book.php

(He used IBM system360!)

The Corner Transfer formalism by Baxter is essentially the  
same as the Density Matrix Renormalization Group method.

Analytic Formulation for E.E. can be obtained from those 
singular values obtained within the CTM formulation.

Numerically: to obtain Correlation Length is rather hard.

to obtain E.E is rather easy, if one uses CTM formulation.

from the area low, one can obtain the correlation length.
Jargon TM



Ising model on Hyperbolic Lattice
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FIG. 2. (Color online) The two typical lattice geometries for n =
1 (left) and n = 2 (right) for the size M = 5. The filled circles denote
the exceptional lattice sites with the coordination number seven, and
number of the exceptional sites is 90 in the left and 18 in the right;
cf. Eq. (9).

the exceptional lattice site with the coordination number seven
whenever (M mod n) = 0. Note that we used the extension
process of LM and RM as in Eq. (3). This restriction keeps
the corner CM symmetric to the spatial inversion, the property
which is convenient for numerical calculations by the CTMRG
method. On the other hand, this simplification introduces a
slight inhomogeneity to the lattice, which should be considered
carefully.

Whenever we obtain the extended corer CM+1 shown as
Eq. (6), we consider the joined lattice area made of the
six corners, which can be formally represented as (CM+1)6.
Figure 2 shows the two examples of such “star-shaped” regions
for M = 5 in the cases when n = 1 (left) and n = 2 (right).
The filled dots (in red) emphasize those exceptional lattice
sites, where the additional corners have been inserted.

A. Coordination number

Looking at the extension process in Eq. (6), one finds
that total number of the lattice sites Nn(M) exponentially
increases with M for arbitrary finite n. When n is a multiple
of M , this counting is easily performed by a recursive formula
shown in the Appendix, and generalization to the arbitrary
n is straightforward. Having counted the total number of the
lattice sites in the whole lattice area (CM )6 created by Eq. (6),
we obtain

Nn(M) = 1 + 12
M∑

j=1

j 2kn[nkn(M,1)+n, j ], (7)

where we introduced a double-nested greatest integer (floor)
function in the exponent; the floor function has the following
form:

kn(m,j ) =
⌊

m − j

n

⌋
≡ max

{
i ∈ Z | i ! m − j

n

}
. (8)

In the same manner, we can obtain the number of the
exceptional sites

Sn(M) = 6[2kn(M,1) − 1] (9)

for any set of n and M . This number is consistent with the cases
shown in Fig. 2, where S1(5) = 90 on the left and S2(5) = 18
on the right.

Considering the asymptotic limit M → ∞, the ratio be-
tween Sn(M) and Nn(M) leads to the average density of the
exceptional sites

lim
M→∞

Sn(M)
Nn(M)

= 1
2n(3n + 1)

. (10)

For sufficiently large n, the density becomes proportional
to n−2. For brevity, we introduce the averaged coordination
number

qn = 6 + 1
2n(3n + 1)

. (11)

Note that q∞ = 6 is the coordination number of the (3,6)
lattice [23]. Using the notation qn thus defined, we denote the
lattice constructed by Eq. (6) as the (3,qn) lattice.

Length of the system lattice border, Pn(M), is another
essential quantity that characterizes the geometry of the (3,qn)
lattice. The analytic formula of Pn(M) can be obtained as

Pn(M) = 12

⎡

⎣M − nkn(M,1) + n

kn(M,1)∑

j=1

2j

⎤

⎦ , (12)

where a simple derivation is presented in the Appendix. It
should be noted that the ratio of the boundary sites to the total
number of the lattice sites in the asymptotic limit

lim
M→∞

Pn(M)
Nn(M)

= 2
3n + 1

(13)

is finite and inversely proportional to n−1. Such a dominance of
the boundary sites over all lattice sites is a characteristic feature
of hyperbolic lattices. Our research target, the thermodynamic
property of the system at the center of the (3,qn) lattice, is
thus surrounded by a wide system boundary which increases
exponentially.

B. Averaged curvature

Now, let us focus our attention to the curvature of the (3,qn)
lattice. If one looks at a small region that does not contain
any exceptional lattice sites, the region is identical to the (3,6)
lattice as long as the connection of the lattice sites is concerned.
The hyperbolic nature of the (3,qn) lattice arises from the
presence of the exceptional lattice sites, which are distributed
in a sparse manner. Thus, when we consider the curvature of
the (3,qn) lattice, we have to take a certain average over the
system. Apparently such an averaged curvature is dependent
to the parameter n, and we write it as Kn in the following.
Roughly speaking, Kn should be proportional to n−2 since the
natural scale of the (3,qn) lattice is given by n. We evaluate
the averaged curvature by

Kn = −r−2
n , (14)

where rn is the corresponding curvature radius using a
geometrical formula [16]

cosh
1

2rn

=
cos π

3

sin π
qn

(15)

on a hyperbolic triangle that consists the (3,qn) lattice. We have
chosen the lattice constant as the unit of the length. Substituting
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FIG. 1. (Color online) The flat (3,6) lattice on the left and
hyperbolic (3,7) one on the right. The blue dashed lines divide each
lattice into identical areas, the corners, meeting at the center. The
star-shaped area depicted by the thick curves in red show the finite
areas of the lattices after M steps of iterative extensions in Eq. (6).

where σi = ±1 represents the Ising spin on the lattice site
labeled by i, and the notation ⟨i,j ⟩ denotes the nearest neigh-
boring sites. We assume that the interaction is ferromagnetic
(J > 0) and a constant magnetic field h is acting equally on
each spin site. We always keep in mind the possibility of
obtaining the partition function

Z =
∑

{σ }
exp

[
− 1

kBT
H {σ }

]
(2)

numerically, by means of the CTMRG method [17,20]. Under
these requirements, we have chosen the following candidates
of the curved lattices.

Let us start from the (p,q) lattice, which is a tessellation
of regular polygons with p sides, where the coordination
number around each site is q. We restrict ourselves to the
case of p = 3 throughout this article. Figure 1 shows two
examples: a triangular (planar) (3,6) lattice and a hyperbolic
(3,7) lattice. The latter is drawn inside the so-called Poincaré
disk because the (3,7) lattice has a non-Euclidean geometry.
Although the triangles inside the Poincaré disk are deformed
and shrunk toward the border of the circle, which corresponds
to the infinity, the interaction coupling J remains constant
everywhere, and so does the actual sizes of the triangles. The
blue dashed lines divide the lattice into q equivalent parts, C,
which are called the corners.

The (3,q) lattice can be constructed by means of recursive
extensions [17]. In order to simplify the discussion, we start
from the (3,6) lattice. The smallest unit we consider is not a
equilateral triangle. Instead, we chose a rhombusW consisting
of two adjacent equilateral triangles. We introduce other two
objects, parallelograms (or stripes) LM and RM created by
joining M number of rhombi W in one direction. Let us write
such joining process by using formal recursive equations

LM+1 = WLM,

RM+1 = WRM, (3)

initiated from L1 = R1 = W . These products on the right-
hand side represent the joining of parts in a pictorial (or
diagrammatic) manner. We also need to introduce another
extended rhombus CM of the size M by M satisfying the formal

joining relation

CM+1 = WLMCMRM (4)

starting from C1 = W . We often call CM a corner. Hence, we
can consider a star-shaped area proportional to the size M
that is constructed by joining six corners that are formally
represented as (CM )6. The red lines in Fig. 1 (left) bound
the areas for the cases 1 ! M ! 4. Repeating this extension
processes, the star-shaped area of an arbitrary size can be
obtained on the (3,6) lattice. The total number of the lattice
sites in (CM )6 is 6(M + 1)M + 1.

A slight modification of the extension processes in Eqs. (3)
and (4) enables us to construct the hyperbolic (3,7) lattice,
shown on the right side of Fig. 1. In this case, the extensions
are formally written as

LM+1 = WLM CM,

RM+1 = W CM RM, (5)

CM+1 = WLM (CM )2 RM,

where the details can be found in Ref. [17]. Notice that the
extension to the hyperbolic (3,7) lattice also follows a recursive
construction. Compared with the extension process in Eqs. (3)
and (4) of the (3,6) lattice, the right-hand sides of Eq. (5)
contain an extra corner CM , and this insertion realizes the
coordination number seven within the whole lattice. The areas
on the right side of Fig. 1, bordered by the red lines, correspond
to the “star-shaped” lattices (C1)7 and (C2)7. On the (3,7) lattice,
the total number of the lattice sites grows exponentially with
M [22].

Among the (3,q) lattices satisfying the hyperbolic condition
q > 6, the (3,7) lattice exhibits the least curvature in the sense
that the absolute value of its curvature, |K|, is the smallest.
The curvature radius r = 1/

√
−K ≈ 0.917 is already of the

order of the lattice constant [17], in contrast to r = ∞ in
the (3,6) lattice. In this respect, the (3,7) lattice is “too far”
from the (3,6) lattice. We have to construct such lattices that
have the curvature radii in between, i.e., 0.917 < r < ∞, in
order to quantify the effect of the nonzero curvature to the
order-disorder phase transition. We, therefore, consider such
a lattice that consists of triangles, and the lattice sites contain
a mixture of the coordination numbers six and seven. As the
number of the lattice sites with the coordination number seven
decreases, such a mixed lattice approaches the flat triangular
(3,6) lattice. We use the term “exceptional” lattice site for such
sites that have the coordination number seven.

There are many sequential methods to generate mixed
lattices. We have chosen the following extension scheme:

LM+1 = WLM,

RM+1 = WRM, (6)

CM+1 =
{
WLM (CM )2RM (at every nth step)

WLM CM RM (otherwise)

to analyze the property of the Ising model on this lattice.
These processes are almost the same as the extension scheme
in Eqs. (3) and (4) for the (3,6) lattice, but when M is a multiple
of an integer parameter n, we insert an additional corner CM

in the extension process from CM to CM+1. This process adds
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Ising model on the Hyperbolic lattice shows 2nd order phase transition.
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FIG. 4. (Color online) Inverse of the effective magnetic exponent
βn(T ) as a function of the logarithmic distance from the transition
temperature.

Just below the transition temperature the power-law behav-
ior

Mn(T ) ∝ (Tn − T )βn , (24)

is expected. In order to detect the magnetic exponent βn from
the numerically calculated Mn(T ), we use the derivative

βn(T ) = ∂ ln Mn(T )
∂ ln(Tn − T )

, (25)

within the ferromagnetic ordered phase T ! Tn. Figure 4
shows βn(T ) thus obtained. When Tn − T is relatively large,
βn(T ) follows the Ising universality where β = 1

8 , however,
in the neighborhood of the transition temperature Tn, the
magnetic exponent βn for finite n increases and tends to
βn = 1

2 , the value which represents the mean-field universality
class.

In addition, we studied the exponent δ, which is associated
with the response of the magnetization to a uniform magnetic
field h at the phase transition temperature Tn, which obeys the
scaling

Mn(h,Tn) ∝ h1/δn (26)

on the planar lattice. Figure 5 shows the effective critical
exponent

δn(h) =
[
∂ ln Mn(h,Tn)

∂ ln h

]−1

(27)

in the limit h → 0. The observed behavior qualitatively agrees
with that of the magnetic exponent β depicted in Fig. 4; the
Ising universality δ = 15 is recovered for the (3,6) lattice only.
It is obvious that the effective exponent δn(h) deviates from
the Ising one when the external field becomes small, and it
again approaches the mean-field value δn(h → 0) = 3 for any
finite n.

The internal energy at the center of the system is repre-
sented as

Un(T ) = −J
Tr(σcσc′ ρn)

Tr ρn

, (28)
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FIG. 5. (Color online) Effective exponent δn(h) with respect to
the logarithm of the external magnetic field at the phase transition
temperature Tn.

where σc and σc′ are, respectively, the spin at the center of the
system and a neighboring one. Figure 6 shows the specific heat
cn(T ), which is obtained by taking the numerical derivative of
Un(T ) with respect to the temperature T . The maxima of the
specific heat for large n are not obtained precisely, because
Un(T ) around T = Tn is very sensitive to a tiny numerical
error. The discontinuity in cn(T ) for finite n supports the fact
that the transition is of the mean-field nature. Note that small
differences of the specific heat, cn(T ), in the disordered region
T " Tn for various n is close to c∞(T ) on the flat (3,6) lattice.
This suggests a transient behavior from the Ising universality
to the mean-field one, which happens within the disordered
phase.

As an independent measure of the phase transition, we
look at the entanglement entropy Sn, which can be directly
computed from the reduced density matrix spectrum

Sn(T ) = −Tr(ρn ln ρn), (29)

where the reduced density matrices are normalized satisfying
the condition Tr ρn = 1. Figure 7 shows Sn(T ), where the peak
values, Sn(Tn), are shown in the inset. If the curvature radius rn
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FIG. 6. (Color online) The specific heat on the (3,qn) lattice.
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FIG. 2. (Color online) The two typical lattice geometries for n =
1 (left) and n = 2 (right) for the size M = 5. The filled circles denote
the exceptional lattice sites with the coordination number seven, and
number of the exceptional sites is 90 in the left and 18 in the right;
cf. Eq. (9).

the exceptional lattice site with the coordination number seven
whenever (M mod n) = 0. Note that we used the extension
process of LM and RM as in Eq. (3). This restriction keeps
the corner CM symmetric to the spatial inversion, the property
which is convenient for numerical calculations by the CTMRG
method. On the other hand, this simplification introduces a
slight inhomogeneity to the lattice, which should be considered
carefully.

Whenever we obtain the extended corer CM+1 shown as
Eq. (6), we consider the joined lattice area made of the
six corners, which can be formally represented as (CM+1)6.
Figure 2 shows the two examples of such “star-shaped” regions
for M = 5 in the cases when n = 1 (left) and n = 2 (right).
The filled dots (in red) emphasize those exceptional lattice
sites, where the additional corners have been inserted.

A. Coordination number

Looking at the extension process in Eq. (6), one finds
that total number of the lattice sites Nn(M) exponentially
increases with M for arbitrary finite n. When n is a multiple
of M , this counting is easily performed by a recursive formula
shown in the Appendix, and generalization to the arbitrary
n is straightforward. Having counted the total number of the
lattice sites in the whole lattice area (CM )6 created by Eq. (6),
we obtain

Nn(M) = 1 + 12
M∑

j=1

j 2kn[nkn(M,1)+n, j ], (7)

where we introduced a double-nested greatest integer (floor)
function in the exponent; the floor function has the following
form:

kn(m,j ) =
⌊

m − j

n

⌋
≡ max

{
i ∈ Z | i ! m − j

n

}
. (8)

In the same manner, we can obtain the number of the
exceptional sites

Sn(M) = 6[2kn(M,1) − 1] (9)

for any set of n and M . This number is consistent with the cases
shown in Fig. 2, where S1(5) = 90 on the left and S2(5) = 18
on the right.

Considering the asymptotic limit M → ∞, the ratio be-
tween Sn(M) and Nn(M) leads to the average density of the
exceptional sites

lim
M→∞

Sn(M)
Nn(M)

= 1
2n(3n + 1)

. (10)

For sufficiently large n, the density becomes proportional
to n−2. For brevity, we introduce the averaged coordination
number

qn = 6 + 1
2n(3n + 1)

. (11)

Note that q∞ = 6 is the coordination number of the (3,6)
lattice [23]. Using the notation qn thus defined, we denote the
lattice constructed by Eq. (6) as the (3,qn) lattice.

Length of the system lattice border, Pn(M), is another
essential quantity that characterizes the geometry of the (3,qn)
lattice. The analytic formula of Pn(M) can be obtained as

Pn(M) = 12

⎡

⎣M − nkn(M,1) + n

kn(M,1)∑

j=1

2j

⎤

⎦ , (12)

where a simple derivation is presented in the Appendix. It
should be noted that the ratio of the boundary sites to the total
number of the lattice sites in the asymptotic limit

lim
M→∞

Pn(M)
Nn(M)

= 2
3n + 1

(13)

is finite and inversely proportional to n−1. Such a dominance of
the boundary sites over all lattice sites is a characteristic feature
of hyperbolic lattices. Our research target, the thermodynamic
property of the system at the center of the (3,qn) lattice, is
thus surrounded by a wide system boundary which increases
exponentially.

B. Averaged curvature

Now, let us focus our attention to the curvature of the (3,qn)
lattice. If one looks at a small region that does not contain
any exceptional lattice sites, the region is identical to the (3,6)
lattice as long as the connection of the lattice sites is concerned.
The hyperbolic nature of the (3,qn) lattice arises from the
presence of the exceptional lattice sites, which are distributed
in a sparse manner. Thus, when we consider the curvature of
the (3,qn) lattice, we have to take a certain average over the
system. Apparently such an averaged curvature is dependent
to the parameter n, and we write it as Kn in the following.
Roughly speaking, Kn should be proportional to n−2 since the
natural scale of the (3,qn) lattice is given by n. We evaluate
the averaged curvature by

Kn = −r−2
n , (14)

where rn is the corresponding curvature radius using a
geometrical formula [16]

cosh
1

2rn

=
cos π

3

sin π
qn

(15)

on a hyperbolic triangle that consists the (3,qn) lattice. We have
chosen the lattice constant as the unit of the length. Substituting
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the asymptotic expression qn = 6 + 1/6n2 from Eq. (11) into
Eq. (15), we obtain

Kn ∼ − 2
3π

n−2 (16)

with the dominant coefficient 2/3π ≈ 0.212 for large n.
Complementing the evaluation of the averaged curvature,

we relate the length of the lattice boundary, Pn(M), to the
curvature radius rn on a hyperbolic plane

Pn(M) ∝ 2π sinh
M

rn

. (17)

Using Eq. (14) and taking the limit M → ∞, we obtain

Kn ∼ −(ln 2)2 n−2, (18)

where the prefactor (ln 2)2 ≈ 0.48. To summarize, we have
evaluated the averaged curvature on the (3,qn) plane in two
ways, and both of them lead to Kn ∝ −n−2.

III. NUMERICAL RESULTS

In this section we study the phase transition of the Ising
model on the sequence of the non-Euclidean (3,qn) lattices, in
particular,

(3,q1), (3,q2), (3,q3), . . . , (3,q∞) . (19)

The Hamiltonian is given by Eq. (1), and without loss of
generality, the coupling constant J , the Boltzmann constant kB,
and the constant magnetic field h are chosen to be unity. Hence,
all thermodynamic functions are considered in dimensionless
units when plotted in figures. Since the elementary unit of
(3,qn) lattice is the rhombus-shaped W , it is natural to attribute
the Boltzmann weight to each W . Suppose that the Ising spins
σi , σj , σk , and σl are placed on the corners of the rhombus.
The corresponding Boltzmann weight W is given by

W(σiσjσkσl) = exp
{

J

2kBT
(σiσj + σjσk + σkσl + σlσi

+ 2σjσl) +
h

6kBT
(σi + 2σj + ξσk + 2σl)

}
,

(20)

where the diagonal interaction acts between the spins σj and
σl . The prefactor ξ is normally unity and is set to zero when
overcounting of interaction with external field h happens
at each exceptional lattice point. Most of the numerical
calculations are performed under h = 0 in the following; the
only exception is when we observe the magnetic response at
the transition temperature.

Taking the tensor product among weights W , one can
gradually expand the size of the Boltzmann weights LM

and RM . These weights are called the half-row transfer
matrices. Analogously, the expanding weight CM is called the
corner transfer matrix. The procedure of obtaining the transfer
matrices represent a generalized version of the CTMRG
method applied to the (3,7) lattice which is studied in detail
in Ref. [17]. Consequently, the “reduced” density matrix is a
partial trace of the corner transfer matrices

ρn(M) = Tr′[CM ]6, (21)

where we explicitly include the parameter n in ρn(M). In the
following we omit the size dependence on M of the reduced
density matrix to simplify the formulas. Taking the complete
trace of the reduced density matrix leads to the partition
function [20]

Zn = Tr ρn (22)

of the star-shaped lattice area.
In our numerical calculations by CTMRG, we keep up to

m = 200 block spin states [9,18,20], where we have confirmed
that all the data are converged with respect to m. As the system
size M increases, CM approaches its thermodynamic limit
during the numerical calculations. Note that CM possesses
a minor dependence on M , since we keep inserting the
exceptional lattice sites at every nth extension step in accord
with Eq. (6). We can either consider the cases where M is
multiple of n or take the average among the minor fluctuations.
There is, however, no qualitative difference in the two choices,
and we have chosen the latter one. It should be noted that we
focus on the thermodynamic quantity deep inside the system
and discard those phenomena near the system boundary, as we
have considered in previous studies [17].

Spontaneous magnetization provides information in the
ordered phase. Figure 3 displays the temperature dependence
of the bulk spontaneous magnetization

Mn(T ) = Tr(σcρn)
Tr ρn

(23)

at h = 0, the value which measures the average polarization of
the spin σc at the center of the lattice system. For comparison,
we also show the magnetization on the flat (3,6) lattice,
denoted by n → ∞, as well as on the hyperbolic (3,7) lattice,
denoted by n = 0 [17]; we use the analogous notation (by the
subscript n) for other thermodynamic quantities. The phase
transition temperature Tn monotonously decreases with n
and approaches the analytically known values T∞ = 4/ ln 3 ∼
3.640 96 [21] on the flat (3,6) lattice. Roughly speaking, the
difference Tn − T∞ is inversely proportional to n.
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0.0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1.0

M
n
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n =   0  (3,7)

n = 1248∞

n = 0

FIG. 3. (Color online) Temperature dependence of the sponta-
neous magnetization Mn(T ) on the (3,qn) and (3,7) lattices [17].
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FIG. 2. (Color online) The two typical lattice geometries for n =
1 (left) and n = 2 (right) for the size M = 5. The filled circles denote
the exceptional lattice sites with the coordination number seven, and
number of the exceptional sites is 90 in the left and 18 in the right;
cf. Eq. (9).

the exceptional lattice site with the coordination number seven
whenever (M mod n) = 0. Note that we used the extension
process of LM and RM as in Eq. (3). This restriction keeps
the corner CM symmetric to the spatial inversion, the property
which is convenient for numerical calculations by the CTMRG
method. On the other hand, this simplification introduces a
slight inhomogeneity to the lattice, which should be considered
carefully.

Whenever we obtain the extended corer CM+1 shown as
Eq. (6), we consider the joined lattice area made of the
six corners, which can be formally represented as (CM+1)6.
Figure 2 shows the two examples of such “star-shaped” regions
for M = 5 in the cases when n = 1 (left) and n = 2 (right).
The filled dots (in red) emphasize those exceptional lattice
sites, where the additional corners have been inserted.

A. Coordination number

Looking at the extension process in Eq. (6), one finds
that total number of the lattice sites Nn(M) exponentially
increases with M for arbitrary finite n. When n is a multiple
of M , this counting is easily performed by a recursive formula
shown in the Appendix, and generalization to the arbitrary
n is straightforward. Having counted the total number of the
lattice sites in the whole lattice area (CM )6 created by Eq. (6),
we obtain

Nn(M) = 1 + 12
M∑

j=1

j 2kn[nkn(M,1)+n, j ], (7)

where we introduced a double-nested greatest integer (floor)
function in the exponent; the floor function has the following
form:

kn(m,j ) =
⌊

m − j

n

⌋
≡ max

{
i ∈ Z | i ! m − j

n

}
. (8)

In the same manner, we can obtain the number of the
exceptional sites

Sn(M) = 6[2kn(M,1) − 1] (9)

for any set of n and M . This number is consistent with the cases
shown in Fig. 2, where S1(5) = 90 on the left and S2(5) = 18
on the right.

Considering the asymptotic limit M → ∞, the ratio be-
tween Sn(M) and Nn(M) leads to the average density of the
exceptional sites

lim
M→∞

Sn(M)
Nn(M)

= 1
2n(3n + 1)

. (10)

For sufficiently large n, the density becomes proportional
to n−2. For brevity, we introduce the averaged coordination
number

qn = 6 + 1
2n(3n + 1)

. (11)

Note that q∞ = 6 is the coordination number of the (3,6)
lattice [23]. Using the notation qn thus defined, we denote the
lattice constructed by Eq. (6) as the (3,qn) lattice.

Length of the system lattice border, Pn(M), is another
essential quantity that characterizes the geometry of the (3,qn)
lattice. The analytic formula of Pn(M) can be obtained as

Pn(M) = 12

⎡

⎣M − nkn(M,1) + n

kn(M,1)∑

j=1

2j

⎤

⎦ , (12)

where a simple derivation is presented in the Appendix. It
should be noted that the ratio of the boundary sites to the total
number of the lattice sites in the asymptotic limit

lim
M→∞

Pn(M)
Nn(M)

= 2
3n + 1

(13)

is finite and inversely proportional to n−1. Such a dominance of
the boundary sites over all lattice sites is a characteristic feature
of hyperbolic lattices. Our research target, the thermodynamic
property of the system at the center of the (3,qn) lattice, is
thus surrounded by a wide system boundary which increases
exponentially.

B. Averaged curvature

Now, let us focus our attention to the curvature of the (3,qn)
lattice. If one looks at a small region that does not contain
any exceptional lattice sites, the region is identical to the (3,6)
lattice as long as the connection of the lattice sites is concerned.
The hyperbolic nature of the (3,qn) lattice arises from the
presence of the exceptional lattice sites, which are distributed
in a sparse manner. Thus, when we consider the curvature of
the (3,qn) lattice, we have to take a certain average over the
system. Apparently such an averaged curvature is dependent
to the parameter n, and we write it as Kn in the following.
Roughly speaking, Kn should be proportional to n−2 since the
natural scale of the (3,qn) lattice is given by n. We evaluate
the averaged curvature by

Kn = −r−2
n , (14)

where rn is the corresponding curvature radius using a
geometrical formula [16]

cosh
1

2rn

=
cos π

3

sin π
qn

(15)

on a hyperbolic triangle that consists the (3,qn) lattice. We have
chosen the lattice constant as the unit of the length. Substituting
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     Note that the curvature radius of the lattice is proportional to -1/n.
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FIG. 2. (Color online) The two typical lattice geometries for n =
1 (left) and n = 2 (right) for the size M = 5. The filled circles denote
the exceptional lattice sites with the coordination number seven, and
number of the exceptional sites is 90 in the left and 18 in the right;
cf. Eq. (9).

the exceptional lattice site with the coordination number seven
whenever (M mod n) = 0. Note that we used the extension
process of LM and RM as in Eq. (3). This restriction keeps
the corner CM symmetric to the spatial inversion, the property
which is convenient for numerical calculations by the CTMRG
method. On the other hand, this simplification introduces a
slight inhomogeneity to the lattice, which should be considered
carefully.

Whenever we obtain the extended corer CM+1 shown as
Eq. (6), we consider the joined lattice area made of the
six corners, which can be formally represented as (CM+1)6.
Figure 2 shows the two examples of such “star-shaped” regions
for M = 5 in the cases when n = 1 (left) and n = 2 (right).
The filled dots (in red) emphasize those exceptional lattice
sites, where the additional corners have been inserted.

A. Coordination number

Looking at the extension process in Eq. (6), one finds
that total number of the lattice sites Nn(M) exponentially
increases with M for arbitrary finite n. When n is a multiple
of M , this counting is easily performed by a recursive formula
shown in the Appendix, and generalization to the arbitrary
n is straightforward. Having counted the total number of the
lattice sites in the whole lattice area (CM )6 created by Eq. (6),
we obtain

Nn(M) = 1 + 12
M∑

j=1

j 2kn[nkn(M,1)+n, j ], (7)

where we introduced a double-nested greatest integer (floor)
function in the exponent; the floor function has the following
form:

kn(m,j ) =
⌊

m − j

n

⌋
≡ max

{
i ∈ Z | i ! m − j

n

}
. (8)

In the same manner, we can obtain the number of the
exceptional sites

Sn(M) = 6[2kn(M,1) − 1] (9)

for any set of n and M . This number is consistent with the cases
shown in Fig. 2, where S1(5) = 90 on the left and S2(5) = 18
on the right.

Considering the asymptotic limit M → ∞, the ratio be-
tween Sn(M) and Nn(M) leads to the average density of the
exceptional sites

lim
M→∞

Sn(M)
Nn(M)

= 1
2n(3n + 1)

. (10)

For sufficiently large n, the density becomes proportional
to n−2. For brevity, we introduce the averaged coordination
number

qn = 6 + 1
2n(3n + 1)

. (11)

Note that q∞ = 6 is the coordination number of the (3,6)
lattice [23]. Using the notation qn thus defined, we denote the
lattice constructed by Eq. (6) as the (3,qn) lattice.

Length of the system lattice border, Pn(M), is another
essential quantity that characterizes the geometry of the (3,qn)
lattice. The analytic formula of Pn(M) can be obtained as

Pn(M) = 12

⎡

⎣M − nkn(M,1) + n

kn(M,1)∑

j=1

2j

⎤

⎦ , (12)

where a simple derivation is presented in the Appendix. It
should be noted that the ratio of the boundary sites to the total
number of the lattice sites in the asymptotic limit

lim
M→∞

Pn(M)
Nn(M)

= 2
3n + 1

(13)

is finite and inversely proportional to n−1. Such a dominance of
the boundary sites over all lattice sites is a characteristic feature
of hyperbolic lattices. Our research target, the thermodynamic
property of the system at the center of the (3,qn) lattice, is
thus surrounded by a wide system boundary which increases
exponentially.

B. Averaged curvature

Now, let us focus our attention to the curvature of the (3,qn)
lattice. If one looks at a small region that does not contain
any exceptional lattice sites, the region is identical to the (3,6)
lattice as long as the connection of the lattice sites is concerned.
The hyperbolic nature of the (3,qn) lattice arises from the
presence of the exceptional lattice sites, which are distributed
in a sparse manner. Thus, when we consider the curvature of
the (3,qn) lattice, we have to take a certain average over the
system. Apparently such an averaged curvature is dependent
to the parameter n, and we write it as Kn in the following.
Roughly speaking, Kn should be proportional to n−2 since the
natural scale of the (3,qn) lattice is given by n. We evaluate
the averaged curvature by

Kn = −r−2
n , (14)

where rn is the corresponding curvature radius using a
geometrical formula [16]

cosh
1

2rn

=
cos π

3

sin π
qn

(15)

on a hyperbolic triangle that consists the (3,qn) lattice. We have
chosen the lattice constant as the unit of the length. Substituting
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FIG. 2. (Color online) The two typical lattice geometries for n =
1 (left) and n = 2 (right) for the size M = 5. The filled circles denote
the exceptional lattice sites with the coordination number seven, and
number of the exceptional sites is 90 in the left and 18 in the right;
cf. Eq. (9).

the exceptional lattice site with the coordination number seven
whenever (M mod n) = 0. Note that we used the extension
process of LM and RM as in Eq. (3). This restriction keeps
the corner CM symmetric to the spatial inversion, the property
which is convenient for numerical calculations by the CTMRG
method. On the other hand, this simplification introduces a
slight inhomogeneity to the lattice, which should be considered
carefully.

Whenever we obtain the extended corer CM+1 shown as
Eq. (6), we consider the joined lattice area made of the
six corners, which can be formally represented as (CM+1)6.
Figure 2 shows the two examples of such “star-shaped” regions
for M = 5 in the cases when n = 1 (left) and n = 2 (right).
The filled dots (in red) emphasize those exceptional lattice
sites, where the additional corners have been inserted.

A. Coordination number

Looking at the extension process in Eq. (6), one finds
that total number of the lattice sites Nn(M) exponentially
increases with M for arbitrary finite n. When n is a multiple
of M , this counting is easily performed by a recursive formula
shown in the Appendix, and generalization to the arbitrary
n is straightforward. Having counted the total number of the
lattice sites in the whole lattice area (CM )6 created by Eq. (6),
we obtain

Nn(M) = 1 + 12
M∑

j=1

j 2kn[nkn(M,1)+n, j ], (7)

where we introduced a double-nested greatest integer (floor)
function in the exponent; the floor function has the following
form:

kn(m,j ) =
⌊

m − j

n

⌋
≡ max

{
i ∈ Z | i ! m − j

n

}
. (8)

In the same manner, we can obtain the number of the
exceptional sites

Sn(M) = 6[2kn(M,1) − 1] (9)

for any set of n and M . This number is consistent with the cases
shown in Fig. 2, where S1(5) = 90 on the left and S2(5) = 18
on the right.

Considering the asymptotic limit M → ∞, the ratio be-
tween Sn(M) and Nn(M) leads to the average density of the
exceptional sites

lim
M→∞

Sn(M)
Nn(M)

= 1
2n(3n + 1)

. (10)

For sufficiently large n, the density becomes proportional
to n−2. For brevity, we introduce the averaged coordination
number

qn = 6 + 1
2n(3n + 1)

. (11)

Note that q∞ = 6 is the coordination number of the (3,6)
lattice [23]. Using the notation qn thus defined, we denote the
lattice constructed by Eq. (6) as the (3,qn) lattice.

Length of the system lattice border, Pn(M), is another
essential quantity that characterizes the geometry of the (3,qn)
lattice. The analytic formula of Pn(M) can be obtained as

Pn(M) = 12

⎡

⎣M − nkn(M,1) + n

kn(M,1)∑

j=1

2j

⎤

⎦ , (12)

where a simple derivation is presented in the Appendix. It
should be noted that the ratio of the boundary sites to the total
number of the lattice sites in the asymptotic limit

lim
M→∞

Pn(M)
Nn(M)

= 2
3n + 1

(13)

is finite and inversely proportional to n−1. Such a dominance of
the boundary sites over all lattice sites is a characteristic feature
of hyperbolic lattices. Our research target, the thermodynamic
property of the system at the center of the (3,qn) lattice, is
thus surrounded by a wide system boundary which increases
exponentially.

B. Averaged curvature

Now, let us focus our attention to the curvature of the (3,qn)
lattice. If one looks at a small region that does not contain
any exceptional lattice sites, the region is identical to the (3,6)
lattice as long as the connection of the lattice sites is concerned.
The hyperbolic nature of the (3,qn) lattice arises from the
presence of the exceptional lattice sites, which are distributed
in a sparse manner. Thus, when we consider the curvature of
the (3,qn) lattice, we have to take a certain average over the
system. Apparently such an averaged curvature is dependent
to the parameter n, and we write it as Kn in the following.
Roughly speaking, Kn should be proportional to n−2 since the
natural scale of the (3,qn) lattice is given by n. We evaluate
the averaged curvature by

Kn = −r−2
n , (14)

where rn is the corresponding curvature radius using a
geometrical formula [16]

cosh
1

2rn

=
cos π

3

sin π
qn

(15)

on a hyperbolic triangle that consists the (3,qn) lattice. We have
chosen the lattice constant as the unit of the length. Substituting
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>> Mathematical structure around Entanglement 
can be “exported” to 2D Classical lattice models, 
such as 2D classical Ising Model and its Critical 
Phenomena.
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