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General Properties of (typical) GRBs
Observed:
• Duration:  0.01-1000 s. 
 Two classes:
– Short: T90 < 2s, harder
– Long: T90 > 2s, softer

Duration of 427 bursts
that do not display 

significant gaps 
3rd BATSE GRB catalogue 

(Meegan et al. 1996)

~0.2 s ~20 s

sGRBs

lGRBs
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General Properties of (typical) GRBs
Observed:
• Duration:  0.01-1000 s. 
 Two classes:
– Short: T90 < 2s, harder
– Long: T90 > 2s, softer

• Fluence:  S~10-7-10-3 erg/cm2

• Spectrum:  non-thermal, 
              0.1-100 MeV
• Variability: high, 1-10 ms
• Rate:   1/day     (lGRBs)

            0.3/day (sGRBs)

α ~ -0.6
β ~ -3.1

Ep ~ 720 keV
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General Properties of typical GRBs
Observed:
• Duration:  0.01-1000 s. 
 Two classes:
– Short: T90 < 2s, harder
– Long: T90 > 2s, softer

• Fluence:  S~10-7-10-3 erg/cm2

• Spectrum:  non-thermal, 
              0.1-100 MeV
• Variability: high, 1-10 ms
• Rate:   1/day     (lGRBs)

            0.3/day (sGRBs)
• Associated events: afterglows in X-rays 

(~100%), optical (~70%), radio (~50%) 
               F(t)~t-a   a ~1 – 2

• Host galaxies: 
lGRBs: starforming, dwarf, low-metallicity
sGRBs: old elliptical + sligthtly star-
              forming

• Location:  
lGRBs: z=0.0085 - 8.2, <z>~1.3 - 2,
sGRBs: z=0.16 - 6.7, <z>~0.3-0.5

3 ROTSE prompt optical images (Akerlof et al. 1999)

BATSE time profile. The intervals between vertical lines 
correspond to the 3 optical observations
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107 cm

Meszaros (2002)

1010 cm 1013 cm 1017 cm

GRB jets: a multiscale problem
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Progenitors lGRB: Collapsars
   Woosley (1993)
– Collapse of a massive (M* ~ 30M�, WR) rotating star 

that does not form a successful SN but collapses to a 
BH (MBH ~ 3M�) surrounded by a thick accretion disk. 
The hydrogen envelope is lost by stellar winds, 
interaction with a companion, etc.

MacFadyen & Woosley (1999)

– The viscous accretion onto the BH ⇒ 
strong heating ⇒ thermal νν-annihilating 
preferentially around the axis ⇒ 
formation of a relativistic jet (Γ>10)?.

– Alternative generation: hydromagnetic 
(Blandford-Payne mechanism) or 
electromagnetic (Blandford Znajek 
mechanism). 

accretion

replenishment
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The formation of the central engine
GRHD simulations:
sufficiently massive 
stars collapse and 

form BHs
(e.g., O’Connor & Ott 2011, 

Dessart, O’Connor & Ott 2011)

long term evolution 
needs to be addressed 

(disk properties)

magnetic fields can be 
terribly amplified

DeBrye, Cerdá-Durán, Font, Aloy (2012), in prep.
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Generic features learned from 
numerical simulations of collapsars

Aloy et al (2000)

(see also Mizuta’s talk) 
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Generic features learned from 
numerical simulations of collapsars

Aloy et al (2000)

(see also Mizuta’s talk) 

COLLIMATION:
– Jets are inertially (progenitor 

recollimation) or magnetically 
(self-collimation) confined with  
θbreak<5o (even if θ0=20o; Zhang et 
al 2003). Indeed, θjet decreases 
with distance, which is important 
for IS models (Ioka et al. 2011).

Ioka et al (2011)

558 Letters Vol. 126, No. 3

Fig. 2. A spacetime diagram for the retarded time t − r/c in units of the causal time r0/2cΓ 2
1 as

a function of the radius log(r/r0), using Γ " 1. A photon travels horizontally in this diagram.
A conical radiation-dominated jet Γ ∝ r (solid line) approaches a light path, so that any rapid
jet emitted after the causal time ∼ r0/2cΓ 2

1 cannot catch up with it. Meanwhile, a confined jet
accelerates more slowly Γ ∝ rλ (thick solid line) in a converging opening angle θ ∝ rλ−1 with
λ < 1, enabling internal shocks with rapid jets (arrows) over a wide radius range.

Note that Rλ = R for λ = 1 and Γ2 > Γ1 ! 1 in Eqs. (4) and (7).
The qualitative properties change at λ = 1/2.
(i) Strong confinement case, λ ≤ 1/2: The collision always occurs (Rλ > 0) for

any interval ∆t, simply because the causal region ∼ r/2Γ 2 ∝ r1−2λ monotonically
increases in the lab frame. This is almost the same as the usual internal shock
after the acceleration ceases.7),8) Meanwhile, since θ < Γ−1, the jet boundary is
also causally connected with the jet axis. This enables the recollimation or oblique
shocks across the jet. Therefore, the jet can be dissipative during the expansion with
shocks in the causal region. Note that the strong confinement (θΓ < 1) is employed
to accelerate the Poynting-dominated jet to the matter-dominated jet.32),33)

(ii) Weak confinement case, 1/2 < λ < 1: The catch-up condition Rλ > 0 in
Eq. (7) requires that the interval ∆t is less than a critical time ∆tcrit,

c∆t <
1

2λ − 1

(
1 − Γ 2

1

Γ 2
2

)
r0

2Γ 2
1

≡ c∆tcrit. (8)

This can be satisfied by the causal processes (i.e., with the next shell ejected after
the causal time ∆t ! r0/2cΓ 2

1 ), in contrast to the conical jet (λ = 1), because the
prefactor (2λ−1)−1(1−Γ 2

1 /Γ 2
2 ) can be larger than unity due to the slow acceleration

Γ ∝ rλ. The space-time diagram in Fig. 2 is useful to understand the following.
(A) The radiation-dominated jet can cause internal shocks even during the acceler-

ation if the jet is more collimated than the conical shape, λ < 1 in Eq. (5).
(B) The shock can occur at a large radius since an accelerating shell asymptotically

approaches a light path (see dashed lines in Fig. 2). The shock radius is large
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Generic features learned from 
numerical simulations of collapsars

Aloy et al (2000)

(see also Mizuta’s talk) 

COLLIMATION:
– Jets are inertially (progenitor 

recollimation) or magnetically 
(self-collimation) confined with  
θbreak<5o (even if θ0=20o; Zhang et 
al 2003). Indeed, θjet decreases 
with distance, which is important 
for IS models (Ioka et al. 2011).

– Jets show transverse structure: 
ultrarelativistic spine (Γ~50) of   
θcore<5o + moderately relativistic, 
hot shear layer (Γ~5-10) 
extending up to θshl<30o (Aloy et 
al. 2000, 2002)

Ioka et al (2011)
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λ < 1, enabling internal shocks with rapid jets (arrows) over a wide radius range.
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Generic features learned from 
numerical simulations of collapsars

VARIABILITY:
1. Outflows highly variable due to KH (Aloy et 

al. 2000; Gómez & Hardee 2004), SD (Aloy 
et al. 2002) or pinch MHD instabilities 
(McKinney 2006)  ⇒ extrinsic variability 
which can be the source of internal shocks. 

Γ

Γ
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Generic features learned from 
numerical simulations of collapsars

VARIABILITY:
1. Outflows highly variable due to KH (Aloy et 

al. 2000; Gómez & Hardee 2004), SD (Aloy 
et al. 2002) or pinch MHD instabilities 
(McKinney 2006)  ⇒ extrinsic variability 
which can be the source of internal shocks. 

2. Extrinsic/intrinsic(=source) variability difficult to 
distinguish (Aloy et al. 2000). 

3. Morsony et al. (2007) speculate that intrinsic 
source variability might be observed in the 
tail of the GRB emission (unfortunately, the 
faintest!).

Morsony et al. 2007
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– 34 –

Fig. 12.— Comparison of the power spectra of variable simulations with the power spectrum

from the uniform simulation and the input power spectrum at the base of the jet. Even

though the spectra are plotted in arbitrary units, they have not been normalized and can be

compared to each other. The power spectra of the variable simulations are similar, showing

that the variability properties of the light curve do not depend on the way in which the

variability is injected by the GRB engine. The effect of the interaction with the star is

clearly present in the PDS curves of the variable simulations as an increase of the power

at low frequencies, fully compatible with the low-frequency variability imprinted on the jet

from a uniform engine. The two sources of variability add linearly in this case, with the

variable simulation spectra well described by the sum of the input variability spectrum and

the uniform jet spectrum.

Generic features learned from 
numerical simulations of collapsars

VARIABILITY:
1. Outflows highly variable due to KH (Aloy et 

al. 2000; Gómez & Hardee 2004), SD (Aloy 
et al. 2002) or pinch MHD instabilities 
(McKinney 2006)  ⇒ extrinsic variability 
which can be the source of internal shocks. 

2. Extrinsic/intrinsic(=source) variability might be 
indistinguishable. 

3. Morsony et al. (2007) speculate that intrinsic 
source variability might be observed in the 
tail of the GRB emission (unfortunately, the 
faintest!).

4. Morsony et al. (2010) show that the engine 
variability is preserved even if the beam is 
heavily shocked. The variability imprinted by 
the jet/progenitor interaction has a different 
timescale (longer) as that of the engine 
(shorter).

– 30 –

Fig. 8.— Comparison between the variability injected by the inner engine (red line) and the

one observed in the power curve at a radius of R = 2.5 × 1011 cm. The left panel shows the

initial 3 seconds of the light-power curve, while the right panel shows a central section of 3

seconds, during a phase in which the light curve is still deeply affected by the jet interaction

with the progenitor star (cfr. Figure 7). While the variability of the two curves in the left

panel is almost uncorrelated, a strong correlation is observed in the right panel.

-- LC @ 2.5x1011 cm
-- Injected power

JET HEAD

JET BODY

Morsoni et al. 2010

jet/progenitor 
interaction
(extrinsic)

central engine 
(intrinsic)
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Generic features learned from 
numerical simulations of collapsars

VARIABILITY:
1. Outflows highly variable due to KH (Aloy et 

al. 2000; Gómez & Hardee 2004), SD (Aloy 
et al. 2002) or pinch MHD instabilities 
(McKinney 2006)  ⇒ extrinsic variability 
which can be the source of internal shocks. 

2. Extrinsic/intrinsic(=source) variability might be 
indistinguishable. 

3. Morsony et al. (2007) speculate that intrinsic 
source variability might be observed in the 
tail of the GRB emission (unfortunately, the 
faintest!).

4. Morsony et al. (2010) show that the engine 
variability is preserved even if the beam is 
heavily shocked. The variability imprinted by 
the jet/progenitor interaction has a different 
timescale (longer) as that of the engine 
(shorter). 

5. Jets are also stable in 3D RHD (Zhang et al. 
2004) but still unclear whether 3D RMHD 
collapsar-jets will be stable (Mizuno+ 2012).

R~1011 cm

Γ

Zhang et al. 2004

The Astrophysical Journal, 757:16 (14pp), 2012 September 20 Mizuno et al.

t=120
(b)

t=160
(c)

t=200
(d)

t=80
(a)

Figure 3. Time evolution of three-dimensional density isosurfaces with a transverse slice at z = 0 for case alp1om0 (static plasma column). The time, t, is in units
of tc = R0/c. Color shows the logarithm of the density with solid magnetic field lines. The growth of the CD kink instability leads to a helically twisted magnetic
filament wound around the density isosurface associated with the n = 1 kink mode wavelength.
(A color version of this figure is available in the online journal.)

grid resolutions of ∆L = L/40 and ∆L = L/60. Thus, in the
previous simulations, we chose and here use ∆L = L/40 as
providing sufficient grid resolution to correctly reproduce the
development of the CD kink instability.

To break the symmetry, the initial MHD equilibrium con-
figuration is perturbed by a radial velocity profile given
by

vR/c = δv

N
exp

(
− R

Rp

) N∑

n=1

cos(mθ ) sin
(

πnz

Lz

)
. (8)

The amplitude of the perturbation is δv = 0.01 with radial
width Rp = 0.5L (2 R0), and we choose m = 1 and N = 8
which excites n = 0.5, 1, 1.5, 2, 2.5, 3, 3.5, and 4 kink mode
wavelengths.

We use the HLL approximate Riemann solver coupled with
a second-order MC slope-limiter reconstruction scheme in the
simulations. O’Neill et al. (2012) showed that the choice of
Riemann solver scheme can affect the evolution more than the
choice of physical parameters. However, they found that only
a ∼17% kinetic energy difference existed between simulations
computed with an HLL solver and an HLLD solver (Mignone
et al. 2009) coupled to a second-order reconstruction scheme for
a force-free configuration. This kinetic energy difference was
found to be much less than for non-force-free configurations.
Our previous numerical tests when compared to other tests
published in the literature indicated that this level of difference
can also result from differences in details of otherwise seemingly
identical numerical schemes. Overall, we believe that our choice

of numerical scheme is adequate for the present force-free
configurations.

3. RESULTS

3.1. Dependence on Jet Rotation

Figure 3 shows the time evolution of a density isosurface for a
static plasma column with Ω0 = 0 and α = 1 (alp1om0), where
the time, t, is in units of tc ≡ R0/c. The initial conditions
are similar to those used in Mizuno et al. (2009) but now
with two times stronger initial magnetic field strength and a
radially decreasing gas pressure profile. As seen in Mizuno
et al. (2009), displacement of the initial force-free helical
magnetic field by growth of the CD kink instability leads to
a helically twisted magnetic filament wound around the density
isosurface associated with the n = 1 kink mode wavelength.
In the nonlinear phase, helically distorted density structure
shows rapid transverse growth and disruption of the high-density
plasma column. The behavior in the nonlinear phase is quite
different from the results shown in Mizuno et al. (2009), where
the instability was found to be not disruptive. The difference
should be attributed to a different setup. In Mizuno et al. (2009),
the initial plasma density and pressure were homogeneous so
that the system became matter dominated at the periphery where
the magnetic field decreases. In the present simulations, we
choose the plasma pressure and the density decreasing outward
from the axis together with the magnetic field so that the system
is magnetically dominated in the whole simulation region.

The time evolution of a density isosurface for Ω0 = 1 with
α = 1 (alp1om1) is shown in Figure 4. Here, the displacement
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– Engine is switched gradually off after tinj=3 s.

– The unshocked region is lost

• The unshocked region is refilled from the 
sides:  grows yielding a decrease of .

• To see any effect of the engine variability 
(as suggested by Morsony et al. 2007) the 
injection must be rather long tinj ≳ 20 s.

• Short (tinj ≲ 5 - 10 s) long GRBs will show 
only extrinsic variability (not from the 
engine).

• The shocked region accelerates by 
conversion of thermal-to-kinetic energy, 
being possible to reach ∞ ~200

DYNAMICS AFTER THE ENGINE TURNS OFF

 Model HE16,
profiles along the axis
Mizuta & Aloy (2009)

6 Mizuta & Aloy

Fig. 5.— Density and Lorentz factor contours of the model
HE16N at t = 4 s. Both, the vertical and the horizontal axis
are scaled by R0 = Z0 = 109 cm. By this time, the head of the
jet has already broken out of the progenitor surface, and the bow
shock begins to expand into the ISM.

To drive the discussion, we take as a prototype case
that of model HE16N. The acceleration process of other
models is very similar. Figures 6a-6c show one dimen-
sional profiles of density, pressure, and Lorentz factor
along the polar axis, at different times. These profiles are
qualitatively similar to the ones shown in previous papers
(e.g., Aloy et al. 2002; Morsony et al. 2007). During the
injection the Lorentz factor increases linearly (Fig. 6c),
whereas both the density and pressure decrease as r−3

and r−4 (Fig. 6a, b), respectively. This is not unex-
pected, since the fluid expands radially (almost freely)
in that region, where there are no shocks. Note that
this result differs a bit from models where the genera-
tion of the outflow is considered (Aloy et al. 2000, 2002).
If jet injection conditions are set through a nozzle at a
certain distance to the center, the variability imprinted
by the highly dynamical generation of the jet is erased.
Clearly, this minimizes the number of internal shocks
in the outflowing jet. Aloy et al. (2000) show in their
Fig. 2 that the outflow can accelerate to Lorentz fac-
tors which are smaller than those attained in this work
and in others where jet injection conditions are assumed.
This is because of the modulation in the growth of the
Lorentz factor imposed by the development of Kelvin-
Helmholtz modes in the course of the very early outflow
evolution (Aloy et al. 2002). Nevertheless, models which
consistently include the outflow generation (by thermal
energy deposition), can still accelerate to ultrarelativistic
Lorentz factors at large distance from the source. In such
models the flow is kept hotter than in the present ones
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Fig. 6.— Profiles of the rest-mass density (a), of the pressure (b),
of the bulk Lorentz factor (c), and of hΓ (d) along the polar axis
at times t =1.0, 3.0, 3.5, 4.5 and 5.0 s (see legends), corresponding
to model HE16N.

because of the occurrence of internal shocks already in-
side of the progenitor. However, since the outflow is opti-
cally thick, the thermal energy is not radiated away, but
converted (later) into kinetic energy (Aloy et al. 2000;
Aloy& Mart́ı 2002; Ghisellini et al. 2007).

One can notice that the maximum Lorentz factor is
reached behind the first recollimation shock in the jet
(Figs. 4 and 6c) coinciding with the location of the min-
imum density in the beam of the jet (Figs. 3 and 6a).
Inside of the progenitor star the jet reaches a maximum
Lorentz factor Γ >∼ 100 (see dashed line in Fig. 6c corre-
sponding to t = 3 s). We note that the quick acceleration
to large Lorentz factor happening in the present models
is a direct result of the fact that the flow is injected into
a finite opening angle. Differently, Mizuta et al. (2006),
who injected the jet parallel to the polar axis of the pro-
genitor, did not find such a fast acceleration. In the
later case, the occurrence of recollimation shocks much
closer to the injection nozzle prevents the development

Generic features learned 
from numerical 

simulations of collapsars
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Why do we need magnetic fields to 
grow?

McKinney (2006)

But if there is:

rotation, and seed 
magnetic fields 

(working out time-scales and 
different amplificat. mechanisms)

magnetic fields 
can be terribly 

amplified!               

Jet production
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Obergaulinger, Aloy & Müller (2006); 
see also Takiwaki, Kotake & Sato (2009); 
Nagataki (2009)
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Why do we need magnetic fields to 
grow?

— The B-fields in presupernova models are too small. 

McKinney (2006)

But if there is:

rotation, and seed 
magnetic fields 

(working out time-scales and 
different amplificat. mechanisms)

magnetic fields 
can be terribly 

amplified!               
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blue supergiant 

black hole supershell 

blue supergiant type II supernova 

black hole 

blue supergiant red giant 

blue giant 

type II supernova 

neutron star 

supernova 

black hole 

black hole 

B-field growth in PNS and CC-SNe
(see Moiseenko’s talk) 
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broader context of SNe explosions.
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blue supergiant 
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black hole 
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type II supernova 

neutron star 

supernova 

black hole 

black hole 

B-field growth in PNS and CC-SNe
Progenitors of lGRBs are massive stars, 
whose final fate is determined by their 
mass and metallicity. 
➡ it makes sense to study them in the 

broader context of SNe explosions.
➡ understanding the B-field growth in 

SNe progenitors is key to 
understand the B-field growth in 
lGRB progenitors. 

(see Moiseenko’s talk) 
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B-field growth in PNS and CC-SNe
l field amplification by

l Magneto-rotational instability (MRI)
l Convection
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B-field growth in PNS and CC-SNe
l triggered by differential rotation of the proto-neutron star
l leading to field amplification, turbulence and transport of 

angular momentum

l field amplification by
l Magneto-rotational instability (MRI)
l Convection
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B-field growth in PNS and CC-SNe
l triggered by differential rotation of the proto-neutron star
l leading to field amplification, turbulence and transport of 

angular momentum
l physical issues

l properties of MRI in SNe and interplay with 
explosion dynamics (see Moiseenko’s talk)

l field amplification by
l Magneto-rotational instability (MRI)
l Convection

mode analysis and local 
modelling 

(Obergaulinger, Cerdá-Durán, Müller, Aloy 2009)
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l numerical issues(see, e.g., Obergaulinger et al. 2009)

l modes of short wavelength dominate MRI: 
very fine grid resolution required (~10 m)

l huge parameter space
l apropriate closure modelling of turbulence

l approach: combine local and global modelling, using 
numerical techniques of a very high order of accuracy
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Fig. 23. The post-shock region of models A3B3G5-D0M12 (left quadrants) and A3B3G5-D2M12 (right quadrants) at t ≈ 33.6 ms about 3 ms
after core bounce. Density and magnetic pressure (color-coded) are displayed in the top and bottom quadrants, respectively. Additionally, the
flow field (vectors) and the poloidal field lines of the magnetic field are displayed.

Zwerger & Müller (1997) and Dimmelmeier et al. (2002a,b).
The initial magnetic field is purely poloidal.

Our simulations show significant modifications of the dy-
namics and the GW signal of strongly magnetized cores com-
pared to non-magnetic ones. Magnetic fields are amplified in
some of our models to very large field strengths which are in the
magnetar range (|B| ∼ 1015 G). Such strong magnetic fields ef-
ficiently extract rotational energy from the central core, thereby
triggering a secular post-bounce contraction phase. They also
cause the formation of collimated outflows, which give rise to
distinctive features in the GW signal. Hence, it is in principle
possible to extract information about the degree to which an ex-
plosion has a jet-like character from the GW signal. Further
specific results are:

1. From the initially purely poloidal magnetic field, large
toroidal field components are created by the action of
the differentially rotating core in a so-called Ω dynamo,
the energy of the saturation field being of the order of the
rotational energy of the core. The efficiency of this field
winding process depends on the angular momentum dis-
tribution of the progenitor and the amount of differential

rotation arising during collapse. The latter is determined by
the degree of non-homologous collapse which is sensitively
influenced by the equation of state and the rotation rate. The
saturation fields estimated from the rotational energy of our
collapsed cores are of the order of 1015 G, which are field
strengths expected for magnetars, but not for typical neu-
tron stars. The field amplification process is found to be
less efficient if some magnetic energy is consumed for the
acceleration of matter by dynamically important fields.

2. As MHD instabilities acting on the toroidal field compo-
nent are suppressed due to the assumed axisymmetry, we
are unable to simulate the corresponding field amplifica-
tion processes, and thus may underestimate the saturation
value and the growth rate of the magnetic field. However,
if the entire dynamo process of transforming poloidal and
toroidal fields into one another and their amplification is
mainly driven by differential rotation, the saturation fields
and the growth rates are expected not to exceed those found
in our simulations. We point out that (i) without any sym-
metry restriction fields of similar strengths may arise when
one evolves initially less magnetized cores, and (ii) that the
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Fig. 11. Details of the magnetic field structure of the core at three different times after bounce: t − tb = 9 ms (left), 11.5 ms (middle), and 14 ms
(right), respectively. The ratio of magnetic pressure to thermal pressure Pmag/P is shown color-coded. Thin, white lines are poloidal magnetic field
lines, while the thick, white line marks the neutrino-sphere. The axis labels are in units of km.

resulting elliptic equations are solved using a linear Poisson
solver. The motivation to use CFC is based on the astrophysical
applications envisaged for the code, which do not deviate signifi-
cantly from spherical symmetry. Furthermore, the code incorpo-
rates several equations of state, ranging from simple analytical
expressions to tabulated microphysical equations of state.

We have presented a number of stringent tests of our new
GRMHD numerical code, which are the main focus of this pa-
per. The test calculations demonstrate the ability of the code to
handle properly all aspects appearing in the astrophysical scenar-
ios the code is intended for, namely relativistic shocks, strongly
magnetized fluids, and equilibrium configurations of magnetized
neutron stars. One of the tests the code has passed successfully
is in fact an application, namely the simulation of general rela-
tivistic magneto-rotational core collapse using a realistic stellar
progenitor model and a microphysical equation of state. We have
compared the results obtained by our new code with those of a
previous study based on the passive magnetic-field approxima-
tion, and find good agreement for initially weakly magnetized
progenitors.

Finally, we mention that the new code is also capable of
handling the gravitational collapse leading to the formation of
a black hole. Results for this specific application will be pre-
sented elsewhere. Further extensions of the code that we fore-
see in the near future include the incorporation of a simplified
scheme for neutrino transport (to explore the post-bounce evo-
lution of collapsing magnetized cores more reliably) along with
the implementation of resistive MHD.
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global modelling
(up to 9th order)

closure relations
@teMRI + ~reMRI~v = �MRIeMRI � �parepar

@tepar + ~repar~v = �parepar � "dis

l numerical issues(see, e.g., Obergaulinger et al. 2009)

l modes of short wavelength dominate MRI: 
very fine grid resolution required (~10 m)

l huge parameter space
l apropriate closure modelling of turbulence

l approach: combine local and global modelling, using 
numerical techniques of a very high order of accuracy

l goal: a simple description of the saturation of the MRI as 
a sub-grid model in global simulation
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How are ISs produced?
 The internal shock scenario (Rees & Mészáros 1994, Spada et al. 

2001) is used to explain both blazars and the GRB prompt phase. 

B
H 2>>1

An intermittently working 
central engine ejects shells 

with different velocity
➊

faster shells collide with the 
slower ones (Lcoll) and 

produce internal shocks
➋

➌
particles are accelerated at 

relativistic shocks and 
produce the non-thermal 
radiation (dissipate the 
relative kinetic energy)

1

L0

1v12v2 v

Lcoll ≈ 212L0

Magnetic dissipation has been typically ignored as source of energy                      
see, however, Romanova & Lovelace 1992; Sikora et al. 2005; 

McKiney & Uzdensky 2012  
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Internal shocks (I): cold shells
 A forward and a reverse shock form always (Sari & Piran 1995).
• Reverse shock (RS): compresses the faster shell and decelerates it.
• Forward shock (FS): compresses and sweeps the slower shell.
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The dynamical efficiency of 
the collision depends on the 
relative velocity of the shells.
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 Differently from non-magnetized shells, if the magnetization is large 
enough, a forward rarefaction (FR) rather than a FS forms (Mimica, 
Aloy & Müller 2007).

Internal shocks (II): magnetized shells
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 The dynamical efficiency in collisions of strongly magnetized shells has been 
assessed by Mimica & Aloy (2010). They can induce reconnection & turbulence 
(Zhang & Yan 2011)

Internal shocks (III): magnetized shells

FR

FS
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Internal shocks (III): magnetized shells

➡Maximum : moderately magnetized 
slower shells (σR ≈ 0.2) and highly 
magnetized fast shells (σL ≈ 1). 
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Internal shocks (III): magnetized shells

➡Maximum : moderately magnetized 
slower shells (σR ≈ 0.2) and highly 
magnetized fast shells (σL ≈ 1). 

➡Broad region independent of σL 
because in a collision with such a 
highly magnetized fast shell almost 
all the energy is dissipated by the FS. 
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Internal shocks (III): magnetized shells

➡Maximum : moderately magnetized 
slower shells (σR ≈ 0.2) and highly 
magnetized fast shells (σL ≈ 1). 

➡Broad region independent of σL 
because in a collision with such a 
highly magnetized fast shell almost 
all the energy is dissipated by the FS. 

➡No FS: only the RS dissipates the 
initial energy ( slightly drops). 
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(Zhang & Yan 2011)

Internal shocks (III): magnetized shells

➡Maximum : moderately magnetized 
slower shells (σR ≈ 0.2) and highly 
magnetized fast shells (σL ≈ 1). 

➡Broad region independent of σL 
because in a collision with such a 
highly magnetized fast shell almost 
all the energy is dissipated by the FS. 

➡No FS: only the RS dissipates the 
initial energy ( slightly drops). 

➡The transition between the regime 
where the two shocks operate or only 
the RS exists is smooth, becase near 
the transition region the energy is 
mostly dissipated by the RS.
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Afterglow dynamics
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Afterglow dynamics
•   Simulations of jet dynamics during the AG are usually done separately from 

the earlier stages, because of the huge dynamical range.
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Afterglow dynamics
•   Simulations of jet dynamics during the AG are usually done separately from 

the earlier stages, because of the huge dynamical range.

•   Typically: initial conditions for the GRB jet during the AG are a conical wedge 
of half-opening angle 0 taken out of the spherical BM solution. 

Observational signature of GRB jets
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Figure 8. Lab-frame density stratification snapshots of the 2D simulation at 147 days (left), 256 days (center), and 372 days (right panel).
(A color version of this figure is available in the online journal.)

flux, which should be generated from regions with Γ ∼ 20,
is shifted to a lower tobs. That can be in part compensated by
adding the contribution coming from the jet decelerating with
20 ! Γ ! 200, computed by mapping in the radiation code a
BMK self-similar solution. As shown in Figure 7 (right), the
sum of the synthetic flux with 20 ! Γ ! 200 and the flux
computed from the results of the simulation with 1 ! Γ ! 20
produces a valley (shallower for increasing resolutions) for
tobs ∼ 1 day. This artificial feature is due to relaxation from
the initial conditions to the numerical solution and gradually
disappears as the resolution is increased. A comparison between
the light curve computed from the 1D simulation (with k = 0)
and the semianalytical calculations from Granot & Sari (2002)
is shown in Appendix A.

4.4. Two-dimensional Simulations for k = 0

Figure 8 shows snapshots representing the early evolutionary
stages of the jet density. During the relativistic phase, there is
only modest lateral expansion. As portions of the jet expand
laterally, a rarefaction front moves toward the jet axis. The
strong shear present at the contact discontinuity drives shearing
instabilities that have, however, a negligible effect on the shock
dynamics and afterglow radiation coming from the jet. At the
jet break time t = tJB ∼ 8.7 yr, the lateral expansion becomes
more vigorous, and at later stages (on times "tNR) the jet slowly
converges to a spherical shape. Although it is not possible
to make a quantitative comparison, our results qualitatively
resemble those of Zhang & MacFadyen (2009, see their Figure 2
for a direct comparison) as well as those of Granot et al. (2001).

While theoretical arguments (Gruzinov 2000; Wang et al.
2002) seem to indicate that the shock front should be stable
to linear perturbations for either a uniform or a wind density
profile of the ambient medium, recent simulations by Meliani

& Keppens (2010) observe the development of instabilities in
the shock front. The development of similar instabilities is also
observed by De Colle et al. (2011) relative to the case of a
stratified medium with k = 2, while it is not observed in
the simulations presented in this paper (despite using the same
HLL Riemann solver as Meliani & Keppens 2010 and similar
initial conditions), consistently with the results by Zhang &
MacFadyen (2009). The different results in the simulation seem
to imply a numerical origin for the instabilities observed by
Meliani & Keppens (2010), although further investigation is
needed to better understand the problem.

The afterglow light curves computed from our 2D jet simula-
tion assume that the observer is located along the jet symmetry
axis (θobs = 0). To facilitate comparison with the results of
Zhang & MacFadyen (2009), we choose the same parameters
for the afterglow calculation: εB = εe = 0.1, z = 1, and
p = 2.5, in addition to the same values for the parameters to
determine the hydrodynamics (Eiso = 1053 erg, next = 1 cm−3,
and θ0 = 0.2 rad).

As in the 1D case, the afterglow emission (Figure 9) shows
a shallow valley at t " 1 day, owing to a lack of resolution
into the region immediately behind the high-relativistic shock.
Figure 9 (lower panel) shows a comparison with a 2D “wedge”
(computed by using a 1D simulation mapped on a wedge
with θ ! 0.2; the finite resolution of this 1D simulation is
affecting the light curves at the earliest times as shown in
Figure 9). Before the jet break time, the 2D light curve from
the simulation is very similar to that from a 2D wedge with the
same (initial) isotropic energy, indicating that little sideways
expansion takes place before the jet break, in agreement with
previous analytical (e.g., Rhoads 1999) and numerical (Granot
et al. 2001) results. After the jet break time, however, the
flux from the 2D simulation becomes lower than that for
the corresponding wedge, and the difference between the two
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Afterglow dynamics
•   Simulations of jet dynamics during the AG are usually done separately from 

the earlier stages, because of the huge dynamical range.

•   Typically: initial conditions for the GRB jet during the AG are a conical wedge 
of half-opening angle 0 taken out of the spherical BM solution. 

•   Since the angular size of regions that are casually connected in the lateral 
direction is ∼1/, a BM wedge should not evolve significantly while  ≫ 1/0 

➡ If 0 ≫ 1/0 ⇒ the evolution is insensitive to the choice of 0 
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Figure 8. Lab-frame density stratification snapshots of the 2D simulation at 147 days (left), 256 days (center), and 372 days (right panel).
(A color version of this figure is available in the online journal.)

flux, which should be generated from regions with Γ ∼ 20,
is shifted to a lower tobs. That can be in part compensated by
adding the contribution coming from the jet decelerating with
20 ! Γ ! 200, computed by mapping in the radiation code a
BMK self-similar solution. As shown in Figure 7 (right), the
sum of the synthetic flux with 20 ! Γ ! 200 and the flux
computed from the results of the simulation with 1 ! Γ ! 20
produces a valley (shallower for increasing resolutions) for
tobs ∼ 1 day. This artificial feature is due to relaxation from
the initial conditions to the numerical solution and gradually
disappears as the resolution is increased. A comparison between
the light curve computed from the 1D simulation (with k = 0)
and the semianalytical calculations from Granot & Sari (2002)
is shown in Appendix A.

4.4. Two-dimensional Simulations for k = 0

Figure 8 shows snapshots representing the early evolutionary
stages of the jet density. During the relativistic phase, there is
only modest lateral expansion. As portions of the jet expand
laterally, a rarefaction front moves toward the jet axis. The
strong shear present at the contact discontinuity drives shearing
instabilities that have, however, a negligible effect on the shock
dynamics and afterglow radiation coming from the jet. At the
jet break time t = tJB ∼ 8.7 yr, the lateral expansion becomes
more vigorous, and at later stages (on times "tNR) the jet slowly
converges to a spherical shape. Although it is not possible
to make a quantitative comparison, our results qualitatively
resemble those of Zhang & MacFadyen (2009, see their Figure 2
for a direct comparison) as well as those of Granot et al. (2001).

While theoretical arguments (Gruzinov 2000; Wang et al.
2002) seem to indicate that the shock front should be stable
to linear perturbations for either a uniform or a wind density
profile of the ambient medium, recent simulations by Meliani

& Keppens (2010) observe the development of instabilities in
the shock front. The development of similar instabilities is also
observed by De Colle et al. (2011) relative to the case of a
stratified medium with k = 2, while it is not observed in
the simulations presented in this paper (despite using the same
HLL Riemann solver as Meliani & Keppens 2010 and similar
initial conditions), consistently with the results by Zhang &
MacFadyen (2009). The different results in the simulation seem
to imply a numerical origin for the instabilities observed by
Meliani & Keppens (2010), although further investigation is
needed to better understand the problem.

The afterglow light curves computed from our 2D jet simula-
tion assume that the observer is located along the jet symmetry
axis (θobs = 0). To facilitate comparison with the results of
Zhang & MacFadyen (2009), we choose the same parameters
for the afterglow calculation: εB = εe = 0.1, z = 1, and
p = 2.5, in addition to the same values for the parameters to
determine the hydrodynamics (Eiso = 1053 erg, next = 1 cm−3,
and θ0 = 0.2 rad).

As in the 1D case, the afterglow emission (Figure 9) shows
a shallow valley at t " 1 day, owing to a lack of resolution
into the region immediately behind the high-relativistic shock.
Figure 9 (lower panel) shows a comparison with a 2D “wedge”
(computed by using a 1D simulation mapped on a wedge
with θ ! 0.2; the finite resolution of this 1D simulation is
affecting the light curves at the earliest times as shown in
Figure 9). Before the jet break time, the 2D light curve from
the simulation is very similar to that from a 2D wedge with the
same (initial) isotropic energy, indicating that little sideways
expansion takes place before the jet break, in agreement with
previous analytical (e.g., Rhoads 1999) and numerical (Granot
et al. 2001) results. After the jet break time, however, the
flux from the 2D simulation becomes lower than that for
the corresponding wedge, and the difference between the two
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Afterglow dynamics
•   Simulations of jet dynamics during the AG are usually done separately from 

the earlier stages, because of the huge dynamical range.

•   Typically: initial conditions for the GRB jet during the AG are a conical wedge 
of half-opening angle 0 taken out of the spherical BM solution. 

•   Since the angular size of regions that are casually connected in the lateral 
direction is ∼1/, a BM wedge should not evolve significantly while  ≫ 1/0 

➡ If 0 ≫ 1/0 ⇒ the evolution is insensitive to the choice of 0 
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Figure 8. Lab-frame density stratification snapshots of the 2D simulation at 147 days (left), 256 days (center), and 372 days (right panel).
(A color version of this figure is available in the online journal.)
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computed from the results of the simulation with 1 ! Γ ! 20
produces a valley (shallower for increasing resolutions) for
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the initial conditions to the numerical solution and gradually
disappears as the resolution is increased. A comparison between
the light curve computed from the 1D simulation (with k = 0)
and the semianalytical calculations from Granot & Sari (2002)
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more vigorous, and at later stages (on times "tNR) the jet slowly
converges to a spherical shape. Although it is not possible
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for a direct comparison) as well as those of Granot et al. (2001).
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2002) seem to indicate that the shock front should be stable
to linear perturbations for either a uniform or a wind density
profile of the ambient medium, recent simulations by Meliani

& Keppens (2010) observe the development of instabilities in
the shock front. The development of similar instabilities is also
observed by De Colle et al. (2011) relative to the case of a
stratified medium with k = 2, while it is not observed in
the simulations presented in this paper (despite using the same
HLL Riemann solver as Meliani & Keppens 2010 and similar
initial conditions), consistently with the results by Zhang &
MacFadyen (2009). The different results in the simulation seem
to imply a numerical origin for the instabilities observed by
Meliani & Keppens (2010), although further investigation is
needed to better understand the problem.

The afterglow light curves computed from our 2D jet simula-
tion assume that the observer is located along the jet symmetry
axis (θobs = 0). To facilitate comparison with the results of
Zhang & MacFadyen (2009), we choose the same parameters
for the afterglow calculation: εB = εe = 0.1, z = 1, and
p = 2.5, in addition to the same values for the parameters to
determine the hydrodynamics (Eiso = 1053 erg, next = 1 cm−3,
and θ0 = 0.2 rad).

As in the 1D case, the afterglow emission (Figure 9) shows
a shallow valley at t " 1 day, owing to a lack of resolution
into the region immediately behind the high-relativistic shock.
Figure 9 (lower panel) shows a comparison with a 2D “wedge”
(computed by using a 1D simulation mapped on a wedge
with θ ! 0.2; the finite resolution of this 1D simulation is
affecting the light curves at the earliest times as shown in
Figure 9). Before the jet break time, the 2D light curve from
the simulation is very similar to that from a 2D wedge with the
same (initial) isotropic energy, indicating that little sideways
expansion takes place before the jet break, in agreement with
previous analytical (e.g., Rhoads 1999) and numerical (Granot
et al. 2001) results. After the jet break time, however, the
flux from the 2D simulation becomes lower than that for
the corresponding wedge, and the difference between the two
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Afterglow dynamics
Observational signature of GRB jets

Main results:
• Lateral expansion: slower than expected analytically.

analytic: =0exp[(t-t0)/tSNT]

Zhang & MacFadyen  (2009)
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Figure 3. Time evolution of the jet opening angle. The opening angles inside
which a certain percentage of the total energy, excluding rest mass energy,
resides are shown for 50% (solid line), 90% (long dashed line), 95% (dotted
line), and 99% (dashed line) of the total energy. Also shown in dash-dotted line
is an analytic formula, θ = θ0e

c(t−t0)/lSNT .

spreading of energy to large angles happens very slowly. It takes
∼10–20 years for the jet to be somewhat spherical. The approach
to a spherical blast wave and the Sedov–von Neumann–Taylor
solution is a very slow process.

The angular distribution of the total energy, excluding rest
mass energy at t = 0, tθ ≈ 373 days, tNR ≈ 970 days, 5tNR ≈
13 yr and 150 yr is shown in Figure 4. The outflow evolves
from a jet with an opening angle of θ0 = 0.2 into an isotropic
blast wave. At t = 5tNR ≈ 13 yr, the energy per unit sold angle
varies by about an order of magnitude between the axis and the
equator. During the evolution, the angular energy distribution
is not in any kind of universal profile. In particular, the outflow
does not resemble a top-hat jet.

The very little sideways expansion we find is in agreement
with the results of previous numerical simulations (Granot et al.
2001; Cannizzo et al. 2004). Figure 3 shows that the opening
angle grows logarithmically over time. However, analytic work
(Rhoads 1999; Sari et al. 1999) has predicted that the jet opening
angle should grow exponentially, θ ∼ ec(t−t0)/lSNT (Figure 3).
Thus, according to these analytic estimates, the transition from
jetlike to spherical-like takes place over practically no time. Why
does the jet spread so rapidly in the analytic work compared with
that in the numerical simulations? The main reason is that the
jet in analytic work is assumed to have an unrealistic top-hat
distribution as a function of angle. As it expands sideways,
the top-hat jet has more and more working surface, which in
turn rapidly decreases the Lorentz factor. Since the speed of
the sideways expansion depends upon the Lorentz factor, the
sideways expansion of a top-hat jet becomes a runaway process,
which grows exponentially. In fact, the jet is far from top-hat
during the sideways expansion (Figure 4). The information of
the existence of surrounding medium outside the jet opening
angle propagates toward the axis as a rarefaction wave, which
moves at the sound speed in the local rest frame. The part
of the jet that the rarefaction has not reached will behave
exactly like a spherical outflow and continue to expand radially.
The part of the jet that is affected laterally by the jet edge
is inside a rarefaction wave, which has a more complicated
angular profile than a top-hat. Moreover, the reverse shock
which appears in the early stages further slows down the
sideways expansion. Can numerical simulations underestimate
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Figure 4. Angular distribution of energy. Different lines are for different times:
t = 0 (solid line), tθ ≈ 373 days (dash-dotted line), tNR ≈ 970 days (dash–dot–
dot line), 5tNR ≈ 13 yr (dotted line), and 150 yr (dashed line).

the rate of sideways expansion? We believe that it is unlikely.
In fact, numerical simulations tend to overestimate the rate of
sideways expansion of relativistically moving material due to
the inevitable numerical viscosity (Zhang & MacFadyen 2006).
Also the Blandford–McKee solution is very challenging for
numerical simulations due to its extremely thin structure behind
the shock. The Lorentz factor of the material just behind the
shock tends to be lower than the analytic Blandford–McKee
solution (Figure 5). This will also increase the rate of sideways
expansion numerically. Hence, we conclude that the runaway
lateral expansion derived in the analytic work does not exist in
reality and the sideways expansion is a slow process.

Figure 5 shows the time evolution of various properties of the
fluid just behind the forward shock: the position of the shock
front, the product of the Lorentz factor and radial velocity,
and the internal energy density at various angles: θ = 0,
0.19, and π/4. Also shown are the Blandford–McKee solution
and Sedov–von Neumann–Taylor solution for comparison. It
is shown that the outflow can be approximately described by
the Blandford–McKee solution at early times (t < tNR ≈
970 days) and the Sedov–von Neumann–Taylor solution at
late times (t > 5tNR ≈ 5000 days). And the transition takes
place over a period of ∼4tNR. It is striking that the Blandford–
McKee solution is valid for the material near the jet axis until
the time when the Lorentz factor decreases almost to 1. Note
that the assumption of ultrarelativistic velocity upon which the
Blandford–McKee solution is based has become invalid before
that time. It should also be noted that even with 16 levels of
mesh refinement, the simulation still suffers from insufficient
resolution at early times.

The results of our hydrodynamic simulation are summarized
as follows. (1) The initial condition of the jet is described by
the Blandford–McKee solution. (2) The jet slows down as it
sweeps up the surrounding medium. (3) At t ∼ tθ , the jet
starts to undergo sideways expansion, but at a rate much slower
than the exponential growth predicted by analytic work. (4) The
jet becomes nonrelativistic and the Blandford–McKee solution
breaks down at t ∼ tNR. (5) The outflow becomes more and
more spherical and undergoes a slow transition into the Sedov–
von Neumann–Taylor solution. (6) After t ∼ 5tNR, the outflow
is close to spherical and can be described by the Newtonian
Sedov–von Neumann–Taylor solution.
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Main results:
• Lateral expansion: slower than expected analytically.
• Instability of the shock front for >15.

analytic: =0exp[(t-t0)/tSNT]

Zhang & MacFadyen  (2009)
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Figure 3. Time evolution of the jet opening angle. The opening angles inside
which a certain percentage of the total energy, excluding rest mass energy,
resides are shown for 50% (solid line), 90% (long dashed line), 95% (dotted
line), and 99% (dashed line) of the total energy. Also shown in dash-dotted line
is an analytic formula, θ = θ0e

c(t−t0)/lSNT .

spreading of energy to large angles happens very slowly. It takes
∼10–20 years for the jet to be somewhat spherical. The approach
to a spherical blast wave and the Sedov–von Neumann–Taylor
solution is a very slow process.

The angular distribution of the total energy, excluding rest
mass energy at t = 0, tθ ≈ 373 days, tNR ≈ 970 days, 5tNR ≈
13 yr and 150 yr is shown in Figure 4. The outflow evolves
from a jet with an opening angle of θ0 = 0.2 into an isotropic
blast wave. At t = 5tNR ≈ 13 yr, the energy per unit sold angle
varies by about an order of magnitude between the axis and the
equator. During the evolution, the angular energy distribution
is not in any kind of universal profile. In particular, the outflow
does not resemble a top-hat jet.

The very little sideways expansion we find is in agreement
with the results of previous numerical simulations (Granot et al.
2001; Cannizzo et al. 2004). Figure 3 shows that the opening
angle grows logarithmically over time. However, analytic work
(Rhoads 1999; Sari et al. 1999) has predicted that the jet opening
angle should grow exponentially, θ ∼ ec(t−t0)/lSNT (Figure 3).
Thus, according to these analytic estimates, the transition from
jetlike to spherical-like takes place over practically no time. Why
does the jet spread so rapidly in the analytic work compared with
that in the numerical simulations? The main reason is that the
jet in analytic work is assumed to have an unrealistic top-hat
distribution as a function of angle. As it expands sideways,
the top-hat jet has more and more working surface, which in
turn rapidly decreases the Lorentz factor. Since the speed of
the sideways expansion depends upon the Lorentz factor, the
sideways expansion of a top-hat jet becomes a runaway process,
which grows exponentially. In fact, the jet is far from top-hat
during the sideways expansion (Figure 4). The information of
the existence of surrounding medium outside the jet opening
angle propagates toward the axis as a rarefaction wave, which
moves at the sound speed in the local rest frame. The part
of the jet that the rarefaction has not reached will behave
exactly like a spherical outflow and continue to expand radially.
The part of the jet that is affected laterally by the jet edge
is inside a rarefaction wave, which has a more complicated
angular profile than a top-hat. Moreover, the reverse shock
which appears in the early stages further slows down the
sideways expansion. Can numerical simulations underestimate
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Figure 4. Angular distribution of energy. Different lines are for different times:
t = 0 (solid line), tθ ≈ 373 days (dash-dotted line), tNR ≈ 970 days (dash–dot–
dot line), 5tNR ≈ 13 yr (dotted line), and 150 yr (dashed line).

the rate of sideways expansion? We believe that it is unlikely.
In fact, numerical simulations tend to overestimate the rate of
sideways expansion of relativistically moving material due to
the inevitable numerical viscosity (Zhang & MacFadyen 2006).
Also the Blandford–McKee solution is very challenging for
numerical simulations due to its extremely thin structure behind
the shock. The Lorentz factor of the material just behind the
shock tends to be lower than the analytic Blandford–McKee
solution (Figure 5). This will also increase the rate of sideways
expansion numerically. Hence, we conclude that the runaway
lateral expansion derived in the analytic work does not exist in
reality and the sideways expansion is a slow process.

Figure 5 shows the time evolution of various properties of the
fluid just behind the forward shock: the position of the shock
front, the product of the Lorentz factor and radial velocity,
and the internal energy density at various angles: θ = 0,
0.19, and π/4. Also shown are the Blandford–McKee solution
and Sedov–von Neumann–Taylor solution for comparison. It
is shown that the outflow can be approximately described by
the Blandford–McKee solution at early times (t < tNR ≈
970 days) and the Sedov–von Neumann–Taylor solution at
late times (t > 5tNR ≈ 5000 days). And the transition takes
place over a period of ∼4tNR. It is striking that the Blandford–
McKee solution is valid for the material near the jet axis until
the time when the Lorentz factor decreases almost to 1. Note
that the assumption of ultrarelativistic velocity upon which the
Blandford–McKee solution is based has become invalid before
that time. It should also be noted that even with 16 levels of
mesh refinement, the simulation still suffers from insufficient
resolution at early times.

The results of our hydrodynamic simulation are summarized
as follows. (1) The initial condition of the jet is described by
the Blandford–McKee solution. (2) The jet slows down as it
sweeps up the surrounding medium. (3) At t ∼ tθ , the jet
starts to undergo sideways expansion, but at a rate much slower
than the exponential growth predicted by analytic work. (4) The
jet becomes nonrelativistic and the Blandford–McKee solution
breaks down at t ∼ tNR. (5) The outflow becomes more and
more spherical and undergoes a slow transition into the Sedov–
von Neumann–Taylor solution. (6) After t ∼ 5tNR, the outflow
is close to spherical and can be described by the Newtonian
Sedov–von Neumann–Taylor solution.

Z. Meliani and R. Keppens: Instabilities in relativistic blast waves

Fig. 2. The variation in the Lorentz factor at the front shock against
angle θ, at various times in the blast wave evolution.

Fig. 3. The variation in the radial position of the frontal shock, normal-
ized to show a maximum unit value at each time, as a function of angle
θ from axis. This shows the front deformation with time.

Fig. 4. The variation in meridional speed at the shock front with angle
θ, at several times.

deformation becomes pronounced when the radial speed drops
to about of the lateral speed, and increases the blast-wave work-
ing surface and the distance traversed by spreading matter. This
is all in full agreement with previous simulations (Granot et al.
2001; Cannizzo et al. 2004; Zhang & MacFadyen 2009). The
rarefaction front reaches the axis after tlocal ! 115.536 days. By
this time, the blast-wave has decelerated to γ = 1.09 at the axis
(near-Newtonian phase). In Fig. 4, we quantify the meridional
speed at the front of the shell for several times, to illustrate the
propagation of the rarefaction wave. The meridional stratifica-
tion of the blast wave decays when the Lorentz factor decreases
to the point that causality links all parts of the shell together.
In this near-Newtonian phase, energy becomes uniformly dis-
tributed throughout the shell.

Fig. 5. The shell edge at various times, increasing from bottom to top.
This shows the small-scale instability development and evolution.

4. Instability development in relativistic shocks
The most novel discoveries of our simulation are from the de-
tails of the initial evolutionary phase, where we now demonstrate
that during the blast-wave deceleration, a ram pressure instabil-
ity develops. This instability is found only while the blast wave
speed remains relativistic, and disappears when its Lorentz fac-
tor becomes γ < 3 at time tlocal ! 187 days (or observer time
tobs ! 53 h, as determined from ∆tobs = ∆tlocal − ∆R/c). Figure 5
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Observational signature of GRB jets

Afterglow dynamics
Main results:
• Lateral expansion: slower than expected analytically.
• Instability of the shock front for >15.

Mimica et al. (2009, 2010)
uniform CBM

Mimica & Giannios (2011)
realistic CBM

• Magnetic fields affect the jet dynamics 
(deceleration) and (synch.) emission. 

• From 1D models we get:

• the late evolution of strongly RMHD 
shells resembles that of HD shells 

• the magnetization is key in the onset 
of the FS emission. 
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Early afterglow
 Long standing issue: do afterglows result from magnetized or 

unmagnetized ejecta sweeping the interstellar medium (ISM)?.

Observational signature of GRB jets
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Early afterglow
 Long standing issue: do afterglows result from magnetized or 

unmagnetized ejecta sweeping the interstellar medium (ISM)?.

Observational signature of GRB jets

Mimica, Giannios & Aloy: Deceleration of arbitrarily magnetized GRB ejecta 7

4.3. Dissipation by the reverse shock

Our simulations can quantitatively answer the question of how

much energy is dissipated when the reverse shock propagates

into ejecta of different magnetization σ0 and parameter ξ. For

practical reasons the simulations are limited to a few models.4

On the other hand, they can be used to evaluate the accuracy

and limitations of previous (semi-)analytical studies (Fan et al.

2004; Zhang & Kobayashi 2005; Giannios et al. 2008) and use

them as a tool to explore a larger parameter space of ξ and σ0.

The “continuous flow” models with σ0 = 1 and σ0 = 3
describe spherical flows of constant (as functions of radius) lu-

minosity L, magnetization σ0 and Lorentz factor γ0 that col-

lide with a uniform external medium with number density ne.

Initially the interface of the two media is set at some distance

r0 (see Section 3 for the choice of r0) and the system is let

to evolve. With these models we can focus on the interface

of interaction between the shell and the external medium and,

therefore, we can track in great detail the formation and the

strengthening of the reverse shock with time (or equivalently

radius). This kind of set up allows us to follow the strength of

the reverse shock for different “equivalent thickness” of shells

in a single simulation.The idea behind the equivalent thickness

is to measure the penetration distance from the contact discon-

tinuity to the reverse shock and to assume a shell of the initial

thickness ∆0 equal to this distance. Then we can use Eq. (1) to

obtain the equivalent ξ of the assumed shell. The consequence
of this is that the more the reverse shock penetrates the flow,

the thicker equivalent shell it probes for the fixed magnetiza-

tion σ0. We define equivalent ξ as (taking into account that
E ! L∆0/c)

ξeq :=

(

3L

4πnempc3

)1/6

∆
−1/3
0
γ−4/3
0

(8)

one can see that thicker equivalent shell corresponds to lower

ξ. Effectively, a run of a continuous flow model probes a line

of constant σ0 in the ξ − σ0 plane shown in fig. 4.
A convenient measure of the strength of the reverse shock

is the relative Lorentz factor γrel of the unshocked ejecta with

respect to the shocked ejecta (Eq. 5). In Fig. 4, we mark the

locations where the γrel becomes 1.04, 1.1, 1.25 respectively.

We have argued in (Giannios et al. 2008) that for rrs # rc, the

magnetization of the flow cannot prevent the formation of a

shock into the ejecta and vice versa. The curve defined by set-

ting rrs = rc (thick black line in Fig. 4) can thus be used as a

proxy to mark the region where a reverse shock forms.

As one can see in Fig. 4, the region of existence of reverse

shock is larger than that estimated by Giannios et al. (2008).

The reason lies on the late RS formation that has been revealed

4 Each simulation takes between 50 and 200 thousand hours of

computer time using between 32 and 320 processors (depending

whether we compute thin, thick or continuous flow models) on Mare

Nostrum (http://www.bsc.es/plantillaA.php?cat id=5).

The typical external storage requirements of one model vary between

10 (thin) and 100 (thick models) gigabytes, since relatively frequent

output of the fluid state is needed in order to obtain a satisfactory

coverage of the fluid evolution needed for the post-processing

calculations.
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Fig. 4. Energy dissipation in the reverse shock in the ξ − σ0
parameter space. The circles, diamonds and asterisks mark the

equivalent ξ of the shell for which the relative Lorentz factor
γrel of the shocked ejecta with respect to the unshocked ejecta

becomes 1.04, 1.1 and 1.25 respectively. The dotted curves

show the region probed by the σ0 = 1 and σ0 = 3 simula-
tions. The solid line marks the “no reverse shock boundary”

as estimated by (Giannios et al. 2008). In the “weak/no reverse

shock dissipation” region, the shock converts less than ∼ 0.3%
of the total energy of the shell into heat.

by the numerical simulations. This effect was unaccounted by

our previous analytic estimates. However, the analytic predic-

tion that the reverse shock emission from models whose pa-

rameters are in the region rrs ∼ rc would not be observed is still
qualitatively valid, since the dissipation from the shock is weak.

On the solid line γrel ∼ 1.1 and grows larger only for smaller
values of ξ. For a γrel ∼ 1.1, the shock converts only a fraction
of ∼ fb(γrel − 1)/(1 + σ0) # 0.1 of the energy of the shell into

heat. Here fb ∼ 0.3 for σ0 ∼ 1 (see e.g., Zhang & Kobayashi
2005). Integrating the thermal energy in the shocked shell for

the snapshot for which γrel = 1.1, we find that it accounts only

for ∼ 0.3% and ∼ 0.1% of the total energy of the shocked shell
in the σ0 = 1 and σ0 = 3 runs respectively. This reveals that
the shock, though there, still dissipates very weakly “above”

the solid line of Fig. 4.

4.4. Rescaling of the results to arbitrarily high γ0

Our simulations correspond to an ultrarelativistic shell of ma-

terial interacting with the external medium that has the qual-

itative characteristics expected at the onset of the afterglow

phase of the GRB ejecta. Nevertheless, they have two param-

eters that are unrealistic with respect to what is expected in a

GRB; namely the initial bulk Lorentz factor γ0 and the thick-
ness of the shell ∆0. GRBs are believed to originate from flows

with γ0>∼100, while the thickness of the flow is likely connected
to the observed duration of the burst through∆0 ∼ ctGRB <∼10

13

cm. However, numerical reasons forced us to simulate shells

which have γ0 ∼ 15 and ∆0 ∼ 1015 − 1016 cm. In this section

Mimica, Giannios, Aloy (2009)

�0 :=
B2

0

4⇡�0⇢0c2

⇠ = 0.73
E1/6

53

n1/6
0 �1/2

12 �4/3
2.5

     Our simulations have 
quantified which is the 
approximate magnetization 
of the ejecta (o) to allow 
for the production of a 
reverse shock, which may 
accelerate particles, whose 
optical emission (optical 
flash) is envisioned to be 
the signature of such 
shock.
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Summary and conclusions
• Numerical simulations of GRB jets 

– challenging (multiscale + multiphysics problem). 

– validate our theoretical models of the foremost pieces of the GRB puzzle: 
central engine, ultrarelativistic flow, and ejecta long term evolution.

– releasing thermal energy an ultrarelativistic outflow can be formed. 

– the jet collimation depends strongly on an assumed stellar progenitor (pre-
SN) + HD evolution of a fast rotator (rotation law + strength).
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Summary and conclusions

• in GRB progenitors is key to shape the dynamics and 
observational signature of relativistic outflows.

• happens at the expense of the available kinetic energy.

• Numerical simulations of GRB jets 
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– releasing thermal energy an ultrarelativistic outflow can be formed. 

– the jet collimation depends strongly on an assumed stellar progenitor (pre-
SN) + HD evolution of a fast rotator (rotation law + strength).

• Magnetic fields: with the appropriate topology and strength can launch jets. 

– Growth
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Summary and conclusions

• in GRB progenitors is key to shape the dynamics and 
observational signature of relativistic outflows.

• happens at the expense of the available kinetic energy.

• set by resistive effects and parasitic instabilities. 
• emag ~ ekin locally, implying Bmax~1016 G.
• Brms ~ few x 1015 G ⇒ limited dynamical impact (deceleration of 

the shear flow, disruption of KH vortices, launching of outflows).

• Numerical simulations of GRB jets 

– challenging (multiscale + multiphysics problem). 

– validate our theoretical models of the foremost pieces of the GRB puzzle: 
central engine, ultrarelativistic flow, and ejecta long term evolution.
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– Growth

– Saturation 

martes 30 de octubre de 12
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• in GRB progenitors is key to shape the dynamics and 
observational signature of relativistic outflows.

• happens at the expense of the available kinetic energy.

• set by resistive effects and parasitic instabilities. 
• emag ~ ekin locally, implying Bmax~1016 G.
• Brms ~ few x 1015 G ⇒ limited dynamical impact (deceleration of 

the shear flow, disruption of KH vortices, launching of outflows).

• Numerical simulations of GRB jets 

– challenging (multiscale + multiphysics problem). 

– validate our theoretical models of the foremost pieces of the GRB puzzle: 
central engine, ultrarelativistic flow, and ejecta long term evolution.

– releasing thermal energy an ultrarelativistic outflow can be formed. 

– the jet collimation depends strongly on an assumed stellar progenitor (pre-
SN) + HD evolution of a fast rotator (rotation law + strength).

• Magnetic fields: with the appropriate topology and strength can launch jets. 

– Growth

– Saturation 

– Given the high resolution imposed by weak initial fields, a careful treatment 
should go beyond the limit of ideal MHD, involving, e.g., the formulation of a 
turbulence model for the unresolved magnetic fields + resistive processes.
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