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Glasses

3. Non-spherical shapes

Shannon (1948)

Signals → High dimensional spheres

Random close packing (RCP)

Bernal packings (1960)

2. High-dimensional packings

1. Edwards ensemble for grains 
and glass theory

Applications

Random packings of hard spheres

Volume fraction Force distribution
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Z(X,T ) =

Z
exp[�W(~x)/X] exp[�H(~x,

~

f)/T ]D~xD ~

f

Edwards and Oakeshott, Physica A (1989)

Theoretical approach I: Statistical mechanics (Edwards’ ensemble)

Minimize volume (X=0) with constraint of force balance 
(T=0) and non-overlaping.

OPTIMIZATION STATISTICAL PHYS EDWARDS
instance sample packing

cost function energy volume

optimal configuration ground state RCP at X=0

minimal cost ground state energy minimal volume

Constraint optimization problem
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Parisi and Zamponi (2010)

Theoretical approach II: Mean field theory of jammed hard-sphere 
(remnant of RSB solution from replica theory)

Jammed states: J-line

• Approach jamming from the liquid phase.
• Predict a range of RCP densities 
• Mean field theory based on RSB solution in the glass 
phase.

Replica theory: jammed states are
the infinite pressure limit of metastable

hard sphere glasses 

[�th,�GCP] ⇡ [0.64, 0.68]

liquid state

splits

max{⌃+ s}

s ! 0
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�GCP = 0.68
�th = 0.64

�
onset

�fcc = 0.74�MRJ �c

0.64± 0.04
6%

max{S}

max{⌃+ s} s ! 0
�RCP = �J

(un)Commonalities between Edwards ensemble and RT: 3d

�K = 0.62

�d = 0.58

�edw = 6/(6 + 2
p
3)�RLP = 4/(4 + 2

p
3)

8 densities in
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Very difficult in practice: very small range for 3d equal-size spheres

�GCP = 0.68

�th = 0.64

�
onset

�fcc = 0.74

�edw = 6/(6 + 2
p
3)

�RLP = 4/(4 + 2
p
3)

�RCP

�MRJ

�c
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FIG. 1 (From (Skoge et al., 2006)) Evolution of the pressure during compression at rate γ in d = 3 (left) and d = 4 (right).
The density ϕ is increased at rate γ and the reduced pressure p(ϕ) = βP/ρ is measured during the process. See (Skoge et al.,

2006) for details. The quantity ϕ̃j(ϕ) = p(ϕ)ϕ
p(ϕ)−d is plotted as a function of ϕ. If the system jams at density ϕj , p → ∞ and

ϕ̃j → ϕj . Thus the final jamming density is the point where ϕ̃j(ϕ) intersects the dot-dashed line ϕ̃j = ϕ. (Left) The dotted
line is the liquid (Percus-Yevick) equation of state. The curves at high γ follow the liquid branch at low density; when they
leave it, the pressure increases faster and diverges at ϕj . The curves for lower γ show first a drop in the pressure, which signals
crystallization. (Right) All the curves follow the liquid equation of state (obtained from Eq.(9) of (Bishop and Whitlock, 2005))
and leave it at a density that depends on γ. In this case no crystallization is observed. For γ = 10−5 the dot-dashed line is a
fit to the high-density part of the pressure (glass branch). The arrow marks the region where the pressure crosses over from
the liquid to the glass branch.

framework of equilibrium statistical mechanics. We start
by discussing some algorithms that are commonly used to
construct amorphous packings. Then we argue that the
final states reached by these algorithms are well defined
metastable states whose properties can be investigated
by a “static” computation (i.e. without any knowledge of
the dynamical process that generated the packings). This
point is very delicate and is receiving a lot of attention
in the context of optimization problems (Krzakala and
Kurchan, 2007), where it has not yet been solved. The
discussion that follows is tentative and the problem surely
deserves further investigation.

A. Algorithms to construct amorphous packings

The usual way to construct amorphous packings in ex-
periments or numerical simulations is to compress the
system according to some protocol. In early experiments
particles were thrown randomly in a box which was then
shaken (Scott and Kilgour, 1969), or were deposited ran-
domly around a small seed cluster (Bennett, 1972). In
numerical simulations a common protocol (Lubachevsky
and Stillinger, 1990) is to slowly increase, at a given rate
γ, the particle diameter during a molecular dynamics
run; it has been recently used extensively in three (Donev
et al., 2005a) and higher (Skoge et al., 2006) dimensions
to produce amorphous packings of N ∼ 104 spheres. An-
other possibility is to increase the diameter of the spheres
until two of them overlap, then eliminate the overlap by

following a gradient descent using some potential vanish-
ing outside the radius of the particle (Gao et al., 2006;
Xu et al., 2005); or, alternatively, to start from a random
configuration and minimize the energy at fixed density,
repeating the procedure while increasing the density un-
til it becomes impossible to find a zero-energy final con-
figuration (O’Hern et al., 2002, 2003). These two pro-
cedures give very similar results (Schreck and O’Hern,
2008). Other similar algorithms have been proposed and
analyzed in (Clarke and Jónsson, 1993; Jodrey and Tory,
1985; Lochmann et al., 2006).
Based on standard concentration arguments, it is be-

lieved that, in the limit N → ∞, the density of the final
state is independent on the randomness built in the algo-
rithm1 (e.g. the initial configuration). This has been nu-
merically verified for the soft-potential algorithms (Gao
et al., 2006; O’Hern et al., 2002, 2003; Xu et al., 2005);
the final density is very close to 0.64 and has been called
J-point. It is a fact that for all algorithms that have been
devised to construct amorphous packings of monodis-
perse frictionless spheres, for N → ∞ the final density
of the system converges to a value of ϕ close to 0.64 in
three dimensions. It has been proposed to call the value
ϕ = 0.64 random close packing density and different more
precise definitions of this concept have been proposed in

1 Similar results have been shown for some classes of algorithms
to solve optimization problems, see e.g. (Barthel et al., 2003;
Semerjian and Monasson, 2003).

3d 4d
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Song, Wang, Jin, Makse, Physica A (2010)
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1. Full solution: Constraint optimization problem 

2. Approximation: Decouple forces from geometry.

3. Edwards for volume ensemble 
                 + Isostaticity
  

T=0 and X=0 optimization problem

4. Cavity method for                       
force ensemble

Bo, Mari, Song, Makse (2013)
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contact network

second 
coordination
shell

The Volume function is the Voronoi volume

consist of all points 
closer to the center of the
grain than to any other
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“Easily” generalizable to other systems

equal size
spheres polydisperse

system

ellipsoids, spherocylinders, 
non-convex particles, rods,
sphere/ellipsoids mixtures, 
etc.
any dimension
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Analytical formula for Voronoi boundary
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Important: global minimization. Reduce to one-dimension 
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Average free-volume per particle

V
∗(c) S

∗(c)

Probability to find all 
particles outside excluded

volume and surface:

w =

Z 1

1
(c3 � 1)p(c)dc =

Z 1

0
(c3 � 1)dP>(c)

Geometrical 
interpretation

of cumulative dist:

c/2

Voronoi
boundary

�@P>(c)

@c
= p(c)

P>(c)
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P (V ⇤) = (1� V ⇤/V )N ! e�⇢V ⇤

Mean-field approximation analogous to 
decorrelation principle

particles belong to bulk or in contact:

 

Similar  to car parking 
problem (Renyi, 1960). 
Probability to find a spot 
with             in a volume VV

∗(c)

V
∗(c)

V
Particle

gas

Particle
gas
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Calculation of P>(c)

Particles are  in contact and in the bulk:

PC(c) = e
−ρsS∗(c)

PB(c) = e
−ρV ∗(c)

Bulk term:

ρ(w) =
1

w

Contact term:

z = geometrical coordination number 

P>(c) = PB(c) × Pc(c)

mean free volume density

mean free surface density

R

2R

r

θ
c = r/ cos θ

V
∗(c)

S
∗(c)

ŝ

ρs(z) =
1

〈S∗〉
=

√
3

4π
z
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Average Voronoi volume

Self-consistent equation:

equal to zero

represent the average free-volume of
a single particle 
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Prediction: volume fraction vs z

Aste, JSTAT 2006
X-ray tomography 
300,000 grains 

Equation of state agrees well with simulations 
and experiments

w =
2
√

3

z

φ =
z

z+2
√

3

Theory

free volume volume function

RCP
z = 6

w =
1p
3

� =
6

6 + 2
p
3

� = .634
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Definition of jammed state: geometric coordination z 
bounded by mechanical coordination Z

positions

geometrical 
constraints

effectively excludes the ordered states
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Decreasing compactivity X

Isostatic plane

Disordered Packings
Forbidden zone 
no disordered jammed 
packings can exist

Edwards phase diagram for hard spheres

φRLP =
4

4 + 2
√

3
= 0.536 φRCP =

6

6+2
√

3

φRLP(Z) = Z

Z+2
√

3

0.634
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Jammed packings in high dimensions

Question: what’s the density of RCP in high dimensions?
Conjecture: are disordered packings more optimal than ordered 

ones?
 

Rigorous bounds
Minkowsky lower bound:
Kabatiansky-Levenshtein upper bound:
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Conjecture: P>(c) becomes valid in the high-dimensional limit

(I) Theoretical conjecture of g2 in high d   
(neglect correlations)
        Torquato and Stillinger, Exp. Math., 2006 

 (II)  Factorization of P>(c)

Large d
3d
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Glass transition RT

Parisi and Zamponi, Rev. Mod. Phys. (2010)

• No unified conclusion at the mean-field level (infinite d). Neither dynamics nor jamming.
• Does RCP in large d have higher-order correlations missed by theory?: Test of replica th.
• Edwards solution seems to corresponds to          . Higher entropy state.

Edwards’ theory
Jin, Charbonneau, Meyer, Song, Zamponi, 
PRE (2010)

Isostatic packings (z = 2d) with 
unique volume fraction

Isostatic packings (z = 2d) 
ranging volume fraction 
increases with dimensions

Agree with Minkowski lower bound

�th

Comparison with other theories
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Generalizing the theory of monodisperse sphere packings

Polydisperse spheres

(dimers, triangles, tetrahedra, 
spherocylinders, ellipsoids … )

Non-spherical objects

Extra degree of freedom
treated as in Onsager 1949

Distribution of radius P(r) Distribution of angles P(   )
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•  Kepler&conjecture:""
•  Random&sphere"packings:"

� � 0.74
� ⇥ 0.55� 0.64

� � 1.4

of freedom of the ellipsoids. More contacts per
particle are needed to eliminate all local and
collective degrees of freedom and ensure jam-
ming, and forming more contacts requires a
denser packing of the particles. In the inset in
Fig. 2B, the central circle is locally jammed. A
uniform vertical compression preserves !, but
the central ellipsoid can rotate and free itself
and the packing can densify. The decrease in
the density for very aspherical particles could
be explained by strong exclusion-volume ef-
fects in orientationally disordered packings
(23). Results resembling those shown in Fig.
2A are also obtained for isotropic random pack-
ings of spherocylinders (23, 24), but an argu-
ment based on “caging” (not jamming) of the
particles was given to explain the increase in
density as asphericity is introduced. Spherocyl-
inders have a very different behavior for or-
dered packings from ellipsoids (the conjectured
maximal density is "/#12 $ 0.91, which is
significantly higher than for ellipsoids), and
also cannot be oblate and are always axisym-
metric. The similar positioning of the maximal
density peak for different packing algorithms
and particle shapes indicates the relevance of a
simple geometrical explanation.

By introducing orientational and transla-
tional order, it is expected that the density of
the packings can be further increased, at least
up to 0.74. As shown in Fig. 3 for two
dimensions, an affine deformation (stretch)
of the densest disk packing produces an el-
lipse packing with the same volume fraction.
However, this packing, although the densest
possible, is not strictly jammed (i.e., it is not
rigid under shear transformations). The figure

shows through a sequence of frames how one
can distort this collectively jammed packing
(20), traversing a whole family of densest
configurations. This mechanical instability of
the ellipse packing as well as the three-
dimensional ellipsoid packing arises from the
additional rotational degrees of freedom and
does not exist for the disk or sphere packing.

There have been conjectures (25, 26) that
frictionless random packings have just
enough constraints to completely statically
define the system (27), Z % 2f (i.e., that the
system is isostatic), where f is the number of
degrees of freedom per particle (f % 3 for
spheres, f % 5 for spheroids, and f % 6 for
general ellipsoids) (28). If friction is strong,
then fewer contacts are needed, Z % f & 1
(29). Experimentally, Z for spheres was de-
termined by Bernal and Mason by coating a
system of ball bearings with paint, draining
the paint, letting it dry, and counting the
number of paint spots per particle when the
system was disassembled (30). Their results
gave Z $ 6.4, surprisingly close to isostatic-
ity for frictionless spheres (31).

We performed the same experiments with
the M&M’s, counting the number of true con-
tacts between the particles (32). A histogram of
the number of touching neighbors per particle
for the regular candies is shown in Fig. 4. The
average number is Z % 9.82. In simulations a
contact is typically defined by a cutoff on the
gap between the particles. Fortunately, over a
wide range (10'9 to 10'4) of contact toleranc-
es, Z is reasonably constant. Superposed in Fig.
4 is the histogram of contact numbers obtained
for simulated packings of oblate ellipsoids for

( % 0.526, from which we found Z $ 9.80. In
Fig. 2B we show Z as a function of aspect ratio
( (33). As with the volume fraction, the contact
number appears singular at the sphere value and
rises sharply for small deviations. Unlike !,
however, Z does not decrease for large aspect
ratios, but rather appears to remain constant.

We expect that fully aspherical ellipsoids,
which have f % 6, will require even more
contacts for jamming (Z % 12 according to
the isostatic conjecture) and larger !. Results
from simulations of ellipsoids with axes a %
('1, b % 1, and c % ( (where ( measures the
asphericity) are included in Fig. 2A. At ( $
1.3 we obtain a surprisingly high density of
! $ 0.735, with no significant orientational
ordering. The maximum contact number ob-
served in Fig. 2B is Z $ 11.4. It is interesting
that for both spheroids and general ellipsoids,
Z reaches a constant value at approximately
the aspect ratio for which the density has a
maximum. This supports the claim that the
decrease in density for large ( is due to
exclusion volume effects.

The putative nonanalytic behavior of Z and
! at ( % 1 is striking and is evidently related to
the randomness of the jammed state. Crystal
close packings of spheres and ellipsoids show
no such singular behavior, and in fact ! and Z
are independent of ( for small deviations from
unity. On the other hand, for random packings,

Fig. 2. (A) Density !
versus aspect ratio (
from simulations, for
both prolate (circles)
and oblate (squares)
ellipsoids as well as
fully aspherical (dia-
monds) ellipsoids. The
most reliable experi-
mental result for the
regular candies (error
bar) is also shown;
this likely underpre-
dicts the true density
(38). (B) Mean contact
number Z versus as-
pect ratio ( from sim-
ulations [same sym-
bols as in (A)], along with the experimental result for the regular candies (cross). Inset: Introducing asphericity makes a locally jammed particle free
to rotate and escape the cage of neighbors.

Fig. 3. Shearing the dens-
est packing of ellipses.

Fig. 4. Comparison of experimental (black bars,
from 489 regular candies) and simulated (white
bars, from 1000 particles) distribution of parti-
cle contact numbers.
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Donev"et"al,"Science"2004"

!  Ellipsoids"pack"denser"than"
spheres"

!  Peak"at"aspect"ra:o"

!  Spheres"appear"as"a"
singular&limit&

"

•  Simula:on"results"on"
packings"of"ellipsoids:&

RCP"

for insulating stored data from noise (3), and
in two and three dimensions in relation to
flow and jamming of granular materials (4–6)
and glasses (7). Of particular interest is ran-
dom packing, which relates to the ancient
(economically important) problem of how
much grain a barrel can hold.

Many experimental and computational algo-
rithms produce a relatively robust packing frac-
tion (relative density) ! " 0.64 for randomly
packed monodisperse spheres as they proceed to
their limiting density (8). This number, widely
designated as the random close packing (RCP)
density, is not universal but generally depends
on the packing protocol (9). RCP is an ill-de-
fined concept because higher packing fractions
are obtained as the system becomes ordered, and
a definition for randomness has been lacking. A
more recent concept is that of the maximally
random jammed (MRJ) state, corresponding to
the least ordered among all jammed packings
(9). For a variety of order metrics, it appears that
the MRJ state has a density of ! " 0.637 and is
consistent with what has traditionally been
thought of as RCP (10). Henceforth, we refer to
this random form of packing as the MRJ state.

We report on the density of the MRJ state
of ellipsoid packings as asphericity is intro-
duced. For both oblate and prolate spheroids,
! and Z (the average number of touching
neighbors per particle) increase rapidly, in a
cusp-like manner, as the particles deviate
from perfect spheres. Both reach high densi-
ties such as ! " 0.71, and general ellipsoids
pack randomly to a remarkable ! " 0.735,
approaching the density of the crystal with
the highest possible density for spheres
(11) ! # $/%18 " 0.7405. The rapid in-
creases are unrelated to any observable in-
crease in order in these systems that develop
neither crystalline (periodic) nor liquid crys-
talline (nematic or orientational) order.

Our experiments used two varieties of
M&M’s Milk Chocolate Candies: regular and
baking (“mini”) candies (12). Both are oblate
spheroids with small deviations from true
ellipsoids, &r/r ' 0.01. Additionally,
M&M’s Candies have a very low degree of
polydispersity (principal axes 2a # 1.34 (
0.02 cm, 2b # 0.693 ( 0.018 cm, a/b #
1.93 ( 0.05 for regular; 2a # 0.925 ( 0.011
cm, 2b # 0.493 ( 0.018 cm, a/b # 1.88 (
0.06 for minis). Several sets of experiments
were performed to determine the packing
fraction. A square box, 8.8 cm by 8.8 cm, was

filled to a height of 2.5 cm while shaking and
tapping the container. The actual measure-
ments were performed by adding 9.0 cm to
the height and excluding the contribution
from the possibly layered bottom. After mea-
suring the average mass, density, and volume
of the individual candies, the number of can-
dies in the container and their volume frac-
tion could be simply determined by weigh-
ing. These experiments yielded ! # 0.665 (
0.01 for regulars and ! # 0.695 ( 0.01 for
minis. The same technique was used for
3.175 # mm ball bearings (spheres) and
yielded ! # 0.625 ( 0.01. A second set of
experiments was performed by filling 0.5-,
1-, and 5-liter round flasks (to minimize or-
dering due to wall effects) with candies by
pouring them into the flasks while tapping (5
liters corresponds to about 23,000 minis or
7500 regulars) (Fig. 1A). The volume frac-
tions found in these more reliable studies
were ! # 0.685 ( 0.01 for both the minis
and regulars (13). The same procedure for
30,000 ball bearings in the 0.5-liter flask
yielded ! # 0.635 ( 0.01, which is close to
the accepted MRJ density.

A 5-liter sample of regular candies similar
to that shown in Fig. 1A was scanned in a
medical magnetic resonance imaging device
at Princeton Hospital. For several planar slic-
es, the direction ) (with respect to an arbitrary
axis) of the major elliptical axis was manu-
ally measured and the two-dimensional
nematic order parameter S2 # *2 cos2 ) + 1,
was computed, yielding S2 " 0.05. This is
consistent with the absence of orientational
order in the packing (14).

Our simulation technique generalizes the
Lubachevsky-Stillinger (LS) sphere-packing
algorithm (15, 16) to the case of ellipsoids.
The method is a hard-particle molecular dy-
namics (MD) algorithm for producing dense
disordered packings. Initially, small ellip-
soids are randomly distributed and randomly
oriented in a box with periodic boundary
conditions and without any overlap. The el-
lipsoids are given velocities and their motion
followed as they collide elastically and also
expand uniformly. After some time a jammed
state with a diverging collision rate is reached
and the density reaches a maximal value. A
novel event-driven MD algorithm (17) was
used to implement this process efficiently,
based on the algorithm used in (15) for
spheres and similar to the algorithm used for
needles in (18). A typical configuration of
1000 oblate ellipsoids (aspect ratio - #
b/a # 1.9+1 " 0.526) is shown in Fig. 1B,
with density of ! " 0.70 and nematic order
parameter S " 0.02 to 0.05.

We have verified that the sphere packings
produced by the LS algorithm are jammed
according to the rigorous hierarchical defini-
tions of local, collective, and strict jamming
(19, 20). Roughly speaking, these definitions

are based on mechanical stability conditions
that require that there be no feasible local or
collective particle displacements and/or
boundary deformations. On the basis of our
experience with spheres (10), we believe that
our algorithm (with rapid particle expansion)
produces final states that represent the MRJ
state well. The algorithm closely reproduces the
packing fraction measured experimentally.

The density of simulated packings of 1000
particles is shown in Fig. 2A. Note the two clear
maxima with ! " 0.71, already close to the
0.74 for the ordered face-centered cubic (fcc)/
hexagonal close-packed (hcp) packing, and the
cusp-like minimum near - # 1 (spheres). Pre-
vious simulations for random sequential addi-
tion (RSA) (21), as well as gravitational depo-
sition (22), produce a similarly shaped curve,
with a maximum at nearly the same aspect
ratios - " 1.5 (prolate) or - " 0.67 (oblate),
but with substantially lower volume fractions
(such as ! " 0.48 for RSA).

Why does the packing fraction initially in-
crease as we deviate from spheres? The rapid
increase in packing fraction is attributable to the
expected increase in the number of contacts
resulting from the additional rotational degrees

1Program in Applied and Computational Mathematics,
2Department of Physics, 3Department of Chemistry,
Princeton University, Princeton, NJ 08544, USA.
4Princeton Materials Institute, Princeton, NJ 08544,
USA. 5North Carolina Central University, Durham, NC
27707, USA. 6Department of Civil and Environmental
Engineering, 7Department of Mathematics, Cornell
University, Ithaca, NY 14853, USA.

*To whom correspondence should be addressed. E-
mail: torquato@princeton.edu

Fig. 1. (A) An experimental packing of the
regular candies. (B) Computer-generated pack-
ing of 1000 oblate ellipsoids with - # 1.9+1.
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Voronoi for non-spherical shapes
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General non-spherical shapes
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5

Object shape Decomposition Effective Voronoi interaction

Sphere

Dimer

Trimer

Spherocylinder

One sphere Single points

Two spheres Pairs of points

Three spheres Triplets

LinesN spheres

Ellipsoid

Tetrahedron

Irregular polyhedron:
N faces, M vertices

Two spheres

Four spheres

N unequal spheres

Quartets of points and anti-points

Pairs of points and anti-points

M points and N anti-points

FIG. 1: Decomposition of various shapes and e↵ective Voronoi interactions. Arbitrary object shapes can be de-
composed into assemblies of overlapping spheres. When the spheres are enclosed inside the object shape, this decomposition
corresponds to a filling, which can be optimized following certain design rules [? ]. The VB between two such objects is then
equivalent to the VB between the point multiplets at the center of the spheres, as shown for the basic shapes a)—d). The
generation of the VB due to these point and line interactions is further explained in Fig.2 a)—b). For shapes that require
a filling in terms of a dense overlap of polydisperse spheres, such as ellipsoids and polyhedra, we propose an approximation
using sphere intersections, see the shapes e)—g). In this case, the VB between such intersections is equivalent to that between
multiplets of points at the center of the spheres and, in addition, lines at the edges of the intersections (shown as points in
e)—g)). The additional lines arise due to the positive curvature at the singular intersections, resulting in edges that point
outwards rather than inwards. In the case of dimers and trimers shown in b) and c), the curvature is negative and the edges do
not influence the VB. The generation of the VB due to these interacting points and lines follows a di↵erent algorithm, which
is shown in Fig. 2 c). Note that in f) we show only three intersecting spheres in the 2D projection.

26

Wednesday, July 17, 13



27

Spherocylinders.
•  Separa&on)lines:)
)
)
)
)
)
•  Four)different)interac&ons:)
•  Line.–.Line.
•  Line.–.Point.
•  Point.–.Line.
•  Point.–.Point.
.

Exact.equa8on.for.each.case.
. .analy8c.expressions.
. .for.VB.
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Calcula&on)of)coordina&on)number:)
Degenerate)configura&ons)

•  Mechanical)equilibrium:)
•  3)force)equa&ons)
•  2)torque)equa&ons)

(torque)along)symmetry)axis)
vanishes))

Linearly)independent?)

Effec&ve)number)of)degrees)of)freedom)
can)be)reduced!)

Zc = 2df = 10

Wednesday, July 17, 13



29

Degenerate(configura-ons(

•  Mechanical(equilibrium:(
•  3(force(equa-ons(
•  2(torque(equa-ons(

(torque(along(symmetry(axis(
vanishes)(

Linearly)independent?)

Effec-ve(number(of(degrees(of(freedom(
can(be(reduced!(
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Degenerate(configura-ons(

•  Mechanical(equilibrium:(
•  3(force(equa-ons(
•  2(torque(equa-ons(

(torque(along(symmetry(axis(
vanishes)(

Linearly)independent?)

Maximal)degenerate)configura6on:(Condi-on(
of(force(balance(automa-cally(implies(torque(
balance!(

Z(↵) = 2hd̃f (↵)i
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34RCP is not singular: analytical continuation of spheres

Edwards phase diagram for many 
shapes
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Summary

Ode to Edwards!
1. Edwards ensemble to predict RCP for spheres.
2. Edwards ensemble for non-spherical particles.
3. Edwards ensemble for packings in large dimensions to compare 
with replica theory of hard sphere glasses.
4. Edwards replica trick or cavity method for proper average over 
quenched disorder for force distribution for any system: spheres, 
non-spheres, friction and frictionless, any dimension.
5. Extending Maxwell argument: Cavity method at RS level for 
solution-no solution transition to calculate Zc from frictionless 
isostatic grains to frictional grains.
6. Edwards CAVEAT: 1 - 5 done at expense of drastic (yet 
controlled) approximations. 
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�(Z)

Z(↵)

Cavity Method for Force Transmission

Z(X,T ) =

Z
exp[�W(~x)/X]D~x⇥

Z
exp[�H(

~

f)/T ]D ~

f

Edwards volume ensemble predicts:

Cavity method predicts Z:
 and Force Distribution: P (f)
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~f = �(~f1 + ~f2 + ~f3)

Z = 4

P (f)

Force transmission problem: back to 
Edwards (simplest model)

Edwards model = q-model = annealed disorder average

Fix
f1

f2
f3

f

Find

with constraint
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�2f2

P (f) =

Z
P (f1,�1)P (f2,�2)⌧(�1,�2)�(f � �1f1 � �2f2)d�1d�2df1df2

P (f) =
f

p
e�

f
p

Boltzmann equation for P(f)
f1

f2
f3

f Boltzmann equation: 
assuming uncorrelated forces (MF)

quenched disorder

Edwards: “Tiresomely complicated function well 
modelled by integrating between 0 and 1”

Fourier transform: 

annealed disorder

: component
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F = �kT lnZ F = �kT lnZ

lnZ = lim
n!0

(Zn � 1)/n

Experimentally: first find the distribution for a fixed (quenched) 
packing, then average over the ensemble of packings

Average must be carried over a physical observable: free energy, 
not the partition function.

quenched disorder annealed disorder

Replica trick(Edwards-Anderson)

Granular matter: 
Performed average over forces 

then over contact network

Annealed versus quenched disorder

Cavity Method 
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site(contact*force)*

Interac/on(par/cle)*

�a({f n, f t, n̂ a, t̂ a}@a)

Building the factor graph of contacts from a 
packing

40

�a({f n, f t, n̂ a, t̂ a}@a) = �

 
X

i2@a

~f a
i

!
�

 
X

i2@a

~r a
i ⇥ ~f a

i

!
⇥
Y

i2@a

⇥(f n
i )⇥(µf n

i � f t
i )

Qi(fn
i , f

t
i )

Constraint: force balance + torque balance + repulsive + Coulomb 
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Qi(fn
i , f

t
i )

Qa!i(fn
i , f

t
i )

Qb!i(fn
i , f

t
i )

Qc!j(fn
j , f

t
j )

a

b

c

i

j

�a

Qa!i(fn
i , f

t
i ) =

1

Za!i

Z
dt̂i

Y

j2@a�i
c=@j�a

dfn
j df

t
jdt̂j Q

c!j(fn
j , f

t
j )�a({fn, f t, n̂, t̂}@a)

Compute  marginal belief for a fix contact 
network       

41

Qi(fn
i , f

t
i )

Qi(fn
i , f

t
i ) =

1

Zi
Qa!i(fn

i , f
t
i )Q

b!i(fn
i , f

t
i ), {a, b} = @i

Belief propagation

particle
contact

force

Cavity field: no average over nj
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Q(Q!) =
1

Z
X

z

zR(z)

Z
⌦({n̂j})

z�1Y

j=1

dn̂jDQ!jQ(Q!j)�
h
Q!�F!

��
Q!j

 �i

P (f) ⇠ f✓ ✓ = 0

 Force probability over an ensemble of 
random graphs        

42

P(fn, f t) = hQi(fn, f t)i = 1

Z

Z
DQa!iQ(Qa!i)Qa!i(fn, f t)

�2

Degree distribution Joint distribution of contacts positions on one particle

Cavity equation

10-2

10-1

100

 0  1  2  3  4

P(
f/<

f>
)

f/<f>

(A)
2D frictionless  (<zc=4)

exp(-2f/<f>)

10-2

10-1

100

10-6 10-4 10-2 100

e=0
10-2

10-1

100

 0  1  2  3  4

P(
f/<

f>
)

f/<f>

(B)
3D frictionless  (<zc=6)

exp(-2f/<f>)

10-2

10-1

100

10-6 10-4 10-2 100

e=0

Solved with Population Dynamics

P (fn)

Prediction: signature of jamming
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1 
•  G(V, E), Initialize all cavity fields {                 }. 

2 
•  Draw an integer z with (edge-perspective) degree distribution P(z).  
•  Then pick at random z-1fields              from the population of N fields.  

3 
•  Generate a set of relative contact directions                                                                        

with uniform distribution ; Particles do not overlap.  

4 
•  update the new cavity field                by using the incoming fields            

according to cavity equation. 

5 
•  Update all cavity fields to generate a new population. Rescale <f>=const. Run 

until convergence, or until the number of iterations exceeds Tmax. 

The Population Dynamics Algorithm"
Cavity Method: General Formalism Algorithm 

Lin Bo (CCNY) Cavity Method for Jammed Disordered Packings of Hard Particles 

 j!b(fj)

ni(1), ..., ni(z�1)

 i!a(fi)

 i!a(fi)
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 

 Force probability over an ensemble of 
random graphs        

44

10-2

10-1

100

101

 0  1  2  3  4

P '
(f)

f

(C)

exp(-1.4fn/<fn>)
exp(-3.5ft/<ft>)

2D (µ=')

10-1

100

10-2 100

P '
(f n

)

fn

10-2

10-1

100

101

 0  1  2  3  4

P '
(f)

f

(D)

exp(-1.6fn/<fn>)exp(-3.8ft/<ft>)

3D (µ=')

10-1

100

10-2 100

P '
(f n

)

fn

Pµ(f
n, f t)
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

P. Wang et al. Physica A (2010)Cavity method

Comparison with simulations
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z > zc(µ)

z < zc(µ)

46

Solution-no solution transition at Zc
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 0  0.5  1  1.5  2  2.5  3  3.5  4
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��
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47

Comparison with simulations

 3

 3.2

 3.4

 3.6

 3.8

 4

10
-4
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-3
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0

10
1

Z
c

µ

µ

Silbert et al. PRE (2002)Cavity method

zc(µ)

zc(µ)

2D

Consistent with interpretation of            as a lower boundzc(µ)
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Definition of jammed state:
   isostatic condition on Z

z = geometrical coordination number.
      Determined by the geometry of 
      the packing.

Z =mechanical coordination number.      
      Determined by force/torque balance.

Z ≤ z ≤ 2d = 6

4 = d + 1 ≤ Z ≤ 2d = 6
µ = 0µ = ∞

z = 4

Z = 3
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Generalizing the theory of monodisperse sphere packings

Theory of monodisperse spheres

Polydisperse (binary) spheres

(dimers, triangles, tetrahedrons, 
spherocylinders, ellipses, ellipsoids … )

Non-spherical objects

Extra degree of freedom
Onsager 1949

Distribution of radius P(r) Distribution of angles P(   )
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Result of binary packings
Binary packings

Danisch, Jin, Makse, PRE (2010)

RCP (Z = 6)
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The partition function for hard spheres

1. The Volume Function: W (geometry)

2. Definition of jammed state: 
force and torque balance

Volume Ensemble + Force Ensemble 

Solution under different degrees of approximations 
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Jammed packings in infinite dimensions

Most efficient design of signals 
(Information theory)

Optimal packing             
(Sphere packing problem)

Sampling theorem

Question: what’s the density of RCP in high dimensions?
Conjecture: are disordered packings more optimal than ordered ones?

 

Rigorous bounds Minkowsky lower bound:
Kabatiansky-Levenshtein upper bound:

Signal

High-dimensional point

Sloane 
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Sphere packings in high dimensions

Most efficient design of signals 
(Information theory)

Optimal packing             
(Sphere packing problem)

Sampling theorem

Question: what’s the density of RCP in high dimensions? 

Rigorous bounds Minkowsky lower bound:
Kabatiansky-Levenshtein upper bound:

Signal

High-dimensional point

Sloane 
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Q(Q!) =
1

Z
X

z

zR(z)

Z
⌦({n̂j})

z�1Y

j=1

dn̂jDQ!jQ(Q!j)�
h
Q!�F!

��
Q!j

 �i

 Determination of a lower bound on 
average coordination number       

54
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