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Examples:!

• HT Superconductors !

• CDW transitions!

Peculiar phenomena: !

• Amplitude mode decay and creation from 
defect annihilation!

• Coupling to collective modes from previous 
eons!

• A transition to a hidden state:1T-TaS2

Our aim is to investigate trajectories of 
systems though symmetry-breaking transitions 
under nonequilibrium conditions, in real 
time.
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Transitions…!
in time

The 



Complex order parameter 

⇥ =� ei�

The non-linear energy functional
The Landau non-linear energy functional originally written to describe a structural phase transition:

where

leads to the Ginzburg-Landau equation for a superconductor:
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Figure 1: Free energy density f as a function of (uniform)m. Below Tc new minima at nonzero±m̄ develop

(the dashed curve denotes m̄(T ). If the magnetization of the system is varied (rather than the field) the dotted

line is the tie line giving the variation of the free energy as a function of the total magnetization density

m = M/V .

and

m̄ ≃
(a

b

)1/2
(Tc − T )1/2 for T < Tc. (7)

Evaluating f at m̄ gives

f̄ = f0 − a2(T − Tc)
2

2b
(8)

showing the lowering of the free energy by the ordering. Note that f̄ (T ) deviates from f0 quadratically,

as we found for the mean field theory of the Ising ferromagnet. This will yield a jump discontinuity in the

specific heat

c =
{

c0 T ≥ Tc

c0 + a
b
T T < Tc

, (9)

with c0 the smooth contribution coming from f0(T ).

We can gain useful insight into the transition by plotting f (m) for a uniform m for various temperatures, as

in Fig. 1. For T > Tc the free energy has a single minimum at m = 0. Below Tc two new minima at ±m̄

develop. Right at Tc the curve is very flat at the minimum (varying as m): we might expect fluctuations to

be particularly important here.

It is easy to add the coupling to a magnetic field

f (m, T , B) = f0(T ) + a(T − Tc)m
2 + 1

2
bm4 + γ (∇⃗m)2 − mB. (10)

Themagnetic field couples directly to the order parameter and is a symmetry breaking field: with themagnetic

field the full Hamiltonian is not invariant under spin inversion. Now the free energy is minimized by a non

zero m. Minimizing f again with respect to m, we find above Tc the diverging susceptibility

χ = m̄

B

∣∣∣∣
B=0

= 1

2a
(T − Tc)

−1, (11)
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Lagrangian density, includes K.E. term
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Abstract. The possible domain structures which can arise in the universe in a spontaneously 
broken gauge theory are studied. It is shown that the formation of domain walls, strings or 
monopoles depends on the homotopy groups of the manifold of degenerate vacua. The 
subsequent evolution of these structures is investigated. It is argued that while theories 
generating domain walls can probably be eliminated (because of their unacceptable 
gravitational effects), a cosmic network of strings may well have been formed and may have 
had important cosmological effects. 

1. Introduction 

Gauge theories with spontaneous symmetry breaking have come to play a central role in 
elementary particle theory. Kirzhnits (1972), and Kirzhnits and Linde (1972, 1974) 
suggested that as in ferromagnets and superconductors the full symmetry may be 
restored above some critical temperature. That this actually happens in a class of 

theories where the symmetry breaking occurs through the acquisition of a vacuum 
expectation value by an elementary scalar field has been demonstrated by Weinberg 

(1974) while Jacobs (1974) and Harrington and Yildiz (1975) have examined models of 
dynamical symmetry breaking in which the role of the order parameter is played by a 
composite field operator. (See also Bernard 1974, Dolan and Jackiw 1974, Dashen eta1 

1975, and Linde 1975.) 
In the hot big-bang model, the universe must at one time have exceeded the critical 

temperature so that initially the symmetry was unbroken. It is then natural to enquire 
whether as it expands and cools it might acquire a domain structure, as in a ferromagnet 
cooled through its Curie point. Zel’dovich et a1 (1974; see also Kobzarev et a1 1974) 
have discussed this question, and in particular pointed out the important gravitational 
effects to be expected of domain walls. Everett (1974) has studied the propagation of 
waves across a domain boundary. 

The aim of this paper is to discuss the topology and scale of the possible cosmic 
structures that might arise. After reviewing the results of Weinberg and others on phase 
transitions in a simple class of models in 0 2, we discuss in 0 3 the initial formation of 

‘protodomains’ as the universe cools. The possible topological configurations are 
examined in 0 4. These include domain walls, strings and monopoles. We show that 
their occurrence is largely determined by the topology of the manifold M of degenerate 
vacuum states (specifically by its homotopy groups). (Coleman (1976) has stated the 
same result in a different context. In the case of monopoles it has been proved by Krive 
and Chudnovskii 1975.) In 0 5 we examine the later evolution of these structures. We 
show that domain walls can be of two main types with very different transmissivity, and 
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that highly reflecting walls may behave very differently from the essentially transparent 
ones considered by Zel’dovich et al(1974). In all cases however the typical scale of the 
domain structure will grow with time until it is comparable with the radius of the 
universe. Hence the argument of Zel’dovich etal, to the effect that domain walls cannot 
have persisted beyond the recombination era because their gravitational effect would 
have destroyed the isotropy of the 3 K background radiation, applies. If domain walls 
existed they must have disappeared by then. This in turn is possible only if the universe 
has a small built-in asymmetry. The exclusion of theories generating domain walls is an 
interesting example of a restriction on elementary particle theories derived from 
cosmology. 

The general conclusion is that there is a rich variety of possible topological 
structures which might have appeared in the early history of the universe. Few of these 
(monopoles excepted) are likely to be stable enough to have survived to the present, but 
they may nevertheless be of importance in understanding the history of the universe, for 
example the evolution of galaxies. The conclusions are summarized in more detail in 
§ 6. 

2. The phase transition 

Although our discussion will be quite general, for illustrative purposes it is convenient 
to have a specific example in mind. Let us consider an N-component real scalar field 4 
with a Lagrangian invariant under the orthogonal group O(N),  and coupled in the usual 
way to$N(N- 1) vector fields represented by an antisymmetricmatrix B,. We can take 

The coupling constants g and e are not necessarily related, but we shall assume that they 
are of a similar order of magnitude (and both small). 

At zero temperature the O(N)  symmetry here is spontaneously broken to O(N-  l), 
with 4 acquiring a vacuum expectation of order q. In the tree approximation, 

(4>* = q2 (2) 

so that the manifold of degenerate vacua is an ( N -  1) sphere S N - ’ .  
Let us recall the more general situation. In a model with symmetry group G, the 

vacuum expectation value (4) will be restricted to lie on some orbit of G. If H is the 
isotropy subgroup of G at one point (+), i.e. the subgroup of transformations leaving 
(4) unaltered, then the orbit may be identified with the coset space M =  G/H. 
Physically H is the subgroup of unbroken symmetries, and M is the manifold of 
degenerate vacua. As we shall see, the topological properties of M (specifically its 
homotopy groups) largely determine the geometry of possible domain structures. 

At a finite temperature T the expectation value of + in a thermal equilibrium state 
must be found by minimizing the free energy, or equivalently the temperature- 
dependent effective potential. The leading temperature dependence at high T and 

F = ↵ 2 + � 4 +H ↵ = ↵0(T � Tc)



The energy of the system can be described in terms of a time-dependent Ginzburg-Landau functional✝:

The time-dependent GLT

3
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FIG. 3: a) FFT power spectra of the data in Fig. 1c) as
a function of �t12 recorded at 100 fs intervals. Note the
non-periodic fluctuations of intensity at around the transi-
tion (1.5 ps) and the asymmetric space-time lineshapes near
�t12 � 3.5 ps as the Higgs wave reaches the surface (white
arrows). b) the intensity of the AM at long times, on three
di⇥erent spots on the sample. The lines are fits to the data
using bi-molecular wall-antiwall annihilation kinetics. c) The
calculated �R/R based on the homogeneous solution of Eq.
2. d) A(z, t) as a function of depth z and �t12. Note the
ripples in the space-time texture caused by the annihilation
event at �3.5 ps. The wave reaches the surface around 6
ps. e) the calculated response integrated over z. Note the
predicted distortion due to the Higgs wave, indicated by the
white arrows. The red arrows point to the critical slowing
down at the critical time of the transition tc.

ground state with |A| = 1. Immediately after the D
pulse, 1�⇤ < 0 and the double well potential disappears
in favor of a single energy minimum at A = 0. As 1� ⇤
increases and becomes positive, nonzero minima emerge
at ±Amin = ±(1�⇤)1/2, and start to attract the system,
which is soon trapped in one of them, and the symmetry
is broken again. With many preceding oscillations, the
final ground state is ergodically uncorrelated with the
initial one, hence the formation of domains. From Eq.
[1], the equation of motion can then be written as:

1
 2

0

✏2

✏t2
A +

�

 0

✏

✏t
A� (1� ⇤)A + A3 � ⌃2

✏2

✏z2
A = 0 (2)

Here  0 is the angular frequency of the bare (2kF )
phonon mode responsible for the CDW formation; the
second term describes its damping � ⇤ �⇧AM/⇧AM .

Using our experimental values for �QP , ⇧AM =
 ̃0/2⌥ = 2.18 THz and linewidth �⇧AM = 0.2 THz,
there are no free parameters and we can now compute
A(t, z). The calculated reflectivity response detected
by the probe is given by the di⌅erence between the re-
sponse with and without the P pulse �R(t, �t12) ⌥�⇤
0 [A2

D(t, z) � A2
DP (t, z,�t12)]e�z/�dz. A2

DP (t, z,�t12)
is calculated replacing ⇤ ⇧ ⇤P (t) = ⇤(0) exp(�t/�sp) +

⇤⇥(t� t12)exp[�(t� t12)]/�sp) and using the experimen-
tal value of ⇤ = 0.1, where ⇤ is the P pulse intensity
relative to the D pulse and ⇥(t� t12) is a unit step func-
tion (see SI for details).

In Fig. 3c) we show the FFT power spectra of
�R(t, �t12) calculated in the homogeneous regime (with
no spatial derivative in Eq.2). The main features of our
data in Fig. 3a) are already present: Oscillations of A(t)
are clearly visible at short times, as well as the hallmark
of the transition itself, namely the critical slowing of the
AM oscillations close to the critical point tc ⌃ 1.5 ps.
The calculation also reproduces the softening of the AM
for �t12 < 2 ps. The aperiodic fluctuations of the OP
near 1.5 ps pinpoint the exact critical time of the tran-
sition tc (the bifurcation point) when topological defects
are formed. A notable discrepancy with the data in Fig.
3a) is evident however for �t12 > 2ps. The calculated
AM spectra correctly predict the asymmetry in frequency
domain, but do not predict the strongly asymmety of
the AM spectrum in time domain, i.e. the diagonally
distorted blobs, particularly visible around 3.5 ps. We
will show that this asymmetry is caused by OP (Higgs)
waves which are emitted upon annihilation of topological
defects.

The decaying light intensity with depth causes domains
to form parallel to the surface, which can be taken into
account by including the spatial derivative term in Eq.
[2] and replacing ⇤(t) with a time- and space- depen-
dent function ⇤⇥(t, z) = ⇤(t) exp(�z/⌅) where ⌅=20 nm
is the light absorption depth of TbTe3 at 800 nm. Using
the experimental coherence length ⌃ = 1.2 nm [12] and
⌅ = 20 nm, the calculated OP as a function of depth z
and time �t12 is shown in Figure 3 d). The blue and or-
ange coloured regions correspond to layers of di⌅erent do-
mains, approximately 10-20 nm thick, separated by topo-
logical defects (green). The calculation for TbTe3 param-
eters clearly shows a domain-wall annihilation event at
�t12 ⌃ 4 ps emitting wave-like spatio-temporal ripples of
A(t, z) (Higgs waves), which reach the surface at �t ⌅ 5
ps. These ripples cause a deformation in the measured
spatio-temporal spectral profiles, giving diagonal blobs
at 5 ⌅ 6 ps in the depth-integrated spectra in Fig. 3e).
These are remarkably similar to the diagonal blobs ob-
served in the experimental data in Fig. 3a) at 3.2 ps
and represents a unique detection of Higgs bosons emit-
ted upon the annihilation of topological defects. (More
Higgs wave dynamics is shown in accompanying movies.)

The slow response dynamics of the AM intensity
for �t12 > 6 ps, arising primarily from incoherent
topological defect annihilation can be modeled using
intrinsic wall-antiwall recombination. The magnitude
of the AM response is proportional to the amount
of ordered volume, so �R(�t12)/R = (�R/R)0 [1 �
f(�t12)]cos ( AM t), where for bi-particle recombination,
the volume fraction occupied by the domain walls is
f(�t12) ⌥ 1/(1 + ⇥�t12). Fitting f(t) to the data in

where instead of the usual temperature dependence (T - Tc), the first term is time-dependent:

The equation of motion is obtained via the Euler-Lagrange theorem :

✝ Phase fluctuations are assumed to be slow. 

Yusupov et al, Nat Phys. (2010)

F = ↵ 2 + � 4 +H 

“The quench process”

↵ = [1� Te(t, r)

Tc
]

 (t) = A(t)ei�(t)The order parameter, 



“Cosmic Quench” experiments
“Cosmology in L4He”, Zurek (1985)

Optical experiments :!
• offer high temporal resolution 

(easily to 7 fs)!

• flexibility in probe wavelengths 
(THz - UV)!

• we can probe the symmetry of 
different states !

Yusupov, R. et al. Nat Phys 
6, 681–684 (2010).



The response function is related to Raman-
like processes

k

l

Destruction!
pulse

P

Analyser Sample

probe

Pump

CRS and PIA probe processes can be distinguished by polarisation selection rules 

PIA

ℏωP 
ℏωpr 

R

1.! Kabanov, V., Demsar, J., Podobnik, B. & Mihailovic, D.  Phys Rev B 59, 1497–1506 (1999).! 
2.  Dvorsek, D. et al.  Phys Rev B 66, 020510 (2002).!
3.!Mihailovic, D., et al,., J Phys-Condens Mat 25, 404206 (2013).! 

1. Photoinduced absorption (PIA): 

The polarisation selection 
rules are determined by 
the dielectric tensor

|0 >
|1 >

|2 >

ℏω0

Rℏωpr 
ℏωP ℏωa

1.!Garrett, G., Albrecht, T., WHITAKER, J. & Merlin, R.  Phys Rev Lett 77, 3661–3664 (1996).! 
2.! Stevens, T. E., Kuhl, J. & Merlin, R.  Phys Rev B 65, 144304 (2002). 

The polarisation 
selection rules are 
governed by the Raman 
tensor χkl

2. Coherent Raman-like (CRS) process:

|0 >
|1 >

|2 >

Toda et al., arXiv:1311.4719
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Laser vaporisation of the 
superconducting condensate

1.! Kusar, P., Kabanov, V., Demsar, J. & Mertelj, T. Controlled Vaporization of the  
Superconducting Condensate in Cuprate Superconductors by Femtosecond Photoexcitation. 
Phys Rev Lett 101, 227001 (2008).!

2.! Stojchevska, L. et al. Mechanisms of nonthermal destruction of the superconducting state and  
melting of the charge-density-wave state by femtosecond laser pulses. Phys Rev B 84, 
180507(R) (2011).

tD ~ 1 ps
S

N

E

k

Laser !
“pump” pulse

Δ

Single particle 
(electron) energy 

relaxation via boson 
(phonon) emission

Bosons destroy pairs, 
creating QPs

The SC condensate is 
vaporised in less than 1 ps

tD ~ 1 ps



Rapid !
Quench

t ≈ 1ps

t ≈ 3 ps
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trajectory

Slow  
Quench

“Constrained” !
trajectory

The quench through Tc
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Figure 3: Recovery of the order parameter in depth and
time for FD = 18µJ/cm2 . Blue surface is a plot of√

1− T (t, x)/Tc i.e. what equilibrium value of |ψ| for a given
temperature would be, green surface is a calculated value of
|ψ|. At the begining surfaces are well separated and com-
pletely merge after 50 ps.

sate nucleation and growth occurs and a quasiequilibrium
regime when the condensate is thermalized with the sur-
roundings and ψ more or less adiabatically follows the
evolution of the lattice temperature.

To analyze the trajectory through the transition quan-
titatively we simulate non-equilibrium evolution of the
system in the framework of TDGL theory where in
the absence of an external field, the dimensionless one-
component order parameter ψ(t) is described by the fol-
lowing equation[30]:

∂ψ

∂t
= αr(t, z)ψ − ψ|ψ|2 +∇2ψ + η, (1)

where temporal and spatial coordinates are measured in
units of τGL and correlation length ξ, respectively, and
αr(t, z) = (1 − Te(t, z)/Tc) (see below). The relation
between the calculated trajectory of the OP and ∆R/R
is given by a linear function phenomenologically derived
in [24].

The most general formulation of the problem implies
description of both destruction and recovery of the super-
conducting condensate in the framework of the TDGL
model. Within this approach the initial state of the
system is characterized by equilibrium OP value ψ(t =
0) = 1. The destruction of the system is driven by
αr(t, z) = (1−Te(t, z)/Tc), where Te represents the solu-
tion of the three-temperature (3TM) model (see the de-
tails about the model in [24]). According to this model,
the electronic temperature Te first increases, and then
rapidly relaxes to the lattice temperature TL. Our cal-
culations of the OP demonstrate that the recovery of the
superconducting state is not temperature dominated (see
Fig. 3).

The results of the response calculations are presented
in Fig. 4a). The fit is sufficientely good only for a
single curve corresponding to F = 24µJ/cm2, implying

Figure 4: a) The trajectories of As as a function of tD−P for
different D pulse fluences FD. The vertical scales are nor-
malized to the equilibrium ψ0 in the absence of the destruc-
tion pulse. The lines are the fitted trajectories of ψ from the
TDGL theory taking into account the recovery process. b)
calculated response for solitonic solution, FD = 18µJ/cm2

and τGL is set to 40 fs. c) fluence dependence of the fit pa-
rameter κ (see text) in the units of order parameter modulus
value at λ depth.

poor agreement of the theory with experiment. The rea-
son for disagreement lies in the limited applicability of
the TDGL model to the destruction of the condensate:
within this model the condensate is never suppressed
completely, which contradicts to previously employed
model of the destruction of the condensate [10]. Another
possibility is that the reminent condensate strongly de-
pends on the trajectory of the electronic temperature,
which is known to be poorly determined in the nonequi-
librium regime [31]. As the next approximation, we solve
Eq. (1) using the initial conditions assuming that the
superconfucting state is already destroyed:

ψ(0, z)=

{
0 ,F(z) > FT ;

(1− F
FT

e−z/λ)
√
1− T (0, z)/Tc ,F(z) < FT .

In this case the recovery of the system is completely
determined by the propagation of a solitonic solution for
ψ towards the surface, as it is shown in Fig. 4b). This
approach has only one free fit parameter τGL defining
the velocity of the soliton vs [13]. Setting the Ginzburg-
Landau time to τGL ∼ 50 fs we calculate that the soliton
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Figure 5: The trajectories of As as a function of tD−P for dif-
ferent D pulse fluences FD. The vertical scales are normalized
to the equilibrium ψ0 in the absence of the destruction pulse.
The lines are the fitted trajectories of ψ from the TDGL the-
ory taking into account the fluctuations of the OP.

reaches the surface in a reasonable time ∼ 25 ps, but the
predicted ψ has poor agreement with the experimental
As as shown in Fig. 4b).

These initial conditions so far do not take into account
fluctuations of the OP. In a non-linear system such as
the TDGL equations, fluctuations are expected to have a
very important role in the system evolution, particularly
in initiating the recovery of the S state. Indeed, a number
of experiments indicate the presence of fluctuations above
Tc in LSCO [32, 33]. The estimation for the amplitude
of fluctuating OP has been given in [14]. According to
our numerical estimations, it has approximately linear
dependence of depth. Therefore, we take a linear term
ψ(t = 0) = κz to replace ψ(t = 0) = 0 for F(z) > FT

to represent the fluctuations responsible for the initiation
of condensation, where κ is a fit parameter dependent on
fluence (see Fig. 4c).

The calculated response using these initial conditions
is shown in Fig. 5). The model appears to be in good
agreement with the experimental data for all times, ex-
cept for region of the kink around 10−20ps. The fit gives
τGL ∼ 1.1 ps as a fit parameter common for all F (the
other being κ). With this value of τGL, the timescale
of soliton propagation is larger than the maximum mea-
sured delay and can thus be neglected.

To conclude, the new 3-pulse technique in combination
with modeling based on TDGL equations gives us new in-
sight into the importance of fluctuations in initiating the
growth of the condensate from the normal phase. The
newly derived relation between the transient reflectivity
and the OP, which is applicable in 3-pulse experiments
as well as in standard P-pr experiments allows us to
measure the system trajectory undergoing a highly non-

equilibrium transition in a superconductor for the first
time. Perhaps surprisingly, macroscopic phenomenolog-
ical modeling using TDGL equations can reproduce the
measured trajectories quite well, giving τGL = 1.1 ps ir-
respective of laser fluence. The role of fluctuations in
initiating the recovery of the condensate is deemed es-
sential to obtain a good fit to the data. Finally, we note
that intrinsic topological defect dynamics has been ob-
served recentely in charge density wave systems (CDWs)
[34], suggesting that topological defect dynamics in su-
perconductors and CDWs occur on similar timescales.

We wish to acknowledge the useful discussion with
T.W. Kibble regarding the importance of a variable
quench rate experiment.
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Kibble-Zurek mechanism: Evidence for vortex 
formation and annihilation on 10 ps timescale

Rapid quench 

Slow quench 

Mihailovic et al., J Phys-Condens Mat 25, 404206 (2013).

Regions are causally unconnected and evolve 
independently after the quench which causes the 
formation of topological defects.
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Vortices created in the quench 
annihilate on a timescale of 10-30 ps

Experiment Theory !
calculation

ΔψE2 ΔψT2

Laser spot

D. Mihailovic, T. Mertelj, V. V. Kabanov, and S. Brazovskii, J Phys-Condens Mat 25, 404206 (2013).
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Detection of the onset of order in CDW 
systems:  The elementary excitations

1. Detection of the gap through quasiparticle (fermionic) excitations

2. Collective mode (bosonic) excitations

The amplitude and phase modes

Ψ = Δeiφ
Δ

φ Demsar et al., PRL 83, 800 (1999).!
Demsar, J.,et al, PRB 66, (2002).!
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Kusar et al, PRL 101, 227001 (2008)!
Yusupov et al.,PRL 101, 246402 (2008).
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Femtosecond data storage, processing, and search using collective
excitations of a macroscopic quantum state

D. Mihailovic,a) D. Dvorsek, V. V. Kabanov, and J. Demsar
Jozef Stefan Institute, Jamova 39, 1000 Ljubljana, Slovenia

L. Forró, and H. Berger
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An ultrafast parallel data processor is described in which amplitude mode excitations of a charge
density wave are used to encode data on the surface of a 1 T-TaS2 crystal. The data are written,
manipulated, and read using parallel femtosecond laser pulse beams, and the operation of a database
search algorithm is demonstrated on a two-element array. © 2002 American Institute of Physics.
#DOI: 10.1063/1.1447594$

Recently it was shown that the collective amplitude
mode !AM" oscillations of a charge density wave !CDW"
state can be detected in real time in the quasi one-
dimensional semiconductor K0.3MoO3 by femtosecond time-
resolved pump probe experiments.1 In these experiments, the
AM is first excited by an ultrashort laser pump pulse which
acts as a %-function-like perturbation, and the resulting re-
flectivity oscillations due to the modulation of the dielectric
constant by an AM oscillation are detected by suitably de-
layed probe pulses.

In the experiments presented in this letter, we demon-
strate the feasibility of using the collective AM excitation of
a CDW in combination with femtosecond-pulse laser beams
to represent data written on the surface of a 1T-TaS2 crystal.
We also proceed to perform basic data processing such as
storage, manipulation, and readout operations. Because of
the macroscopic nature of the excitation, the operations can
be performed at temperatures approaching 200 K with sub-
picosecond switching and readout times. Finally, we demon-
strate a parallel search operation using a single pulse.

1T-TaS2 is a layered nearly two-dimensional !2D" metal
at room temperature, which undergoes a transition to a CDW
state driven by a Fermi surface instability at 2kF !kF is the
Fermi wave vector" at transition temperatures near Tc
!200 K. The macroscopic CDW state is characterized by
two collective excitations: the collective amplitude !AM" and
phason modes !PM", which are described by the solutions of
the quantum-mechanical Fröhlich Hamiltonian.2 Importantly
from the point of view of data processing, the AM decay
time in this system is quite long, &p!10 ps. Since this is
almost two orders of magnitude longer than the time neces-
sary to excite the mode &s !'100 fs", it gives us the oppor-
tunity to store data !in the form of phase and amplitude of
the AM" and also manipulate the AM database in real time
with femtosecond laser pulses.

In what follows we first demonstrate the manipulation of
the AM amplitude and phase using different laser pulse se-
quences, an approach similar to coherent control of coherent
optical phonons performed on GaAs and GaAs/AlAs

superlattices,3,4 Bi films,5 and on crystalline quartz.6 We
demonstrate switching of the AM on and off at will, and
show that we can set and detect the phase and amplitude of
the AM to a significant degree of accuracy. In effect, we
show that the collective amplitude mode excitation can be
used as a switchable THz optical modulator whose amplitude
and phase can be controlled by laser pulses. In the second
step we demonstrate the operation of a search algorithm with
a single-query parallel search on multiple cells defined by
multiple laser spots on the sample.

A schematic experimental setup is shown in Fig. 1. A
stream of 80 fs pulses from a Ti:sapphire laser at a wave-
length of 800 nm is split into a number of beams by Michael-
son interferometers in which the time-delay !TD" (t be-
tween the pulses in different arms can be controlled to
subfemtosecond precision. In the standard experimental con-
figuration, one or more pulse trains are incident on a spot on
the surface of the crystal !a cell", with which the amplitude
and phase of the AM is written or changed, while a strongly
attenuated readout pulse beam is used to determine the state
of the cells by measurement of the reflectivity modulations
as a function of time. The experimental details have been
described elsewhere.1,7

The reflectivity modulation )"(R/R at the surface of
the crystal caused by a laser pump pulse at t"0 is shown in

a"Electronic mail: dragan.mihailovic@ijs.si

FIG. 1. A schematic diagram of the experiments. The pulse timing is con-
trolled by variable time-delay units !Michaelson interferometers" TDi . M is
a high-frequency acousto-optic modulator.
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Coherent control and data processing 
using the Amplitude mode and Grover’s 

superpositional search algorithm
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where the dynamical inhomogeneous part arises from the multi-domain structure created during
the SBT, while the frequency reflects the dynamics of the mean value of the amplitude of ⇥.

Further evidence that heating is not responsible for the long time dynamics comes from ex-
amination of the AM frequency and linewidth behaviour of DyTe3, 2H-TaSe2 and K0.3MoO3 at
long times which show very different behaviour at long times, reflecting the different domain
wall pinning characteristics. Domain wall pinning depends very strongly on defects and imper-
fections, and is very dependent on microscopic sample quality, as shown in Fig. 3b) of the main
text.
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Figure 3: a) The AM frequency ⇤AM(T ). We see that while ⇤ varies strongly with temperature,
it remains between 2.13 and 2.16 THz in the time window 7 ps< �t12 < 95 ps, which corre-
sponds to an effective temperature TAM between 94 and 72 K. b) The measured QP lifetime as
a function of temperature.

The optical response function.
To obtain the optical response, we can expand the dielectric constant near CDW phase transition
in powers of the order parameter:

� = �0 + c2|�|2 = �0 + c2A
2 (4)

Here �0 is the dielectric constant of the high temperature symmetric phase, c2 is a real constant.
This immediately leads to the response function

�R(t, �t12) =

�
⌅R

⌅�

⇥
�� ⇥

⇤
[A2

DP (t, r, �t12)� A2
D(t, r)]e�z/�d3r. (5)

The integration takes into account the inhomogeneity arising mainly from the finite optical
penetration depth ⇥ of the probe (p) pulses. For our geometry, the dominant effect is the depth
profile, leading to the expression for �R(t, �t12) given in the main text.
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The transient reflectivity ΔR/R after a 
quench at Δt12=0
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The collective mode spectrum as 
a function of time after quench

FFT

The most obvious feature: !
oscillations of intensity of the collective mode
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Order parameter calculation

Calculated A(z,t) after quench:
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FIG. 3: a) FFT power spectra of the data in Fig. 1c) as
a function of �t12 recorded at 100 fs intervals. Note the
non-periodic fluctuations of intensity at around the transi-
tion (1.5 ps) and the asymmetric space-time lineshapes near
�t12 � 3.5 ps as the Higgs wave reaches the surface (white
arrows). b) the intensity of the AM at long times, on three
di⇥erent spots on the sample. The lines are fits to the data
using bi-molecular wall-antiwall annihilation kinetics. c) The
calculated �R/R based on the homogeneous solution of Eq.
2. d) A(z, t) as a function of depth z and �t12. Note the
ripples in the space-time texture caused by the annihilation
event at �3.5 ps. The wave reaches the surface around 6
ps. e) the calculated response integrated over z. Note the
predicted distortion due to the Higgs wave, indicated by the
white arrows. The red arrows point to the critical slowing
down at the critical time of the transition tc.

ground state with |A| = 1. Immediately after the D
pulse, 1�⇤ < 0 and the double well potential disappears
in favor of a single energy minimum at A = 0. As 1� ⇤
increases and becomes positive, nonzero minima emerge
at ±Amin = ±(1�⇤)1/2, and start to attract the system,
which is soon trapped in one of them, and the symmetry
is broken again. With many preceding oscillations, the
final ground state is ergodically uncorrelated with the
initial one, hence the formation of domains. From Eq.
[1], the equation of motion can then be written as:

1
 2

0

✏2

✏t2
A +

�

 0

✏

✏t
A� (1� ⇤)A + A3 � ⌃2

✏2

✏z2
A = 0 (2)

Here  0 is the angular frequency of the bare (2kF )
phonon mode responsible for the CDW formation; the
second term describes its damping � ⇤ �⇧AM/⇧AM .

Using our experimental values for �QP , ⇧AM =
 ̃0/2⌥ = 2.18 THz and linewidth �⇧AM = 0.2 THz,
there are no free parameters and we can now compute
A(t, z). The calculated reflectivity response detected
by the probe is given by the di⌅erence between the re-
sponse with and without the P pulse �R(t, �t12) ⌥�⇤
0 [A2

D(t, z) � A2
DP (t, z,�t12)]e�z/�dz. A2

DP (t, z,�t12)
is calculated replacing ⇤ ⇧ ⇤P (t) = ⇤(0) exp(�t/�sp) +

⇤⇥(t� t12)exp[�(t� t12)]/�sp) and using the experimen-
tal value of ⇤ = 0.1, where ⇤ is the P pulse intensity
relative to the D pulse and ⇥(t� t12) is a unit step func-
tion (see SI for details).

In Fig. 3c) we show the FFT power spectra of
�R(t, �t12) calculated in the homogeneous regime (with
no spatial derivative in Eq.2). The main features of our
data in Fig. 3a) are already present: Oscillations of A(t)
are clearly visible at short times, as well as the hallmark
of the transition itself, namely the critical slowing of the
AM oscillations close to the critical point tc ⌃ 1.5 ps.
The calculation also reproduces the softening of the AM
for �t12 < 2 ps. The aperiodic fluctuations of the OP
near 1.5 ps pinpoint the exact critical time of the tran-
sition tc (the bifurcation point) when topological defects
are formed. A notable discrepancy with the data in Fig.
3a) is evident however for �t12 > 2ps. The calculated
AM spectra correctly predict the asymmetry in frequency
domain, but do not predict the strongly asymmety of
the AM spectrum in time domain, i.e. the diagonally
distorted blobs, particularly visible around 3.5 ps. We
will show that this asymmetry is caused by OP (Higgs)
waves which are emitted upon annihilation of topological
defects.

The decaying light intensity with depth causes domains
to form parallel to the surface, which can be taken into
account by including the spatial derivative term in Eq.
[2] and replacing ⇤(t) with a time- and space- depen-
dent function ⇤⇥(t, z) = ⇤(t) exp(�z/⌅) where ⌅=20 nm
is the light absorption depth of TbTe3 at 800 nm. Using
the experimental coherence length ⌃ = 1.2 nm [12] and
⌅ = 20 nm, the calculated OP as a function of depth z
and time �t12 is shown in Figure 3 d). The blue and or-
ange coloured regions correspond to layers of di⌅erent do-
mains, approximately 10-20 nm thick, separated by topo-
logical defects (green). The calculation for TbTe3 param-
eters clearly shows a domain-wall annihilation event at
�t12 ⌃ 4 ps emitting wave-like spatio-temporal ripples of
A(t, z) (Higgs waves), which reach the surface at �t ⌅ 5
ps. These ripples cause a deformation in the measured
spatio-temporal spectral profiles, giving diagonal blobs
at 5 ⌅ 6 ps in the depth-integrated spectra in Fig. 3e).
These are remarkably similar to the diagonal blobs ob-
served in the experimental data in Fig. 3a) at 3.2 ps
and represents a unique detection of Higgs bosons emit-
ted upon the annihilation of topological defects. (More
Higgs wave dynamics is shown in accompanying movies.)

The slow response dynamics of the AM intensity
for �t12 > 6 ps, arising primarily from incoherent
topological defect annihilation can be modeled using
intrinsic wall-antiwall recombination. The magnitude
of the AM response is proportional to the amount
of ordered volume, so �R(�t12)/R = (�R/R)0 [1 �
f(�t12)]cos ( AM t), where for bi-particle recombination,
the volume fraction occupied by the domain walls is
f(�t12) ⌥ 1/(1 + ⇥�t12). Fitting f(t) to the data in

The eq. of motion:
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Order parameter calculation

Calculated A(z,t) after quench:
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FIG. 3: a) FFT power spectra of the data in Fig. 1c) as
a function of �t12 recorded at 100 fs intervals. Note the
non-periodic fluctuations of intensity at around the transi-
tion (1.5 ps) and the asymmetric space-time lineshapes near
�t12 � 3.5 ps as the Higgs wave reaches the surface (white
arrows). b) the intensity of the AM at long times, on three
di⇥erent spots on the sample. The lines are fits to the data
using bi-molecular wall-antiwall annihilation kinetics. c) The
calculated �R/R based on the homogeneous solution of Eq.
2. d) A(z, t) as a function of depth z and �t12. Note the
ripples in the space-time texture caused by the annihilation
event at �3.5 ps. The wave reaches the surface around 6
ps. e) the calculated response integrated over z. Note the
predicted distortion due to the Higgs wave, indicated by the
white arrows. The red arrows point to the critical slowing
down at the critical time of the transition tc.

ground state with |A| = 1. Immediately after the D
pulse, 1�⇤ < 0 and the double well potential disappears
in favor of a single energy minimum at A = 0. As 1� ⇤
increases and becomes positive, nonzero minima emerge
at ±Amin = ±(1�⇤)1/2, and start to attract the system,
which is soon trapped in one of them, and the symmetry
is broken again. With many preceding oscillations, the
final ground state is ergodically uncorrelated with the
initial one, hence the formation of domains. From Eq.
[1], the equation of motion can then be written as:
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Here  0 is the angular frequency of the bare (2kF )
phonon mode responsible for the CDW formation; the
second term describes its damping � ⇤ �⇧AM/⇧AM .

Using our experimental values for �QP , ⇧AM =
 ̃0/2⌥ = 2.18 THz and linewidth �⇧AM = 0.2 THz,
there are no free parameters and we can now compute
A(t, z). The calculated reflectivity response detected
by the probe is given by the di⌅erence between the re-
sponse with and without the P pulse �R(t, �t12) ⌥�⇤
0 [A2

D(t, z) � A2
DP (t, z,�t12)]e�z/�dz. A2

DP (t, z,�t12)
is calculated replacing ⇤ ⇧ ⇤P (t) = ⇤(0) exp(�t/�sp) +

⇤⇥(t� t12)exp[�(t� t12)]/�sp) and using the experimen-
tal value of ⇤ = 0.1, where ⇤ is the P pulse intensity
relative to the D pulse and ⇥(t� t12) is a unit step func-
tion (see SI for details).

In Fig. 3c) we show the FFT power spectra of
�R(t, �t12) calculated in the homogeneous regime (with
no spatial derivative in Eq.2). The main features of our
data in Fig. 3a) are already present: Oscillations of A(t)
are clearly visible at short times, as well as the hallmark
of the transition itself, namely the critical slowing of the
AM oscillations close to the critical point tc ⌃ 1.5 ps.
The calculation also reproduces the softening of the AM
for �t12 < 2 ps. The aperiodic fluctuations of the OP
near 1.5 ps pinpoint the exact critical time of the tran-
sition tc (the bifurcation point) when topological defects
are formed. A notable discrepancy with the data in Fig.
3a) is evident however for �t12 > 2ps. The calculated
AM spectra correctly predict the asymmetry in frequency
domain, but do not predict the strongly asymmety of
the AM spectrum in time domain, i.e. the diagonally
distorted blobs, particularly visible around 3.5 ps. We
will show that this asymmetry is caused by OP (Higgs)
waves which are emitted upon annihilation of topological
defects.

The decaying light intensity with depth causes domains
to form parallel to the surface, which can be taken into
account by including the spatial derivative term in Eq.
[2] and replacing ⇤(t) with a time- and space- depen-
dent function ⇤⇥(t, z) = ⇤(t) exp(�z/⌅) where ⌅=20 nm
is the light absorption depth of TbTe3 at 800 nm. Using
the experimental coherence length ⌃ = 1.2 nm [12] and
⌅ = 20 nm, the calculated OP as a function of depth z
and time �t12 is shown in Figure 3 d). The blue and or-
ange coloured regions correspond to layers of di⌅erent do-
mains, approximately 10-20 nm thick, separated by topo-
logical defects (green). The calculation for TbTe3 param-
eters clearly shows a domain-wall annihilation event at
�t12 ⌃ 4 ps emitting wave-like spatio-temporal ripples of
A(t, z) (Higgs waves), which reach the surface at �t ⌅ 5
ps. These ripples cause a deformation in the measured
spatio-temporal spectral profiles, giving diagonal blobs
at 5 ⌅ 6 ps in the depth-integrated spectra in Fig. 3e).
These are remarkably similar to the diagonal blobs ob-
served in the experimental data in Fig. 3a) at 3.2 ps
and represents a unique detection of Higgs bosons emit-
ted upon the annihilation of topological defects. (More
Higgs wave dynamics is shown in accompanying movies.)

The slow response dynamics of the AM intensity
for �t12 > 6 ps, arising primarily from incoherent
topological defect annihilation can be modeled using
intrinsic wall-antiwall recombination. The magnitude
of the AM response is proportional to the amount
of ordered volume, so �R(�t12)/R = (�R/R)0 [1 �
f(�t12)]cos ( AM t), where for bi-particle recombination,
the volume fraction occupied by the domain walls is
f(�t12) ⌥ 1/(1 + ⇥�t12). Fitting f(t) to the data in
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Order parameter 
dynamics: theory vs. expt. 
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The first three picoseconds: 
Critical dynamics as t ➛ tc 

tc tc

Experimental data Theory

Coupling of AM to a collective mode 
from a previous eon!  

(Different from Penrose’s eons. More like Littlewood-Varma-Klein NbSe2 
resonance)

5K ISSUES NOT ADDRESSED: !

• Response selection rules: AM 

has A symmetry only t > tc!

• coupling to other pre-existing 

collective modes (phonons)!

• initial energy relaxation!

• fluctuation phenomena

?



Incoherent topological defect dynamics: 
collective mode broadening for Δt12 > 7 ps

AM

The collective mode linewidth reflects the presence of 
domain walls

     Mertelj, T. et al. Incoherent Topological Defect 
Recombination Dynamics in TbTe_{3}. Phys Rev 
Lett 110, 156401 (2013).
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The trajectory to 
a hidden state in 
1T-TaS2

1T-TaS2

Stojchevska et al, Science 344, 177 (2014).



What is a hidden state?
It is a state of matter which cannot be reached under 
ergodic conditions, by slowly changing T, P, B-field, etc.  !

!
Switching to a hidden state can be achieved by a non-

thermal process which occurs under highly non-
equilibrium conditions of the underlying vacuum
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The importance of e-h (a)symmetry 
for creating photoinduced states

Just heating (Te*=TL*=…).!
No doping.

EF



The importance of e-h (a)symmetry 
for creating photoinduced states

EF



The competing states of 1T-TaS2 
under equilibrium conditions

of corner-sharing triangles. This result is different from the
model proposed by Yamamoto,25 who proposed the honey-
comb lattice as domain structure. However, our result is in
excellent agreement with the theory of Nakanishi and
Shiba,17 who indeed found a pattern of corner-sharing hexa-
gons as the domain structure of the NC phase ~Fig. 3 in Ref.
17!.
The relation between the structures of different layers is

determined by the centering translations (Eu0,0, 13 ,6 2
3 ,6 1

3 ),
or equivalently by the commensurate components of the
modulation wave vectors. The phase shifts of the modulation
in neighboring layers therefore are 6(2 1

3 , 13 ). The effect in
the structure is that the centers of the domains in neighboring
layers are shifted such that the centers of the domains in one
layer are on top of the centers of one half of the triangular

regions forming the domain walls ~Fig. 8!. The domains thus
form a pattern similar to a hexagonal close packed lattice.

C. Correlation between tantalum and sulfur modulations

The modulation of the S atom is much smaller than that of
Ta. It has contributions in all three directions, but the largest
amplitudes are along c ~Table V!. The uz modulation of S ~ 23 ,
1
3 , 0.086! at the position ~ 23 , 13 , 0.086! is drawn as a function
of (t1 ,t2) in Fig. 10. The threefold site symmetry of the S
atom is clearly visible. The z modulation can be character-
ized by large plateaus with positive displacement (uz
50.106 Å) and slightly smaller plateaus with negative dis-
placement (uz520.124 Å). The boundaries between the
positive and negative regions are rather sharp, and a block
wave is a reasonable approximation for this function.

FIG. 8. ~a! Ta atoms in the layer z50 in a region of 1003100 unit cells. Only atoms belonging to complete clusters are plotted as dots.
The regions with domain-wall-like structure are left blank. The modulation in x ,y direction for the Ta atoms is exaggerated five times. The
origin (t1 ,t2)5(0,0) is the lower left point. ~b! The same as ~a! for the Ta atoms in the layer z5 1

3 . ~c! Ta atoms in the layer z50. An
enlargement of ~a! is shown, now with the atoms in the domain walls plotted as heavy dots.
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~0,0,0!, Ta ~1,0,0!, and Ta ~1,1,0! ~Fig. 7!. Extending the
comparison of t plots, then shows that the uz modulation of
the S has a maximum for those phase values where the dis-
tances between the three underlying Ta atoms are a mini-
mum and vice versa ~Figs. 3, 4, 5, and 10!. It is thus found
that there is a strong correlation between the modulations of
Ta and S, such that sulfur atoms are pushed out of the layer
when the coordinating tantalum atoms move towards each
other, and the other way around. Further analysis shows this
to be a general property of the modulation, implying that all
sulfur atoms above a 13 cluster move outwards, and that
sulfur atoms between 13 clusters and within the domain
walls move towards the center of the layer. This result is in
accordance with a similar finding for the commensurate
superstructure.7
The hcp stacking of layers is now explained by the sulfur

modulation. Above one domain, most sulfur atoms move
away from the center-plane of that layer, i.e., they move
towards the next layer. At these positions, the next layer has
its triangular domain-wall region, where there are many long
Ta-Ta distances, and most sulfur atoms will have moved
towards the center plane of this layer. The sulfur displace-
ments in neighboring layers thus are in anticorrelation, such

that the variation in sulfur-to-sulfur distances across the Van
der Waals gap is a minimum, and a maximum packing den-
sity can be reached.
STM images the surface, which for TaS2 consists of a

plane of sulfur atoms. STM on 1T-TaS2 exhibited a pattern
compatible with a domain structure of the NC phase.23 In the
present investigation, it was shown that the domain structure
is reflected in the z modulation of the S atoms. Positive dis-
placements were found for the underlying Ta atoms belong-
ing to 13 clusters, while negative displacements were found
for underlying Ta atoms in the domain-wall region. Accord-
ingly, the z displacement of sulfur directly correlates with
domains and domain walls. A simulated STM image was
now generated, by plotting the sulfur atoms as dots with a
brightness proportional to the z displacement ~Fig. 11!. A
striking similarity is observed with the STM image of the
NC of 1T-TaS2 obtained by Thompson et al. ~Figure 10~c!
in Ref. 23!, and it is concluded that the result of the present
structure determination is in accordance with STM.

VI. CONCLUSIONS

The modulated structure has been determined of 1T-TaS2
in its nearly commensurate state. A large number of harmon-
ics for the modulation functions were included in the refine-
ments, and the result indicated that the shapes of the modu-
lation functions can be approximated by a block wave. In
physical space this corresponds to a domain structure, where
the structure within the domains is that of the commensurate
A13a3A13a superstructure. Maybe the most salient feature
is that we have been able to determine the shapes of the
domains from a crystallographic analysis of the intensities of
Bragg reflections in x-ray scattering. It was found that the
domains have a distorted hexagonal shape. The domain walls
are not regions of constant width, but instead they form a
pattern of corner-sharing triangles, as left over by the corner-
sharing hexagonal domains. This finding is in complete ac-
cordance with the theoretical prediction by Nakanishi and
Shiba17 but deviates from previous x-ray scattering work.25
From the z displacements of the sulphur atoms a simu-

lated STM picture was calculated that showed a striking
similarity with the experimental STM image published in
Ref. 23. It is thus concluded that the result of STM and x-ray
diffraction are in accordance with each other.
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Figure 1 Ambient-pressure phases of 1T-TaS2. The phases are: a metallic phase
at temperatures above 550 K; an ICCDW phase above 350 K; an NCCDW phase
above 190 K; a CCDW Mott phase below 190 K; in addition there is a trigonal phase
present solely during the warming up cycle between 200–300 K (refs 9,10,45). Also
shown are the Ta atom distortions in the fully commensurate phase (bottom left
inset) and the crystal structure of 1T-TaS2 (top right inset).

The neighbouring NCCDW phase equally contains David-star
clusters, although they are arranged in a less uniform manner9.
Ambient-pressure X-ray studies in 1T-TaS2 reveal that in the
NCCDW phase several tens of stars organize into roughly
hexagonal domains, locally reproducing the CCDW phase10,27. The
domains are separated by triangular regions where the amplitude
of the deformation is reduced, forming the planar structure that
resembles the kagome patchwork10,27.

We have carried out resistivity measurements on 1T-TaS2 under
pressures ranging from 0 to 25 GPa and temperatures ranging from
1.3 to 300 K (Fig. 2).

At temperatures below 250 K, we observe a first-order transition
from the NCCDW to the CCDW phase, which melts with a
pressure of 0.8 GPa. At low temperatures, the resistivity saturates
to finite residual values that shift lower and lower as the pressure
is increased. The transition from the incommensurate to the nearly
commensurate CDW phase appears as an increase in the resistivity
in the temperature range of 120–300 K for the whole pressure
range. The first confirmed signatures of superconductivity appear
at 1.5 K and 2.5 GPa. The superconductivity arises from the non-
metallic low-temperature phase, which continuously evolves from
the NCCDW state at ambient pressure.

In addition, at around 4–5 GPa, the resistivity saturates to
a plateau-like temperature dependence below 50 K. The value
of this low-temperature residual resistivity drops as the pressure
is increased, and a metallic-like signature stabilizes in the
low-temperature ranges. Above 8 GPa, the resistivity is metallic
over the entire investigated temperature range, although the
temperature dependence remains unconventional.

We summarize our findings in a pressure–temperature phase
diagram (Fig. 3). The Mott localization and the CCDW phase are
fully suppressed at pressures of about 0.8 GPa. The NCCDW phase
persists to pressures of 7 GPa and may be visualized as roughly
hexagonal CDW domains suspended in an interdomain phase10,27.
The domains are expected to become progressively smaller as
the pressure increases. The first signatures of superconductivity
appear in the NCCDW phase and remain roughly at 5 K
throughout the entire pressure range of 3–25 GPa. For pressures
of 8–25 GPa, the system is metallic over the investigated
temperature range when above the superconducting transition
temperature. Recent preliminary field measurements indicate that
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Figure 2 Resistivity in the pressure range of 0–25GPa and temperature range
of 1.3–300K. a, The temperature dependence of the resistivity is largely
non-metallic over the entire temperature range for pressures of 0–4 GPa; the
low-temperature upturn in the resistivity that relates to the variable-range-hopping
conduction in the Mott phase11,12 disappears above 0.6 GPa; first traces of the
superconductivity are observed at an approximate pressure of 2.5 GPa, with a TSC of
1.5 K; metallic-like behaviour develops for low temperatures at pressures of
4–8 GPa; fully metallic behaviour is present at pressures greater than 8 GPa. b, The
superconductivity first develops with pressure within the non-metallic phase.

the critical magnetic field would be of the order of 1.5 T, in the
lower-pressure ranges.

The questions that emerge from this new phase diagram
address the melting of the CCDW Mott state, the origin of the
textured NCCDW phase in relation to that state and the appearance
of superconductivity in a pristine 1T system, which remains
apparently insensitive to both pressure and the melting of the
charge order.

The exceptional assembly of electron–phonon coupling, nesting
eVects and Coulomb interaction combine to construct the elaborate
phase space of 1T-TaS2. To understand the many complexities
of this system, it is important to consider the microscopics
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Figure 1 Ambient-pressure phases of 1T-TaS2. The phases are: a metallic phase
at temperatures above 550 K; an ICCDW phase above 350 K; an NCCDW phase
above 190 K; a CCDW Mott phase below 190 K; in addition there is a trigonal phase
present solely during the warming up cycle between 200–300 K (refs 9,10,45). Also
shown are the Ta atom distortions in the fully commensurate phase (bottom left
inset) and the crystal structure of 1T-TaS2 (top right inset).

The neighbouring NCCDW phase equally contains David-star
clusters, although they are arranged in a less uniform manner9.
Ambient-pressure X-ray studies in 1T-TaS2 reveal that in the
NCCDW phase several tens of stars organize into roughly
hexagonal domains, locally reproducing the CCDW phase10,27. The
domains are separated by triangular regions where the amplitude
of the deformation is reduced, forming the planar structure that
resembles the kagome patchwork10,27.

We have carried out resistivity measurements on 1T-TaS2 under
pressures ranging from 0 to 25 GPa and temperatures ranging from
1.3 to 300 K (Fig. 2).

At temperatures below 250 K, we observe a first-order transition
from the NCCDW to the CCDW phase, which melts with a
pressure of 0.8 GPa. At low temperatures, the resistivity saturates
to finite residual values that shift lower and lower as the pressure
is increased. The transition from the incommensurate to the nearly
commensurate CDW phase appears as an increase in the resistivity
in the temperature range of 120–300 K for the whole pressure
range. The first confirmed signatures of superconductivity appear
at 1.5 K and 2.5 GPa. The superconductivity arises from the non-
metallic low-temperature phase, which continuously evolves from
the NCCDW state at ambient pressure.

In addition, at around 4–5 GPa, the resistivity saturates to
a plateau-like temperature dependence below 50 K. The value
of this low-temperature residual resistivity drops as the pressure
is increased, and a metallic-like signature stabilizes in the
low-temperature ranges. Above 8 GPa, the resistivity is metallic
over the entire investigated temperature range, although the
temperature dependence remains unconventional.

We summarize our findings in a pressure–temperature phase
diagram (Fig. 3). The Mott localization and the CCDW phase are
fully suppressed at pressures of about 0.8 GPa. The NCCDW phase
persists to pressures of 7 GPa and may be visualized as roughly
hexagonal CDW domains suspended in an interdomain phase10,27.
The domains are expected to become progressively smaller as
the pressure increases. The first signatures of superconductivity
appear in the NCCDW phase and remain roughly at 5 K
throughout the entire pressure range of 3–25 GPa. For pressures
of 8–25 GPa, the system is metallic over the investigated
temperature range when above the superconducting transition
temperature. Recent preliminary field measurements indicate that

0 50 100 150 200 250

0
0.5
0.8
1.0
1.5
2.0
4.0
4.5
5.0
6.0
6.5
7.0
8.0
9.5

14.0
15.0
18.0
20.0
25.0

0 50 100 150 200 250
0.0

0.0001

0.0002

0.0003

0.0004

0.0005

0.0006

0.0007

P (GPa)

P (GPa)

T (K)

T (K)

10–5

10–4

10–3

10–2

10–1

100

ρ
(Ω

 cm
)

ρ
(Ω

 cm
)

4.0
4.5
5.5
6.0
6.5
7.0
8.0
9.5

14.0
15.0
18.0
20.0
25.0

a

b

Figure 2 Resistivity in the pressure range of 0–25GPa and temperature range
of 1.3–300K. a, The temperature dependence of the resistivity is largely
non-metallic over the entire temperature range for pressures of 0–4 GPa; the
low-temperature upturn in the resistivity that relates to the variable-range-hopping
conduction in the Mott phase11,12 disappears above 0.6 GPa; first traces of the
superconductivity are observed at an approximate pressure of 2.5 GPa, with a TSC of
1.5 K; metallic-like behaviour develops for low temperatures at pressures of
4–8 GPa; fully metallic behaviour is present at pressures greater than 8 GPa. b, The
superconductivity first develops with pressure within the non-metallic phase.

the critical magnetic field would be of the order of 1.5 T, in the
lower-pressure ranges.

The questions that emerge from this new phase diagram
address the melting of the CCDW Mott state, the origin of the
textured NCCDW phase in relation to that state and the appearance
of superconductivity in a pristine 1T system, which remains
apparently insensitive to both pressure and the melting of the
charge order.

The exceptional assembly of electron–phonon coupling, nesting
eVects and Coulomb interaction combine to construct the elaborate
phase space of 1T-TaS2. To understand the many complexities
of this system, it is important to consider the microscopics
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of the diVerent phases at ambient pressure and their possible
evolution under pressure. We will address each of the above posed
questions separately.

MELTDOWN OF THE MOTT PHASE

The standard way of influencing the Mott phase is to aVect the
ratio between the Coulomb repulsion and the bandwidth. These
two relevant energy scales correspond to the parameters U and t of
the single-band Hubbard Hamiltonian, usually used to consider the
Mott transition,

H = �t
X

hi,ji,�

�
c†

i,� cj,� + c†
j,� ci,�

�
+U

X

i

ni,"ni,#

where ci,� and c†
i,� are the destruction and creation operators of an

electron at site i and with spin �, and ni,� = c†
i,� ci,� is the occupation

operator. For the special case of the triangular lattice of David
stars in 1T-TaS2, t and U map to the overlap of the electronic
wavefunctions defined by the deformation localized at David stars,
and the Coulomb interaction of the electrons above the gap within
the same David star, respectively.

The qualitative understanding of the observed phase transition
comes from the insight that pressure changes both the relevant
energy scales, by decreasing the swelling of the planes related
to the David-star deformations in the CDW state. In particular,
by reducing the deformation, the pressure diminishes the CDW
gap and increases the screening capacity of the electrons below
the gap (that is, the interband contribution to the dielectric
function). Similarly, the pressure also weakens the potential that
defines the local wavefunction, thereby increasing its extension
and the wavefunction overlap integral. Both these mechanisms
simultaneously increase t and decrease U , leading to a decrease in
the ratio U/t . The Mott-state melting occurs naturally at a critical
value of this ratio28.

NATURE OF THE TEXTURED PHASE

The NCCDW phase has been subject to numerous experimental
and theoretical investigations at ambient pressure. Previous
theoretical approaches invoked mainly phenomenological
treatments, based on sophisticated versions of the Landau-type
functional, leaving out the microscopic details29,30. However,
the main mechanism behind the creation of the textured phase
has been established to lie in the tendency of the system to
maximize the electronic gap at a given deformation amplitude
by (inter)locking the deformations at (three) commensurate wave
vectors, counteracted by the remnant part of the electrons in the
states above the gap. This leads to a microscopic mechanism for
domain formation, common to many electronic systems with
(charge- or spin-) density waves close to commensurability31.
Essentially, the discommensurations in the textured phase host
the electrons that do not fit below the gap that exists in the
commensurately ordered domains. Notably, however, the size of the
domains in 1T-TaS2 is substantial, containing several hundred TaS2

units within each layer. Therefore, long-range Coulomb forces are
expected to control the charge transfer involved in the domain size
and organization32. This important aspect was omitted in former
theoretical treatments of the NCCDW phase in 1T-TaS2.

We fully include the Coulomb aspect of this charge transfer,
when considering the formation of domains in the NCCDW phase
in 1T-TaS2. The two limiting degrees of this charge relocation leave
the domains either as a lightly (self-)doped Mott state, or fully
depleted. We compare the Coulomb energy per particle involved
in the formation of fully depleted domains, Ec, with the electronic
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Figure 3 The temperature–pressure phase diagram of 1T-TaS2. The Mott
localization is suppressed, closely accompanied by the melting of the CCDW phase
at a pressure of 0.8 GPa; the lattice structure in the latter phase is composed of
interlocking David stars. The NCCDW phase extends over the pressure range of
1–7 GPa, and may be visualized as roughly hexagonal domains suspended in an
interdomain phase, indicated in grey. The first signatures of superconductivity
appear from the NCCDW state, and remain roughly at 5 K throughout the entire
pressure range of 3–25 GPa. In the pressure range of 8–25 GPa, the system is
metallic over the investigated temperature range when above the superconducting
transition temperature. The drawings above and below the phase diagram indicate
the probable deformation patterns in the system at low temperature, as discussed in
the text. Darkly shaded parts denote the parts with the static deformation in the form
of David stars, whereas in the light-shaded areas the deformation is considerably
reduced or completely suppressed.

energy gap � in the domains. The case of Ec ⇠ � implies a
Coulomb-controlled textured phase. The alternatives, unrestricted
by the long-range Coulomb forces, relate to Ec ⌧ � and Ec � �
signifying fully depleted and slightly doped Mott phase domains,
respectively. Figure 4 shows the results of a calculation, for diVerent
domain sizes and organization in successive layers. The calculation
(see the Methods section) is carried out for a kagome patchwork
with two diVerent stacking alignments. Stacking A considers an
axial alignment of domains and interdomain triangles in successive
layers, and has been experimentally observed in 1T-TaS2 (see
Fig. 4, Stacking A). The shifted positions of the domains between
adjacent planes resemble a closely packed face-centred-cubic
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FIG. 3. (a) Fermi surface for the undistorted 1T structure and
(b) reconstructed CCDW superstructure. (c) Energy band
structure near the Fermi level for the undistorted 1T -phase
(blue points) and the reconstructed CCDW superstructure
(solid lines). The band that crosses the Fermi level is plotted
as a red line. (d) Density of states near the Fermi level for
the un-doped 1T -TaS2 and (e) the Fe-doped system.

that is defined by the onset point of the zero-field-cooling
(ZFC) and field-cooling (FC) curves . The smaller mag-
netization value for FC is likely due to the complicated
magnetic flux pinning effects.22 The value of -4πχ at 0.5
K is about 75% where the demagnetization factor is neg-
ligible for H ∥ ab, implying the bulk superconductivity
of Fe0.02Ta0.98S2 sample.

The right top inset of Fig. 2 shows the initial M(H)
curve of 1T -Fe0.02Ta0.98S2 in the low field region at 0.75
K as H ∥ ab, the solid line shows the linear fitting for the
low field range. The obtained slope of the linear fitting
up to 15 Oe of our measurement at 0.75 K is -0.98(6),
and this corresponds to −4πM = H as H ∥ ab, describ-
ing the Meissner shielding effects. And from the deviated
point of the fitting line we can obtain the lower super-
conducting critical field Hc1(0.75K) = 14 Oe. The right
bottom inset of Fig. 2 shows the magnetization hystere-
sis loop of 1T -Fe0.02Ta0.98S2 at 0.5 K as H ∥ ab, and the
shape of the M(H) curves shows that 1T -Fe0.02Ta0.98S2
is a typical type-II superconductor.
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FIG. 4. The electronic phase diagram of 1T -FexTa1−xS2 sin-
gle crystals.

In order to elucidate the Fe-doping effect on the prop-
erties of the host 1T -TaS2, we carried out theoretical
calculation by DFT (shown in Fig. 3). We model the√
13 ×

√
13 × 2 supercell which contains at least one-

site substitution of Ta atom by Fe atom (1/26 dop-
ing level). Figures 3(a) and 3(b) show the calculated
Fermi surfaces (FS) for the undistorted 1T structure and
the reconstructed CCDW superstructure, respectively,
which clearly show that the undistorted 1T -TaS2 has a
quasi-two-dimensional Fermi surface, while the CCDW
phase has a quasi-one-dimensional Fermi surface. Fig-
ure 3(c) shows the calculated energy band structure
near the Fermi leve for the ideal/undistorted 1T -phase
and the reconstructed CCDW superstructure. For the
ideal/undistorted 1T structure, the Ta-d bands cross the
Fermi level EF and strongly disperse along Γ-M -K-Γ
and A-L-H-A, which leads to a good metallic charac-
ter. Along Γ-A only weak dispersion on the Fermi level
is left, consistent with the quasi-2D character of the 1T -
phase structure. The relaxed CCDW structure shows the
star-of-David clusters in which the first and second rings
of Ta atoms averagely contract inwards by 5-6%. The Ta
star-of-David clusters lead the Ta-d state to become lo-
calized in the in-plane directions, which results in a local-
ized uppermost band along Γ-M -K-Γ at about -0.3 eV.
The band at the Fermi level disperses only along Γ-A di-
rection, indicating the existence of quasi-one-dimensional
Fermi surface (see Fig. 3(b)) that allows that electrons
conduct only along the c-axis, and the ab-plane conduc-
tivity becomes worse in CCDW structure.

Figure 3(d) shows the density of states (DOS) for the
undistorted 1T -TaS2 and the distorted CCDW structure.
For the undistorted 1T -phase, a large DOS locates at the
Fermi level. However, in the CCDW structure, the DOS
near the Fermi level shows a pseudogap structure, result-
ing in a semimetal conduction. Considering the correla-
tion of Ta-d electrons, we applied LDA+U method to the
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Fe-doping–induced superconductivity in charge-density-wave system 1T -TaS2
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Fig. 2: (Colour on-line) Temperature dependence of magnetic
susceptibility of 1T -Fe0.02Ta0.98S2 single crystals. The right
top inset shows the initial 4πM(H) isotherm at 0.75K, and
the red line shows the linear fitting in the low-field range. The
right bottom inset shows the magnetization hysteresis loops of
1T -Fe0.02Ta0.98S2 at T = 0.5K as H ∥ ab.

potential and localizes the electrons [26–28]. For our
x= 0.05 sample the AL insulating state potentially exists
at low temperatures. Furthermore, the low-temperature
CCDW phase is suppressed for x! 0.01, and interest-
ingly the signature of superconductivity appears at 2.8
and 2.6K for x= 0.02 and 0.03, respectively, while no
superconductivity appears for x! 0.04 down to 2K (see
the inset of fig. 1(a)). The maximum zero resistivity
temperature is about 2.1K at x= 0.02. So it may be the
optimal doping and we study this composition in details
in the following parts.
Figure 1(b) shows the high-temperature resistivity

of 1T -FexTa1−xS2 single crystals. The samples show
sudden increases of resistivity corresponding to the nearly
commensurate CDW (NCCDW) transitions for x" 0.04.
The inset of fig. 1(b) shows the temperature dependence
of the thermopower (S) for the x= 0 and 0.03 samples.
For the x= 0 sample, S changes signs at about 350K
and 140K, which can be attributed to the NCCDW and
CCDW transitions, respectively [29]; while there is only
one transition at about 340K for the x= 0.03 sample, in
agreement with the resistivity result. This may indicate
that the CCDW phase disappears, while the NCCDW
phase still remains even after 3% Fe doping. Moreover,
the Seebeck coefficient of the x= 0.03 sample becomes
more negative in the whole temperature range, suggesting
that Fe acts at least in part as an n-type doping.
Magnetic characterization of the superconducting tran-

sition for 1T -Fe0.02Ta0.98S2 at 10Oe as H ∥ ab is shown
in fig. 2. The diamagnetism in the low-temperature region

further confirms the existence of superconductivity, and
the steep transition in the M(T ) curve indicates that
the sample is rather homogeneous. The superconducting
transition temperature is about 2.1K that is defined by
the onset point of the zero-field-cooling (ZFC) and field-
cooling (FC) curves. The smaller magnetization value for
FC is likely due to the complicated magnetic flux pinning
effects [30]. The value of −4πχ at 0.5K is about 75% where
the demagnetization factor is negligible for H ∥ ab, imply-
ing the bulk superconductivity of the 1T -Fe0.02Ta0.98S2
sample.
The right top inset of fig. 2 shows the initialM(H) curve

of the 1T -Fe0.02Ta0.98S2 single crystal in the low-field
region at 0.75K as H ∥ ab, which allows us to estimate the
lower critical field values (Hc1) at 0.75K. At low fields,
the M(H) isotherm is linear in H, as expected for a BCS
type-II superconductor. We estimate the Hc1(0.75K)
value to be about 14Oe, marked by an arrow, from
the point where this curve deviates from linearity. The
obtained slope of the linear fitting up to 15Oe of our
experimental data at 0.75K is −0.98(6), which corre-
sponds to −4πM =H as H ∥ ab, describing the Meissner
shielding effects. The right bottom inset of fig. 2 shows
the magnetization hysteresis loop of 1T -Fe0.02Ta0.98S2 at
0.5K as H ∥ ab, and the shape of the M(H) curve further
indicates that 1T -Fe0.02Ta0.98S2 is a typical type-II
superconductor.
In order to elucidate the Fe-doping effect on the prop-

erties of the host 1T -TaS2, we carried out the theoretical
calculation by DFT. Figures 3(a) and (b) show the
calculated Fermi surfaces for the undistorted 1T structure
and the reconstructed CCDW superstructure, respec-
tively, which clearly show that the undistorted 1T -TaS2
has a quasi–two-dimensional Fermi surface, while the
CCDW phase has a quasi–one-dimensional Fermi surface.
Recent theoretical calculations show that the CCDW
reconstruction induces drastic change in the electronic
structure with a pseudogaped Fermi suface [31,32]. The
angle-resolved photoemission spectroscopy (ARPES)
measurement shows the Fermi surface nesting feature
and the CDW distortion enhanced electron-phonon
coupling in 1T -TaS2 [33]. Figure 3(c) shows the calcu-
lated energy band structure near the Fermi level EF for
the ideal/undistorted 1T -phase and the reconstructed
CCDW superstructure. For the ideal/undistorted 1T
structure, the Ta-d bands cross the Fermi level and
strongly disperse along Γ-M -K-Γ and A-L-H-A, which
leads to a good metallic character. Along Γ-A only weak
dispersion on the Fermi level is left, consistent with
the quasi-2D character of the 1T -phase structure. The
relaxed CCDW structure shows the star-of-David clusters
in which the first and second rings of Ta atoms averagely
contract inwards by 5–6%. The Ta star-of-David clusters
lead the Ta-d state to become localized in the in-plane
directions, which results in a localized uppermost band
along Γ-M -K-Γ at about −0.3 eV. The band at the Fermi
level disperses only along the Γ-A direction, indicating
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The nearly-commensurate state 
of 1T-TaS2   

domain walls (DW)

3

by the excess holes. The optical signature following pho-
toexcitation as reported recently by Dean et al[19] is fully
consistent with this hypothesis.

Adding a second electron to the Mott-split split-off
state costs too much energy due to the electrons’ re-
pulsion. In these circumstances, a favorable state will
be the creation of another polaron - an "add-atom" to
the polaronic crystal, and its subsequent relaxation will
be similar to the case of the hole discussed above. In
either case, the result will be a delocalized electron oc-
cupying the lost band state of the empty continuum. To
accommodate the local strain caused by voids or addi-
tions, the system self-organizes itself by aggregating these
point defects into walls of discommensurations. In this
course, the electrons or/and the holes, added with con-
centrations ne or/and nh, are converted to the reservoir
of condensed particles gapped by the CDW changing its
concentration by nc = nh � ne; it is seen as the change
qi = �Qi ⇠ nc of the CDW wave vector Qx,y. The possi-
bility of both positive and negative discommensurations
has been confirmed by STM experiments, see [21]. Fi-
nally the long-range phase is formed which we associate
with our H state. Unexpectedly, our measurements and
the modelling show that in the H state the system equi-
librates to a well conducting state with greatly enhanced
concentrations of one type of carriers concomitant with
stronger deviations from the commensurability, with re-
spect to NC or IC states obtained by a conventioanl ther-
mal treatment.

To discuss the nonequilibrium properties of the system
in more detail, we need to consider the relaxation kinet-
ics between the three reservoirs of particles. The total
free energy, which we shall consider additive neglecting
interactions, F (nc, ne, nh) ⇡ Fc(nc)+F (ne)+F (nh) de-
termines the partial chemical potentials µi = @F/@ni ⇡
µi(ni) which must all be equal in equilibrium. The chem-
ical potentials for the electrons µe and the holes µh will
be taken as for particles with 2D spectra �e,h+p2/2me,h

characterized by their activation energies - the gaps �e,h

and by effective masses me,h yielding constant densi-
ties of states Ne,h ⇠ me,h above the respective gaps
µe,h(n) = �e,h+kBT ln(ene,h/(kBTNe,h)�1). Fc is the en-
ergy of a superstructure of domain walls of the IC phase,
relative to the C state where nc = 0. Given the fact that
a 1st order transition exists between them, Fc must be
chosen to yield both the C and IC phases. The neces-
sary double-minima shape for Fc as function of q ⇠ 2⇡nc

can be taken from the experimentally confirmed numer-
ical modeling [40] of an unharmonic Landau model [? ].
Taking a more insightful analytic approach instead, we
write:

Fc(nc) = EDW (C0|nc|+C1|nc|e�1/(⇠|nc|)�C2⇠n
2
c+C4⇠

3n4
c)

(1)
where Ci are numeric constants. Here ⇠ is the domain

wall width, EDW is its energy. (For other parameters
and variables we are using dimensionless quantities as
explained in the Supplement.) The first two terms are
standard for a 2nd order C-IC transition[34, 39]: the co-
efficient C0 < 0 reduces the DW energy and for C0 < 0
the domain walls start to be created but their concen-
tration is stabilized by the repulsion given by the sec-
ond term ⇠ C1. The forth term ⇠ C2 appears for non-
collinear arrays of domain walls which now intersect in
points with a concentration ⇠ q2 ⇠ n2

c . A key point [39?
] is that this energy is expected to be negative, which we
took into account with the sign "-" in (1). Together with
the last stabilizing term ⇠ C4 to take into account the
repulsion between domain wall cross-sections we obtain
the desired non-monotonous curve for Fc shown in Fig.
3a). The chemical potential of the condensate particles
is then:

µc(nc) = EDW (C1(1+
1

⇠|nc|
)e�1/(⇠|nc|)+C0�2C2⇠|nc|+4C4(⇠|nc|)3)sign(nc)

(2)
as shown in Fig. 3b). The three surfaces of chemical

potentials µe, µh and µc as a function of ne and nh are
shown in Fig. 3b). At the intersection of all three (i.e.
when µe =µh =µc), the system state is stable. The state
with ne = nh (point C) is stable commensurate, and
point H is metastable incommensurate, corresponding to
the CDW with an enhanced number of electrons and the
correspondingly depleted condensate nc = nh�ne. (The
point in between is a maximum of the total energy, and is
unstable). The restriction for the balance among groups
of carriers and the requirement for balance of their chemi-
cal potentials makes a principle difference of our approach
with respect to common picture of IC states, both basic
and with particular complications for the TaS2. This
approach is already important for states in thermal equi-
librium, and it becomes indispensable for light pumping
experiments.

Recent experiments show that the Mott gap rapidly
melts within ⇠ 50 fs after photo-excitation [14], but af-
ter 0.5 ⇠ 1 ps, the AM oscillations are visible again,
indicating the recovery of the C state within a few AM
cycles. Since the e-h energy relaxation occurs on a simi-
lar timescale (⌧E ⇠ 1 ps) [13, 14], the condensation into
a CDW state competes with e � h recombination, allto-
gether subject to the conservation law nh�ne = nc. The
time evolution of the transient particle densities can then
be described by two kinetic equations for nh and ne:

dnh

dt
= �kehnenh(µe + µh)� khcnh(µh � µc) + P (t)

(3)
dne

dt
= �kehnenh(µe + µh)� kecne(µe � µc) + P (t)

where e-h, h-c and e-c recombination rates are given by
keh , khc and kec respectively, P (t) is the temporal profile

Where 
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of corner-sharing triangles. This result is different from the
model proposed by Yamamoto,25 who proposed the honey-
comb lattice as domain structure. However, our result is in
excellent agreement with the theory of Nakanishi and
Shiba,17 who indeed found a pattern of corner-sharing hexa-
gons as the domain structure of the NC phase ~Fig. 3 in Ref.
17!.
The relation between the structures of different layers is

determined by the centering translations (Eu0,0, 13 ,6 2
3 ,6 1

3 ),
or equivalently by the commensurate components of the
modulation wave vectors. The phase shifts of the modulation
in neighboring layers therefore are 6(2 1

3 , 13 ). The effect in
the structure is that the centers of the domains in neighboring
layers are shifted such that the centers of the domains in one
layer are on top of the centers of one half of the triangular

regions forming the domain walls ~Fig. 8!. The domains thus
form a pattern similar to a hexagonal close packed lattice.

C. Correlation between tantalum and sulfur modulations

The modulation of the S atom is much smaller than that of
Ta. It has contributions in all three directions, but the largest
amplitudes are along c ~Table V!. The uz modulation of S ~ 23 ,
1
3 , 0.086! at the position ~ 23 , 13 , 0.086! is drawn as a function
of (t1 ,t2) in Fig. 10. The threefold site symmetry of the S
atom is clearly visible. The z modulation can be character-
ized by large plateaus with positive displacement (uz
50.106 Å) and slightly smaller plateaus with negative dis-
placement (uz520.124 Å). The boundaries between the
positive and negative regions are rather sharp, and a block
wave is a reasonable approximation for this function.

FIG. 8. ~a! Ta atoms in the layer z50 in a region of 1003100 unit cells. Only atoms belonging to complete clusters are plotted as dots.
The regions with domain-wall-like structure are left blank. The modulation in x ,y direction for the Ta atoms is exaggerated five times. The
origin (t1 ,t2)5(0,0) is the lower left point. ~b! The same as ~a! for the Ta atoms in the layer z5 1

3 . ~c! Ta atoms in the layer z50. An
enlargement of ~a! is shown, now with the atoms in the domain walls plotted as heavy dots.
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~0,0,0!, Ta ~1,0,0!, and Ta ~1,1,0! ~Fig. 7!. Extending the
comparison of t plots, then shows that the uz modulation of
the S has a maximum for those phase values where the dis-
tances between the three underlying Ta atoms are a mini-
mum and vice versa ~Figs. 3, 4, 5, and 10!. It is thus found
that there is a strong correlation between the modulations of
Ta and S, such that sulfur atoms are pushed out of the layer
when the coordinating tantalum atoms move towards each
other, and the other way around. Further analysis shows this
to be a general property of the modulation, implying that all
sulfur atoms above a 13 cluster move outwards, and that
sulfur atoms between 13 clusters and within the domain
walls move towards the center of the layer. This result is in
accordance with a similar finding for the commensurate
superstructure.7
The hcp stacking of layers is now explained by the sulfur

modulation. Above one domain, most sulfur atoms move
away from the center-plane of that layer, i.e., they move
towards the next layer. At these positions, the next layer has
its triangular domain-wall region, where there are many long
Ta-Ta distances, and most sulfur atoms will have moved
towards the center plane of this layer. The sulfur displace-
ments in neighboring layers thus are in anticorrelation, such

that the variation in sulfur-to-sulfur distances across the Van
der Waals gap is a minimum, and a maximum packing den-
sity can be reached.
STM images the surface, which for TaS2 consists of a

plane of sulfur atoms. STM on 1T-TaS2 exhibited a pattern
compatible with a domain structure of the NC phase.23 In the
present investigation, it was shown that the domain structure
is reflected in the z modulation of the S atoms. Positive dis-
placements were found for the underlying Ta atoms belong-
ing to 13 clusters, while negative displacements were found
for underlying Ta atoms in the domain-wall region. Accord-
ingly, the z displacement of sulfur directly correlates with
domains and domain walls. A simulated STM image was
now generated, by plotting the sulfur atoms as dots with a
brightness proportional to the z displacement ~Fig. 11!. A
striking similarity is observed with the STM image of the
NC of 1T-TaS2 obtained by Thompson et al. ~Figure 10~c!
in Ref. 23!, and it is concluded that the result of the present
structure determination is in accordance with STM.

VI. CONCLUSIONS

The modulated structure has been determined of 1T-TaS2
in its nearly commensurate state. A large number of harmon-
ics for the modulation functions were included in the refine-
ments, and the result indicated that the shapes of the modu-
lation functions can be approximated by a block wave. In
physical space this corresponds to a domain structure, where
the structure within the domains is that of the commensurate
A13a3A13a superstructure. Maybe the most salient feature
is that we have been able to determine the shapes of the
domains from a crystallographic analysis of the intensities of
Bragg reflections in x-ray scattering. It was found that the
domains have a distorted hexagonal shape. The domain walls
are not regions of constant width, but instead they form a
pattern of corner-sharing triangles, as left over by the corner-
sharing hexagonal domains. This finding is in complete ac-
cordance with the theoretical prediction by Nakanishi and
Shiba17 but deviates from previous x-ray scattering work.25
From the z displacements of the sulphur atoms a simu-

lated STM picture was calculated that showed a striking
similarity with the experimental STM image published in
Ref. 23. It is thus concluded that the result of STM and x-ray
diffraction are in accordance with each other.
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