
To successfully detect a gravitational wave event like GW150914 the LIGO detectors need to combine astounding sensitivity with an ability to
isolate real signals from sources of instrument noise: tiny disturbances, due to e.g. environmental effects or the behavior of the instruments
themselves, that could mimic – or indeed simply overwhelm – the signature strain pattern we are looking for. This is a key reason why there
are two Advanced LIGO detectors, as it allows us to distinguish gravitational waves from local instrumental or environmental effects: only a
real gravitational wave signal would appear in both detectors – albeit separated by a few thousandths of a second, to account for the time
taken for light (or a gravitational wave) to travel between the two detector sites.

Inset (b) in Figure 2 shows how the instrument noise in the LIGO detectors depends on frequency. We can see that the instrument noise is
lowest in the ‘sweet spot’ around a few hundred hertz, but increases sharply at both low and high frequencies. There are also a number of
narrow spikes where the instrument noise is particularly large, due to e.g. vibration of the fibers that suspend the mirrors and test masses in
each interferometer.

Reaching the much greater sensitivity of Advanced LIGO required the upgrading of almost every aspect of the Initial LIGO design. These
upgrades included:

• Significantly increasing the laser power, to reduce the main source of high frequency noise
• Redesigning the recyclying cavities to better contain the spatial distribution of the laser light
• Using larger, heavier fused silica test masses, to reduce the random motions of the mirrors
• Suspending the test masses using fused silica fibers, to reduce their thermal noise
• Suspending the test masses with a four-stage pendulum, improving their seismic isolation
• Using an active “measure and cancel” strategy for reducing the impact of ground motions

Operating a network of two or more detectors also lets us ‘triangulate’ the direction on the sky from which a gravitational wave arrives, by
studying the difference in arrival time at each detector. The more detectors in one’s network, the better the sky position of a gravitational
wave source can be localised. In 2016 the Advanced Virgo detector, in Italy, will join the global network – and other advanced
interferometers are planned for the future. For more details see e.g. http://www.ligo.org/science/Publication-ObservingScenario/index.php.

THE LIGO DETECTORS

LIGO is the world's largest gravitational wave observatory and one of the world’s most sophisticated physics experiments. Comprised of two
giant laser interferometers located thousands of kilometers apart, one in Livingston, Louisiana and the other in Hanford, Washington, LIGO
uses the physical properties of light and of space itself to detect gravitational waves – a concept first proposed in the early 1960’s and the
1970’s. A set of initial interferometers was completed by the early 2000s, including TAMA300 in Japan, GEO600 in Germany, LIGO in the
United States and Virgo in Italy. Combinations of these detectors made joint observations between 2002 and 2011, but did not detect any
gravitational wave sources. After undergoing major upgrades, in 2015 the LIGO detectors began operation as Advanced LIGO: the first of a
significantly more sensitive global network of advanced detectors.

An interferometer like LIGO consists of two
“arms” (each one 4km long) at right angles
to each other, along which a laser beam is
shone and reflected by mirrors (suspended
as test masses) at each end. When a
gravitational wave passes by, the stretching
and squashing of space causes the arms of
the interferometer alternately to lengthen
and shrink, one getting longer while the
other gets shorter and then vice-versa. As
the interferometers' arms change lengths,
the laser beams take a different time to
travel through the arms – which means that
the two beams are no longer “in step” (or in
phase) and what we call an interference
pattern is produced. This is why we refer to
the LIGO detectors as “interferometers”.

The difference between the two arm
lengths is proportional to the strength of
the passing gravitational wave, referred to
as the gravitational-wave strain, and this
number is mind-bogglingly small. For a
gravitational wave typical of what we can
detect, we expect the strain to be about
1/10,000th the width of a proton! However
LIGO's interferometers are so sensitive that
they can measure even such tiny amounts.

Figure 2 shows a simplified diagram of an
Advanced LIGO detector.

Figure 2. Simplified diagram of an Advanced LIGO detector (not to scale), including several of the
key enhancements to the basic design: an optical cavity that reflects the laser light back and forth
many times in each arm, multiplying the effect of the gravitational wave on the phase of the laser
light; a power recyclying mirror that increases the power of the laser in the interferometer as a
whole; a signal recycling mirror that further optimizes the signal extracted at the photodetector.
These enhancements boost the power of the laser in the optical cavity by a factor of 5000, and
increase the total amount of time that the signal spends circulating in the interferometer.

Inset (a), on the left, shows the locations and orientations of the two LIGO observatories, and
indicates the light travel time between them. Inset (b) shows how the instrument strain noise
varied with frequency in each detector near to the time of the event. The lower the instrument
noise, the higher the detectors’ sensitivity. The tall spikes indicate narrow frequency ranges where
the instrument noise is particularly large.
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We find that  
・the Hanford and Livingston detectors of Advanced LIGO 
derive distinct posterior probability distribution of binary tidal 
deformability Λ ̃ of the binary-neutron-star merger GW170817.  
・significantly multimodal distribution associated with a 
disconnected highest-posterior-density 90% credible interval 
from the Livingston detector.  
・the distribution derived by the Livingston detector changes 
irregularly when we vary the maximum frequency of the data 
used in the analysis. 

Abstract

Discrepancy in tidal deformability of GW170817 
between the Advanced LIGO twins



Tidal deformability of neutron stars (NSs) can be a key quantity 
to understand the hitherto-unknown nature of supranuclear 
density matter. The relation between the mass and tidal 
deformability is uniquely determined by the NS EOS as the 
mass-radius relation is. 
Thus, simultaneous measurements of the mass and tidal 
deformability are eagerly desired, and GWs from BNS mergers 
give us a perfect opportunity.
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TABLE IV. The systematic error of our waveform model and the PN waveform model (PNtidal(TF2+)) in the measurement
of binary parameters using the hybrid waveforms as hypothetical signals.

Model our waveform model PNtidal(TF2+)

⇤̃ �Mc �⌘ �⇤̃ �Mc �⌘ �⇤̃

15H135-135 1211 1.1⇥ 10�7 1.8⇥ 10�6 2.1 3.8⇥ 10�6 3.1⇥ 10�4 250

125H135-135 863 1.9⇥ 10�7 7.7⇥ 10�6 2.8 3.1⇥ 10�6 2.5⇥ 10�4 177

H135-135 607 2.2⇥ 10�7 9.0⇥ 10�6 0.1 2.0⇥ 10�6 1.6⇥ 10�4 105

HB135-135 422 2.3⇥ 10�7 8.8⇥ 10�6 -2.4 1.4⇥ 10�6 1.0⇥ 10�4 59

B135-135 289 1.7⇥ 10�7 6.0⇥ 10�6 -3.7 7.8⇥ 10�7 5.5⇥ 10�5 28.9

15H121-151 1198 4.1⇥ 10�7 2.4⇥ 10�5 9.8 3.9⇥ 10�6 3.1⇥ 10�4 245

125H121-151 856 2.2⇥ 10�7 1.0⇥ 10�5 2.1 3.2⇥ 10�6 2.5⇥ 10�4 175

H121-151 604 1.8⇥ 10�7 6.9⇥ 10�6 -1.9 2.1⇥ 10�6 1.6⇥ 10�4 105

HB121-151 422 2.6⇥ 10�7 1.1⇥ 10�5 -2.6 1.4⇥ 10�6 1.0⇥ 10�4 59

B121-151 290 1.6⇥ 10�7 5.3⇥ 10�6 -6.1 8.0⇥ 10�7 5.5⇥ 10�5 27

15H125-125 1875 1.7⇥ 10�7 4.3⇥ 10�6 1.5 2.5⇥ 10�6 2.6⇥ 10�4 296

125H125-125 1352 7.1⇥ 10�8 �3.2⇥ 10�6 -3.6 3.2⇥ 10�6 3.0⇥ 10�4 265

H125-125 966 5.3⇥ 10�8 �5.3⇥ 10�6 -8.1 2.2⇥ 10�6 2.0⇥ 10�4 168

HB125-125 683 �4.5⇥ 10�8 �6.9⇥ 10�6 -13 1.4⇥ 10�6 1.2⇥ 10�4 93

B125-125 476 �4.3⇥ 10�8 �1.5⇥ 10�5 -20 7.8⇥ 10�7 6.2⇥ 10�5 39
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FIG. 8. Binary tidal deformability as a function of the chirp
mass in the range of the mass ratio 0.7  q = m1/m2  1.
For a given equation of state, we select masses m1 and m2

in this mass range and plot the corresponding (Mc, ⇤̃) with
points. We only consider neutron stars heavier than 1.0M�
for drawing this plot following Ref. [19].

mass ratio 0.242 . ⌘  0.25 [3]. The variation of ⇤̃ at
Mc = 1.35M�/21/5 is less than 3% for equations of state
adopted in this study. Quantitatively, the variation of ⇤̃
between values at m1/m2 = 0.7 (⌘ ⇡ 0.242) and at 1
(⌘ = 0.25) is 35 (3%), 20 (2%), 19 (1.5%), 1 (< 1%),

and 3 (< 1%) for 15H, 125H, H, HB, and B, respectively.
This variation is smaller than the statistical error in mea-
suring ⇤̃ shown in Fig. 9 even for ⇢ = 100 (see the next
section for details). Thus, a simultaneous measurement
of the chirp mass, Mc, and the binary tidal deformabil-
ity, ⇤̃, is reasonably interpreted as the measurement of
the tidal deformability ⇤ of a neutron star with the mass
21/5Mc ⇡ 1.15Mc. In addition, the variation of ⇤̃ is
usually larger than and at most comparable to the sys-
tematic error of our waveform model shown in Table IV.
This suggests that the systematic error may not degrade
performance of our waveform model unless the mass ratio
is determined very precisely.

IV. STATISTICAL ERROR

The standard Fisher-matrix analysis is useful to esti-
mate the statistical error in the measurement of binary
parameters [12, 14, 15, 19]. The Fisher information ma-
trix for our waveform model is defined by

Fij =

 
@h̃model

@✓i

�����
@h̃model

@✓j

!
. (4.1)

The standard error in the measurement of each parame-
ter, ✓i, is given by the diagonal component of the inverse
of the Fisher information matrix as

�✓i =
q
F�1
ii . (4.2)

�✓i approximately gives the statistical error in the mea-
surement of ✓i at the 1� level. We note that �✓i is pro-
portional to the inverse of the signal-to-noise ratio. In

Kawaguchi, et al., arXiv:1802.06518.



The direct detection of GWs from a BNS merger, GW170817

2017/10/19 GW170817—The pot of gold at the end of the rainbow | Christopher Berry

https://cplberry.com/2017/10/16/gw170817/ 4/15

(http://en.wikipedia.org/wiki/Window_function#Tukey_window)
that was applied for preliminary results, to zero the affected

times, the blue shows a fitted model
(http://arxiv.org/abs/1410.3835) of the glitch that was subtracted

for final results. You can clearly see the chirp well before the
glitch, so there’s no danger of it being an artefect of the glitch.

Figure 2 of the GW170817 Discovery Paper

The three-detector sky map provided a great localization for the
source—this preliminary map had a 90% area of ~30 square
degrees. It was just in time for that night’s observations. The plot
below shows our gravitational-wave localizations in green—the
long band is without Virgo, and the smaller is with all three
detectors—as with GW170814
(https://cplberry.com/2017/09/27/gw170814/), Virgo makes a
big difference. The blue areas are the localizations from Fermi and
INTEGRAL, the gamma-ray observatories which measured the
gamma-ray burst. The inset is something new…

(https://christopherplberry.files.wordpress.com/2017/10/fig1.png)
Localization of the gravitational-wave, gamma-ray, and optical
signals. The main panel shows initial gravitational-wave 90%

areas in green (with and without Virgo) and gamma-rays in blue
(the IPN triangulation from the time delay between Fermi and
INTEGRAL, and the Fermi GBM localization). The inset shows
the location of the optical counterpart (the top panel was taken

10.9 hours after merger, the lower panel is a pre-merger reference
without the transient). Figure 1 of the Multimessenger Astronomy

Paper.

That night, the discoveries continued. Following up on our sky
location, an optical counterpart (AT 2017gfo) was found. The
source is just on the outskirts of galaxy NGC 4993
(http://simbad.u-strasbg.fr/simbad/sim-id?Ident=NGC+4993),
which is right in the middle of the distance range we inferred
from the gravitational wave signal. At around 40 Mpc, this is the
closest gravitational wave source.

SNR 
32.4 (Network) 
18.8 (H), 26.4(L), 2.0 (V)

For fmin=30Hz

Sky position is determined by 
optical follow-up observations

[LVC, PRL 119, 161101 (2017)]



GW170817 enabled us to measure the tidal 
deformability for the first time

These quantities constrain the nuclear EOS of NS matter.
LIGO-Virgo Collaboration 
put conservative upper 
limits on tidal deformability 
with post-Newtonian 
waveform.

symmetric contribution of 
tidal deformation

Λ̃ < 900



[De, et al., PRL 121, 091102 (2018)]
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FIG. 3. The 90% credible region of the posterior probability for
the common radius R̂ and binary tidal deformability ⇤̃ with the
common EOS constraint for the three mass priors. The posteriors
for the individual parameters are shown with dotted lines at the
5%, 50% and 95% percentiles. The values of ⇤̃, and hence R̂
forbidden by causality have been excluded from the posteriors.

suggest a radius R̂ = 10.7+2.1
�1.6 ± 0.2 km (90% credible

interval, statistical and systematic errors) for the uniform
mass prior, R̂ = 10.9+2.1

�1.6±0.2 km for double neutron star
mass prior, and R̂ = 10.8+2.1

�1.6±0.2 km for the prior based
on all neutron star masses.

For the uniform mass prior, we computed the Bayes fac-
tor comparing a model with a prior ⇤s ⇠ U [0, 5000] to a
model with a prior ⇤s ⇠ U [0, 100]. We find log10(B) ⇠
1, suggesting that the data favors a model that includes
measurement of tidal deformability ⇤̃ & 100. However,
the evidences were calculated using thermodynamic inte-
gration of the MCMC chains [9]. We will investigate model
selection using e.g. nested sampling [33] in a future work.

Finally, we note the post-Newtonian waveform family
used will result in systematic errors in our measurement of
the tidal deformability [34, 35]. However, this waveform
family allows a direct comparison to the results of Ref. [1].
Accurate modeling of the waveform is challenging, as the
errors in numerical simulations are comparable to the size
of the matter effects that we are trying to measure [36].
Waveform systematics and comparison of other waveform
models (e.g. [37]) will be investigated in a future work.

Discussion—Using Bayesian parameter estimation we
have measured the tidal deformability and common radius
of the neutron stars in GW170817. Table I summarizes our
findings. To compare to Ref. [1], which reports a 90% up-
per limit on ⇤̃  800 under the assumption of a uniform
prior on ⇤̃, we integrate the posterior for ⇤̃ to obtain 90%
upper limits on ⇤̃. For the common EOS analyses these are
485, 521, and 516 for the uniform, double neutron star, and
Galactic neutron star component mass priors, respectively.

Mass prior ⇤̃ R̂ (km) B ⇤̃90%

Uniform 222+420
�138 10.7+2.1

�1.6 ± 0.2 369 < 485

Double neutron star 245+453
�151 10.9+2.1

�1.6 ± 0.2 125 < 521

Galactic neutron star 233+448
�144 10.8+2.1

�1.6 ± 0.2 612 < 516

TABLE I. Results from parameter estimation analyses using three
different mass prior choices with the common EOS constraint,
and applying the causal minimum constraint to ⇤(m). We show
90% credible intervals for ⇤̃, 90% credible intervals and system-
atic errors for R̂, Bayes factors B comparing our common EOS
to the unconstrained results, and the 90% upper limits on ⇤̃.

We find that in comparison to the unconstrained analysis,
the common EOS assumption significantly reduces the me-
dian value and 90% confidence upper bound of ⇤̃ by about
28% and 19% respectively for all three mass priors. The
difference between our common EOS results for the three
mass priors is consistent with the physics of the gravita-
tional waveform. At constant M, decreasing q causes the
binary to inspiral more quickly [38]. At constant M and
constant q, increasing ⇤̃ also causes the binary to inspi-
ral more quickly, so there is a mild degeneracy between q

and ⇤̃. The uniform mass prior allows the largest range
of mass ratios, so we can fit the data with a larger q and
smaller ⇤̃. The double neutron star mass prior allows the
smallest range of mass ratios and so a larger ⇤̃ is required
to fit the data, with the Galactic neutron star mass prior
lying between these two cases.

Nevertheless, considering all analyses we performed
with different mass prior choices, we find a relatively ro-
bust measurement of the common neutron star radius with
a mean value hR̂i = 10.8 km bounded above by R̂ <

13.2 km and below by R̂ > 8.9 km. Nuclear theory and
experiment currently predict a somewhat smaller range by
2 km, but with approximately the same centroid as our re-
sults [14, 39]. A minimum radius 10.5–11 km is strongly
supported by neutron matter theory [40–42], the unitary
gas [43], and most nuclear experiments [14, 39, 44]. The
only major nuclear experiment that could indicate radii
much larger than 13 km is the PREX neutron skin mea-
surement, but this has published error bars much larger
than previous analyses based on anti-proton data, charge
radii of mirror nuclei, and dipole resonances. Our re-
sults are consistent with photospheric radius expansion
measurements of X-ray binaries which obtain R ⇡ 10–
12 km [12, 45, 46]. Ref. [47] found from an analysis of 5
neutron stars in quiescent low-mass X-ray binaries a com-
mon neutron star radius 9.4±1.2 km, but systematic effects
including uncertainties in interstellar absorption and the
neutron stars’ atmospheric compositions are large. Other
analyses have inferred 12 ± 0.7 km [48] and 12.3 ± 1.8
km [49] for the radii of 1.4M� quiescent sources.

We have found that the relation q
7.48

< ⇤1/⇤2 < q
5.76

in fact completely bounds the uncertainty for the range of
M relevant to GW170817, assuming m2 > 1M� [55]

With the reasonable assumption of a common, causal EOS 
for both NSs; this is effectively implemented by assuming that the 
star’s dimensionless tidal deformabilities are determined by the 
binary’s mass ratio q by Λ1/Λ2 = q6. 

Independent analysis of GW170817

Uniform: m1,2~U[1, 2]Msun 
DNS: m1,2~N(μ=1.33, σ=0.09)Msun (Gaussian prior, fit to masses of NSs observed in 
DNS systems) 
Galactic NSs: m1~N(μ=1.54, σ=0.23)Msun, m2~N(μ=1.49, σ=0.19)Msun (fit to 
observed recycled and slow pulsars in the Galaxy)



Using sophisticated waveform models, an updated 
highest-posterior-density (HPD) interval, 
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the posterior for ⇤̃, goes to zero in the limit ⇤̃ ! 0. To
avoid the misinterpretation that there is no evidence for
⇤̃ = 0, we reweight the posterior for ⇤̃ by dividing by the
prior used, e↵ectively imposing a flat prior in ⇤̃. In prac-
tice, this is done by dividing a histogram of the posterior
by a histogram of the prior. The resulting histogram is
then resampled and smoothed with kernel density esti-
mation. We have verified the validity of the reweighting
procedure by comparing the results to runs where we fix
⇤2 = 0 and use a flat prior in ⇤̃. This di↵ers from the
reweighting procedure only in the small, next-to-leading-
order tidal e↵ect.

After reweighting there is still some support at ⇤̃ = 0.
For the high-spin prior, we can only place a 90% upper
limit on the tidal parameter, shown in Fig. 11 and listed
in Tables II and IV. For the TaylorF2 model, this 90% up-
per limit can be directly compared to the value reported
in [3]. We note, however, that due to a bookkeeping error
the value reported in [3] should have been 800 instead of
700. Our improved value of 730 is ⇠ 10% less than this
corrected value. As with the ⇤1–⇤2 posterior (Fig. 10),
the three models with the NRTidal prescription predict
90% upper limits that are consistent with each other and
less than the TaylorF2 results by ⇠ 10%. For the low-
spin prior, we can now place a two-sided 90% highest
posterior density (HPD) credible interval on ⇤̃ that does
not contain ⇤̃ = 0. This 90% HPD interval is the smallest
interval that contains 90% of the probability.

The PDFs for the NRTidal waveform models are bi-
modal. The secondary peak’s origin is the subject of
further investigation, but it may result from a specific
noise realization, as similar results have been seen with
injected waveforms with simulated Gaussian noise (see
Fig. 4 of [135]).

In Fig. 11 we also show posteriors of ⇤̃ (gray PDFs)
predicted by the same EOSs as in Fig. 10, evaluated us-
ing the masses m1 and m2 sampled from the posterior.
The sharp cuto↵ to the right of each EOS posterior cor-
responds to the equal mass ratio boundary. Again, as in
Fig. 10, the EOSs MS1, MS1b, and H4 lie outside the
90% credible upper limit, and are therefore disfavored.

The di↵erences between the high-spin prior and low-
spin prior can be better understood from the joint pos-
terior for ⇤̃ and the mass ratio q. Figure 12 shows these
posteriors for the PhenomPNRT model without reweight-
ing by the prior. For mass ratios near q = 1, the two
posteriors are similar. However, the high-spin prior al-
lows for a larger range of mass ratios, and for smaller
values of q there is more support for small values of ⇤̃.
If we restrict the mass ratio to q >⇠ 0.5, or equivalently
m2

>⇠ 1 M�, we find that there is less support for small
values of ⇤̃, and the two posteriors for ⇤̃ are nearly iden-
tical.

To verify that we have reliably measured the tidal
parameters, we supplement the four waveforms used in
this paper with two time-domain EOB waveform models:
SEOBNRv4T [75, 136] and TEOBResumS [74]. SEOB-
NRv4T includes dynamical tides and the e↵ects of the
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FIG. 11. PDFs of the combined tidal parameter ⇤̃ for the
high-spin (top) and low-spin (bottom) priors. Unlike in Fig. 6,
the PDFs have been reweighted by dividing by the origi-
nal prior for ⇤̃ (also shown). The 90% HPD credible in-
tervals are represented by vertical lines for each of the four
waveform models: TaylorF2, PhenomDNRT, SEOBNRT, and
PhenomPNRT. For the high-spin prior, the lower limit on
the credible interval is ⇤̃ = 0. The seven gray PDFs are
those for the seven representative EOSs using the masses es-
timated with the PhenomPNRT model. Their normalization
constants have been rescaled to fit in the figure. For these
EOSs, a 1.36M� NS has a radius of 10.4 km (WFF1), 11.3 km
(APR4), 11.7 km (SLy), 12.4 km (MPA1), 14.0 km (H4),
14.5 km (MS1b), and 14.9 km (MS1).

spin-induced quadrupole moment. TEOBResumS incor-
porates a gravitational-self-force re-summed tidal poten-
tial and the spin-induced quadrupole moment. Both
models are compatible with state-of-the-art BNS numer-
ical simulations up to merger [77, 137].

Unfortunately, these waveform models are too expen-
sive to be used for parameter estimation with LALIn-
ference. We therefore use the parallelized, but less
validated parameter estimation code RapidPE [78, 79].
This code uses a di↵erent procedure from the standard
LALInference code for generating posterior samples
and allows for parameter estimation with significantly
more expensive waveform models. For each point in the
intrinsic parameter space, RapidPE marginalizes over
the extrinsic parameters with Monte Carlo integration.
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FIG. 4. Marginalized posteriors for the binary inclination
(✓JN) and luminosity distance (DL) using a uniform-in-volume
prior (blue) and EM-constrained luminosity distance prior
(purple) [104]. The dashed and solid contours enclose the
50% and 90% credible regions respectively. Both analyses
use a low-spin prior and make use of the known location of
SSS17a. 1-D marginal distributions have been renormalized
to have equal maxima to facilitate comparison, and the ver-
tical and horizontal lines mark 90% credible intervals.

gle ✓JN = 151+15
�11 deg (low-spin) and ✓JN = 153+15

�11 deg
(high spin). This measurement is consistent for both the
high-spin and low-spin cases, since the EM measurements
constrain the source of GW170817 to higher luminosity
distances and correspondingly more face-on inclination
values. They are also consistent with the limits reported
in previous studies using afterglow measurements [108]
and combined GW and EM constraints [104, 109, 110] to
infer the inclination of the binary.

B. Masses

Owing to its low mass, most of the SNR for GW170817
comes from the inspiral phase, while the merger and
post-merger phases happen at frequencies above 1 kHz,
where LIGO and Virgo are less sensitive (Fig. 1). This
is di↵erent than the BBH systems detected so far,
e.g. GW150914 [111–114] or GW170814 [52]. The inspiral
phase evolution of a compact binary coalescence can be
written as a PN expansion, a power series in v/c, where v

is the characteristic velocity within the system [87]. The
intrinsic parameters on which the system depends enter
the expansion at di↵erent PN orders. Generally speak-
ing, parameters which enter at lower orders have a large
impact on the phase evolution, and are thus easier to

TaylorF2

PhenomDNRT

PhenomPNRT

SEOBNRT

FIG. 5. 90% credible regions for component masses using
the four waveform models for the high-spin prior (top) and
low-spin prior (bottom). The true thickness of the contour,
determined by the uncertainty in the chirp mass, is too small
to show. The points mark the edge of the 90% credible re-
gions. 1-D marginal distributions have been renormalized to
have equal maxima, and the vertical and horizontal lines give
the 90% upper and lower limits on m1 and m2, respectively.

measure using the inspiral portion of the signal.

The chirp mass M enters the phase evolution at the
lowest order, thus we expect it to be the best-constrained
among the source parameters [32, 80, 92, 93]. The mass
ratio q, and consequently the component masses, are in-
stead harder to measure due to two main factors: 1)

[LVC, arXiv:1805.11579]Improved analysis of GW170817
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We find that the Hanford and Livingston detectors of Advanced LIGO derive distinct poste-
rior probability distribution of binary tidal deformability ⇤̃ of the first binary-neutron-star merger
GW170817. Analyzing public data of GW170817 with a nested-sampling engine and the default
TaylorF2 waveform provided by the LALInference package, we obtain significantly multimodal dis-
tribution characterized by a disconnected highest-posterior-density 90% credible interval from the
Livingston detector. Furthermore, the distribution derived by the Livingston detector changes irreg-
ularly when we vary the maximum frequency of the data used in the analysis. These features are not
observed for the Hanford detector. By imposing the flat prior on tidal deformability of individual
stars, symmetric 90% credible intervals of ⇤̃ are estimated to be 234+960

�172 with the Hanford detector,
1639+578

�1193 with the Livingston detector, and 183+993
�130 with the LIGO-Virgo detector network. While

they are all consistent, the discrepancy and irregular behavior suggest that an in-depth study of
noise properties might improve our understanding of GW170817 and future events.

Introduction. Tidal deformability of neutron stars can
be a key quantity to understand the hitherto-unknown
nature of supranuclear density matter (see Ref. [1] for
reviews). The relation between the mass and tidal de-
formability is uniquely determined by the neutron-star
equation of state [2, 3] as the mass–radius relation is
[4]. Thus, simultaneous measurements of the mass and
tidal deformability are eagerly desired, and gravitational
waves from binary-neutron-star mergers give us a per-
fect opportunity. Once the mass–tidal deformability re-
lation is understood accurately, binary neutron stars can
be used as standard sirens to explore the expansion of the
universe even in the absence of electromagnetic counter-
parts [5]. Motivated by these facts, the influence of tidal
deformability on gravitational waves from binary neutron
stars has been studied vigorously in this decade [6–12].

The direct detection of gravitational waves from a
binary-neutron-star merger, GW170817, enabled us to
measure the tidal deformability of a neutron star for the
first time [13]. The LIGO-Virgo collaboration (LVC) re-
ported an upper bound on the most influential combi-
nation of tidal deformability parameters of two neutron
stars, the so-called binary tidal deformability ⇤̃, to be
. 800 (all the values in this paper refer to 90% credi-
bility) in their discovery paper [13] under the reasonable
assumption of small neutron-star spins (later corrected to
. 900 [14]). Independent analysis in Ref. [15] reported,
e.g., ⇤̃ = 222+420

�138 with the flat prior on the mass of neu-
tron stars and the reasonable assumption of a common,

causal equation of state for both neutron stars. LVC also
reported an updated highest-posterior-density interval,
⇤̃ = 300+420

�230 [14] using sophisticated waveform models
[16, 17] (see also Ref. [18] for an update), and this is fur-
ther restricted to 190+390

�120 if a common equation of state
is assumed [19].

All these inferences are made by combining the out-
put of Advanced LIGO twins, i.e., the Hanford and Liv-
ingston detectors (and Advanced Virgo). It should be
important to examine the extent to which results de-
rived by individual detectors agree, particularly in the
presence of glitch near merger [13]. A study on p–g in-
stability presented posterior probability distribution of ⇤̃
derived by individual detectors [20], but this is estimated
only with incorporating this e↵ect and without assuming
the small spins. Neither consistency nor discrepancy of
derived distribution is discussed.

In this paper, we present our independent analysis of
GW170817 to show that the Advanced LIGO twins derive
distinct posterior probability distribution of ⇤̃ (and only
for this quantity: see Supplemental Material). Although
the 90% credible intervals of ⇤̃ are nominally consistent
between the twins, close inspection of the distribution
suggests that the di↵erence might not be purely statis-
tical. Specifically, the distribution derived by the Liv-
ingston detector exhibits significant multimodal struc-
tures favoring larger values of ⇤̃ than those derived by
combining the twins. While it has been predicted that
particular noise realization sometimes give rise to mul-
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nature of supranuclear density matter (see Ref. [1] for
reviews). The relation between the mass and tidal de-
formability is uniquely determined by the neutron-star
equation of state [2, 3] as the mass–radius relation is
[4]. Thus, simultaneous measurements of the mass and
tidal deformability are eagerly desired, and gravitational
waves from binary-neutron-star mergers give us a per-
fect opportunity. Once the mass–tidal deformability re-
lation is understood accurately, binary neutron stars can
be used as standard sirens to explore the expansion of the
universe even in the absence of electromagnetic counter-
parts [5]. Motivated by these facts, the influence of tidal
deformability on gravitational waves from binary neutron
stars has been studied vigorously in this decade [6–12].

The direct detection of gravitational waves from a
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measure the tidal deformability of a neutron star for the
first time [13]. The LIGO-Virgo collaboration (LVC) re-
ported an upper bound on the most influential combi-
nation of tidal deformability parameters of two neutron
stars, the so-called binary tidal deformability ⇤̃, to be
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bility) in their discovery paper [13] under the reasonable
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e.g., ⇤̃ = 222+420

�138 with the flat prior on the mass of neu-
tron stars and the reasonable assumption of a common,

causal equation of state for both neutron stars. LVC also
reported an updated highest-posterior-density interval,
⇤̃ = 300+420

�230 [14] using sophisticated waveform models
[16, 17] (see also Ref. [18] for an update), and this is fur-
ther restricted to 190+390

�120 if a common equation of state
is assumed [19].

All these inferences are made by combining the out-
put of Advanced LIGO twins, i.e., the Hanford and Liv-
ingston detectors (and Advanced Virgo). It should be
important to examine the extent to which results de-
rived by individual detectors agree, particularly in the
presence of glitch near merger [13]. A study on p–g in-
stability presented posterior probability distribution of ⇤̃
derived by individual detectors [20], but this is estimated
only with incorporating this e↵ect and without assuming
the small spins. Neither consistency nor discrepancy of
derived distribution is discussed.

In this paper, we present our independent analysis of
GW170817 to show that the Advanced LIGO twins derive
distinct posterior probability distribution of ⇤̃ (and only
for this quantity: see Supplemental Material). Although
the 90% credible intervals of ⇤̃ are nominally consistent
between the twins, close inspection of the distribution
suggests that the di↵erence might not be purely statis-
tical. Specifically, the distribution derived by the Liv-
ingston detector exhibits significant multimodal struc-
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combining the twins. While it has been predicted that
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FIG. 9. Posterior distributions for component masses and tidal deformability for GW170817 for the waveform models: IMRPhenomPv2NRT,
SEOBNRv4NRT, TaylorF2, SEOBNRv4T and TEOBResumS. Top panels: 90% credible regions for the component masses for the high-
spin prior ai < 0.89 (left) and low-spin prior ai < 0.05 (right). The edge of the 90% credible regions is marked by points; the uncertainty
in the contour is smaller than the thickness shown because of the precise chirp mass determination. 1-D marginal distributions have been
renormalized to have equal maxima, and the vertical and horizontal lines give the 90% upper and lower limits on m1 and m2, respectively.
Bottom panels: Posterior distributions of the e↵ective tidal deformability parameter ⇤̃ for the high-spin (left) and low-spin (right) priors.
These PDFs have been reweighted to have a flat prior distribution. The original ⇤̃ prior is shown in yellow. 90% upper bounds are represented
by vertical lines for the high spin prior (left). For the low spin prior (right) 90% highest posterior density (HPD) credible intervals are shown
instead. Gray PDFs indicate seven representative equation of states (EOSs) using masses estimated with the IMRPhenomPv2NRT model.

for TaylorF2 394+557
�321. For SEOBNRv4T and TEOBResumS

we find 349+394
�349 and 405+545

�375, respectively. The posteriors pro-
duced by these two models agree better for the low-spin prior.
This is consistent with the very good agreement between the
models for small spins |�i|  0.15 shown in Ref. [32]. For
reference, we also show contours for a representative sub-
set of theoretical EOS models given by piecewise-polytrope
fits from [189]. These fits are evaluated using the IMRPhe-
nomPv2NRT component mass posteriors, and the sharp cut-
o↵ to the right of each EOS posterior corresponds to the equal
mass ratio boundary. As found in [90] the EOSs MS1, MS1b,
and H4 lie outside the 90% credible upper limit, and are there-

fore disfavored.
In Table III we quote conservative estimates of key final-

state parameters for GW170817 obtained from fits to NR sim-
ulations of quasi-circular binary neutron star mergers [190,
191]. We do not assume the type of final remnant and quote
quantities at either the moment of merger or after the post-
merger GW transient. Lower limits of radiated energy up to
merger and peak luminosity are given at 1% credible level.
The final mass is computed from the radiated energy includ-
ing the postmerger transient as an upper limit at 99% credible
level. For the final angular momentum we quote an upper
bound computed from the radiated energy and using the phe-

GWTC-1: A Gravitational-Wave Transient Catalog of Compact Binary Mergers Observed by
LIGO and Virgo during the First and Second Observing Runs

The LIGO Scientific Collaboration and The Virgo Collaboration
(Compiled: 30 November 2018)

We present the results from three gravitational-wave searches for coalescing compact binaries with component
masses above 1M� during the first and second observing runs of the Advanced gravitational-wave detector
network. During the first observing run (O1), from September 12th, 2015 to January 19th, 2016, gravitational
waves from three binary black hole mergers were detected. The second observing run (O2), which ran from
November 30th, 2016 to August 25th, 2017, saw the first detection of gravitational waves from a binary neutron
star inspiral, in addition to the observation of gravitational waves from a total of seven binary black hole mergers,
four of which we report here for the first time: GW170729, GW170809, GW170818 and GW170823. For all
significant gravitational-wave events, we provide estimates of the source properties. The detected binary black
holes have total masses between 18.6+3.1

�0.7M� and 85.1+15.6
�10.9M�, and range in distance between 320+120

�110 Mpc
and 2750+1350

�1320 Mpc. No neutron star – black hole mergers were detected. In addition to highly significant
gravitational-wave events, we also provide a list of marginal event candidates with an estimated false alarm rate
less than 1 per 30 days. From these results over the first two observing runs, which include approximately one
gravitational-wave detection per 15 days of data searched, we infer merger rates at the 90% confidence intervals
of 110�3840 Gpc�3 y�1 for binary neutron stars and 9.7�101 Gpc�3 y�1 for binary black holes, and determine
a neutron star – black hole merger rate 90% upper limit of 610 Gpc�3 y�1.

PACS numbers: 04.80.Nn, 04.25.dg, 95.85.Sz, 97.80.-d 04.30.Db, 04.30.Tv

I. INTRODUCTION

The first observing run (O1) of Advanced LIGO, which
took place from September 12th, 2015 until January 19th, 2016
saw the first detections of gravitational waves (GWs) from
stellar-mass binary black holes (BBHs) [1–4]. After an up-
grade and commissioning period, the second observing run
(O2) of the Advanced LIGO detectors [5] commenced on
November 30th, 2016, and ended on August 25th, 2017. On
August 1st, 2017 the Advanced Virgo detector [6] joined the
observing run, enabling the first three-detector observations of
GWs. This network of ground-based interferometric detectors
is sensitive to GWs from the inspiral, merger and ringdown of
compact binary coalescences (CBCs), covering a frequency
range from about 15 Hz up to a few kHz (see Fig. 1). In this
catalog, we report eleven confident detections of GWs from
compact binary mergers as well as a selection of less signifi-
cant triggers from both observing runs. The observations re-
ported here and future GW detections will shed light on binary
formation channels, enable precision tests of general relativ-
ity (GR) in its strong-field regime, and open up new avenues
of astronomy research.

The events presented here are obtained from two matched-
filter searches, PyCBC [7, 8] and GstLAL [9, 10], using rela-
tivistic models of GWs from CBCs, as well as an unmodeled
search for short-duration transient signals or bursts, coherent
WaveBurst (cWB) [11]. The two matched-filter searches tar-
get GWs from compact binaries with a redshifted total mass
M(1 + z) of 2-500M� for PyCBC and 2-400M� for Gst-
LAL, where z is the cosmological redshift of the source bi-
nary [12], and with maximal dimensionless spins of 0.998 for
black holes (BHs) and 0.05 for neutron stars (NSs). The re-
sults of a matched-filter search for sub-solar mass compact
objects in O1 can be found in Ref. [13]; the results for O2
will be discussed elsewhere. The burst search, cWB, does not

use waveform models to compare against the data, but instead
identifies regions of excess power in the time-frequency rep-
resentation of the gravitational strain. We report results from
a cWB analysis that is optimized for the detection of compact
binaries with a total mass less than 100M�. A di↵erent tuning
of the cWB analysis is used for a search for intermediate-mass
BBHs with total masses greater than 100M�; the results of
that analysis are discussed elsewhere. The three searches re-
ported here use di↵erent methodologies to identify GWs from
compact binaries in an overlapping but not identical search
space, thus providing three largely independent analyses that
allow for important crosschecks and yield consistent results.
All searches have undergone improvements since O1, making
it scientifically valuable to reanalyze the O1 data in order to
reevaluate the significance of previously identified GW events
and to potentially discover new ones.

The searches identified a total of ten BBH mergers
and one binary neutron star (BNS) signal. The GW
events GW150914, GW151012,1 GW151226, GW170104,
GW170608, GW170814 and GW170817 have been reported
previously [4, 14–17]. In this catalog, we announce four
previously unpublished BBH mergers observed during O2:
GW170729, GW170809, GW170818 and GW170823. We es-
timate the total mass of GW170729 to be 85.1+15.6

�10.9 M�, mak-
ing it the highest-mass BBH observed to date. GW170818 is
the second BBH observed in triple-coincidence between the
two LIGO observatories and Virgo after GW170814 [15]. As
the sky location is primarily determined by the di↵erences

1 The event GW151012 was previously referred to as LVT151012. Here, we
retire the LVT nomenclature; all candidate events with an estimated false
alarm rate (FAR) less than 1 per 30 days and a probability > 0.5 of being of
astrophysical origin (see Eq. (10) for the definition) are henceforth denoted
with the GW prefix. All other candidates are referred to as marginal.

Improved analysis of GW170817 with new waveform models.



Our independent reanalysis of GW170817
・We analyze the Advanced LIGO twins, the Hanford and 
Livingston detectors, separately. 
・We vary the upper limit fmax to investigate its influence 
on parameter estimation. (the lower limit of the frequency 
to be 23Hz)

・Nested sampling implemented in LALInference. 
・The sky position is fixed to the location determined by optical 
followup observations. 
・post-Newtonian waveform (TaylorF2) 
・Low-spin prior (χ<0.05)

basically follow those adopted in the improved LVC analysis  (arXiv:1805.11579)



Combined analysis of the Advanced LIGO twins, the 
Hanford and Livingston, and Virgo fmax=min[fISCO, 2048 Hz]



Separate analysis of the Advanced LIGO twins, the 
Hanford and Livingston detectors fmax=min[fISCO, 2048 Hz]

The posterior probability distribution derived by the 
Hanford-only data is very similar to that derived by 
the HLV data. 



Separate analysis of the Advanced LIGO twins, the 
Hanford and Livingston detectors

The posterior probability distribution derived by the 
Hanford-only data is very similar to that derived by 
the HLV data. 

The Livingston-only data derive multimodal  
distribution. The main peak of the Livingston-
only distribution appears at the high-Λ region.

fmax=min[fISCO, 2048 Hz]



Dependence on maximum frequency, fmax

The Hanford-only distribution 
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Dependence on maximum frequency, fmax

The Hanford-only distribution 



Dependence on maximum frequency, fmax
The Hanford-only distribution shrinks monotonically and 
appears to become narrowly peaked as fmax increases.

This is reasonably 
expected, because the 
tidal deformability is 
primarily determined by 
the GW data at high 

frequency.



Measurability

- - Dipole 
̶ chirp mass 
̶ eta 
̶ SNR 
̶ Lambda

Frequency [Hz]
c.f., [Damour, Nagar, Villain, et al., PRD 85, 123007 (2012)]

The terms in the Fisher matrix that determine the measurability 
are essentially proportional to integrals of                                  
                                   , where                                          .

Integrands
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Information about parameters is contained in different 
frequency ranges.
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Dependence on maximum frequency, fmax

Results from the Livingston-only data
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Dependence on maximum frequency, fmax
Results from the Livingston-only data show more irregular 
change with respect to the changes of fmax. These peculiar 
features indicate that the high-frequency data of the 
Livingston detector are not very helpful to determine Λ of 
GW170817.

This behavior is not expected 
from physics of tidal deformation 
and should be contrasted with 
that of the distribution derived by 

the Hanford detector.



Dependence on maximum frequency, fmax
The Hanford-only distribution shrinks monotonically and 
appears to become narrowly peaked as fmax increases.

Results from the Livingston-only data show 
more irregular change with respect to the 
changes of fmax. These peculiar features 
indicate that the high-frequency data of 
the Livingston detector are not very helpful 
to determine Λ of GW170817.



・We show that the Advanced LIGO twins derive distinct 
posterior probability distribution of Λ. 
・Specifically, the distribution derived by the Livingston 
detector exhibits significant multimodal structures favoring 
larger values of Λ than those derived by combing the twins. 
・The distribution of the Livingston detector does not behave 
smoothly with respect to the variation of the fmax. 
・The discrepancy and irregular behavior suggest that an in-
depth study of noise properties might improve our 
understanding of GW170817 and future events.

Summary



Discussion
・Our analysis suggests that the noise in the high-frequency 
region of the Livingston data somehow corrupted information 
about tidal deformability of GW170817. 
・Although the multimodal structure can appear simply 
because of particular noise realization, it is a bit tricky that the 
posterior density distribution does not become narrow as fmax 
increases.



[Wade, et al., PRD 89, 103012 (2014)]

find similar results when considering several other equal-
and unequal-mass combinations and EOS models.
We find that systematic error can be significant in each of

the mass combinations and EOSs considered. In particular,
the TaylorT4 waveform family has been found to be
remarkably similar to equal-mass NR waveforms [45].
Therefore, for a typical m1¼ m2 ¼ 1.35 M⊙ BNS system
with a moderate EOS, say MPA1, systematic error will
likely bias the maximum likelihood recovery of ~Λ by
ð ~Λinj − ~ΛrecÞ= ~Λinj ∼ 50%.
It is also interesting to note that the TaylorT3 injected

waveforms are all recovered with little to no tidal con-
tribution with TaylorF2 templates. Additionally, the
TaylorT3 injected waveforms were recovered with a
chirp-mass bias of roughly twice its standard deviation,
whereas none of the other injected waveforms were
recovered with noticeable bias in chirp mass. It was
previously seen in Ref. [14] that the TaylorT3 approximant
agrees poorly with other PN approximants due to its
peculiar termination conditions, and we suspect this also
explains the biases seen here.

B. Noise realizations

Statistical error is due to random fluctuations in detector
noise. In Sec. III C, all signals were injected into zero-
noise, which gives the posterior averaged over noise
realizations [37]. However, to get an understanding of
how much a particular instance of noise can affect
parameter recovery, we inject the same signal into ten
different synthetic noise realizations (Fig. 4). Here, both the

injected waveform model and the recovery waveform
model is TaylorF2, and each injection has ρnet ¼ 32.4.
We find that the measurability of ~Λ can vary dramatically

from one instance of noise to the next. A few out of the ten
PDFs plotted in Fig. 4 have significantly broadened peaks,
and some even inherit strange multimodal behavior.
Therefore, even though the true parameter value still lies
within the 90% confidence interval 90% of the time (as
expected [19]), statistical error occasionally acts to signifi-
cantly reduce the measurability of ~Λ. Unfortunately some
BNS detections may provide uninformative tidal deform-
ability estimates due to random detector noise. Multiple
detections might need to be combined to overcome the
effects of noise, which was successfully shown in Ref. [23].

VI. CONCLUSION/DISCUSSION

In Sec. III C, we have shown with full Bayesian
simulations that tidal deformability in BNS systems is
measurable with the advanced LIGO/Virgo network (see
Table I). This is in general agreement with FM studies
[15,17,25] and compliments the Bayesian results shown in
Ref. [23]. For a canonical 1.35 M⊙∶1.35 M⊙ BNS system
with the moderate EOS MPA1 recovered using the
advanced LIGO/Virgo network, we find that the 1σ
measurement uncertainty of ~Λ (or the radius-like ~Λ1=5)
will likely be ∼40% ð∼8%Þ for a source with ρnet ¼ 20 and
∼20% ð∼4%Þ for a source with ρnet ¼ 30.
We showed in Sec. IV how simultaneous measurements

of ~Λ and chirp mass can be used to constrain the NS EOS.
Other studies in constraining the NS EOS with future

FIG. 4 (color online). Marginalized one-dimensional posterior probability density functions for ~Λ of three BNS systems (labeled by
the masses in the title) each with ρnet ¼ 32.4 (bottom). The injected ~Λ values are consistent with the MPA1 EOS model [40] and are
marked with straight, dashed lines. These plots are PDFs smoothed with a Gaussian kernel density estimator. To generate a single plot,
we inject the same BNS signal into ten different noise realizations. The deviation of each peak away from the injected value is due to the
statistical error from the presence of random detector noise. Each PDF has an associated box-and-whisker representation (top), where
the edges of each box mark the first and third quartile, the band inside each box is the median, and the end of the whiskers span the
90% confidence interval.
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They inject the same BNS signal into ten different noise realizations.

It may result from a specific noise realization, as similar 
results have been seen with injected waveforms with 
simulated Gaussian noise.



We suspect that a residual of the glitch in the Livingston data at 
about a half second before merger or removing high-frequency 
part of signal causes multimodal structure of Λ.

Additionally, a short instrumental noise transient
appeared in the LIGO-Livingston detector 1.1 s before
the coalescence time of GW170817 as shown in Fig. 2.
This transient noise, or glitch [71], produced a very brief
(less than 5 ms) saturation in the digital-to-analog converter
of the feedback signal controlling the position of the test
masses. Similar glitches are registered roughly once every
few hours in each of the LIGO detectors with no temporal
correlation between the LIGO sites. Their cause remains
unknown. To mitigate the effect on the results presented in
Sec. III, the search analyses applied a window function to
zero out the data around the glitch [72,73], following the
treatment of other high-amplitude glitches used in the
O1 analysis [74]. To accurately determine the properties
of GW170817 (as reported in Sec. IV) in addition to the
noise subtraction described above, the glitch was modeled
with a time-frequency wavelet reconstruction [75] and
subtracted from the data, as shown in Fig. 2.
Following the procedures developed for prior gravita-

tional-wave detections [29,78], we conclude there is no
environmental disturbance observed by LIGO environmen-
tal sensors [79] that could account for the GW170817
signal.
The Virgo data, used for sky localization and an

estimation of the source properties, are shown in the
bottom panel of Fig. 1. The Virgo data are nonstationary
above 150 Hz due to scattered light from the output optics
modulated by alignment fluctuations and below 30 Hz due
to seismic noise from anthropogenic activity. Occasional
noise excess around the European power mains frequency
of 50 Hz is also present. No noise subtraction was applied
to the Virgo data prior to this analysis. The low signal
amplitude observed in Virgo significantly constrained the
sky position, but meant that the Virgo data did not
contribute significantly to other parameters. As a result,
the estimation of the source’s parameters reported in
Sec. IV is not impacted by the nonstationarity of Virgo
data at the time of the event. Moreover, no unusual
disturbance was observed by Virgo environmental sensors.
Data used in this study can be found in [80].

III. DETECTION

GW170817 was initially identified as a single-detector
event with the LIGO-Hanford detector by a low-latency
binary-coalescence search [81–83] using template wave-
forms computed in post-Newtonian theory [11,13,36,84].
The two LIGO detectors and the Virgo detector were all
taking data at the time; however, the saturation at the LIGO-
Livingston detector prevented the search from registering a
simultaneous event in both LIGO detectors, and the low-
latency transfer of Virgo data was delayed.
Visual inspection of the LIGO-Hanford and LIGO-

Livingston detector data showed the presence of a clear,
long-duration chirp signal in time-frequency representations
of the detector strain data. As a result, an initial alert was

generated reporting a highly significant detection of a binary
neutron star signal [85] in coincidence with the independ-
ently observed γ-ray burst GRB 170817A [39–41].
A rapid binary-coalescence reanalysis [86,87], with the

time series around the glitch suppressed with a window
function [73], as shown in Fig. 2, confirmed the presence of
a significant coincident signal in the LIGO detectors. The
source was rapidly localized to a region of 31 deg2,
shown in Fig. 3, using data from all three detectors [88].
This sky map was issued to observing partners, allowing
the identification of an electromagnetic counterpart
[46,48,50,77].
The combined SNR of GW170817 is estimated to be

32.4, with values 18.8, 26.4, and 2.0 in the LIGO-Hanford,

FIG. 2. Mitigation of the glitch in LIGO-Livingston data. Times
are shown relative to August 17, 2017 12∶41:04 UTC. Top panel:
A time-frequency representation [65] of the raw LIGO-Living-
ston data used in the initial identification of GW170817 [76]. The
coalescence time reported by the search is at time 0.4 s in this
figure and the glitch occurs 1.1 s before this time. The time-
frequency track of GW170817 is clearly visible despite the
presence of the glitch. Bottom panel: The raw LIGO-Livingston
strain data (orange curve) showing the glitch in the time domain.
To mitigate the glitch in the rapid reanalysis that produced the sky
map shown in Fig. 3 [77], the raw detector data were multiplied
by an inverse Tukey window (gray curve, right axis) that zeroed
out the data around the glitch [73]. To mitigate the glitch in the
measurement of the source’s properties, a model of the glitch
based on a wavelet reconstruction [75] (blue curve) was sub-
tracted from the data. The time-series data visualized in this figure
have been bandpassed between 30 Hz and 2 kHz so that the
detector’s sensitive band is emphasized. The gravitational-wave
strain amplitude of GW170817 is of the order of 10−22 and so is
not visible in the bottom panel.
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A short instrumental noise transient appeared in Livingston 1.1s before the 
coalescence time.

Removing the glitch (instrumental noise transient) 
surrounding GW170817 

Applied a modeling of the glitch and removing it.



・It should be emphasized that the 90% credible intervals are 
consistent between the twins.  
・What we may safely conclude is that the posterior probability 
distribution is exceptionally distinct for binary tidal 
deformability and that the Livingston data are not very useful 
for constraining its value in the case of GW170817.  
・Secure parameter estimation will be helped by unambiguous 
detection by other instruments such as Advanced Virgo or 
KAGRA. However, if the irregular multimodal behavior and 
associated loss of information is typical for detections with a 
moderate signal-to-noise ratio, accurate determination of tidal 
deformability will remain challenging unless its origin is 
identified.

Thank you!



Prior PDF of tilde{Lambda} for flat prior on Lambda1 and Lambda2

From M and q, we obtain a measure of the component
masses m1 ∈ ð1.36; 2.26ÞM⊙ and m2 ∈ ð0.86; 1.36ÞM⊙,
shown in Fig. 4. As discussed in Sec. I, these values are
within the range of known neutron-star masses and below
those of known black holes. In combination with electro-
magnetic observations, we regard this as evidence of the
BNS nature of GW170817.
The fastest-spinning known neutron star has a dimension-

less spin≲0.4 [153], and the possible BNS J1807-2500B has
spin≲0.2 [154], after allowing for a broad range of equations
of state. However, among BNS that will merge within a
Hubble time, PSR J0737-3039A [155] has the most extreme
spin, less than ∼0.04 after spin-down is extrapolated to
merger. If we restrict the spin magnitude in our analysis to
jχj ≤ 0.05, consistent with the observed population, we
recover the mass ratio q ∈ ð0.7; 1.0Þ and component masses
m1 ∈ ð1.36;1.60ÞM⊙ andm2 ∈ ð1.17; 1.36ÞM⊙ (see Fig. 4).
We also recover χeff ∈ ð−0.01; 0.02Þ, where the upper limit
is consistent with the low-spin prior.
Our first analysis allows the tidal deformabilities of the

high-mass and low-mass component, Λ1 and Λ2, to vary
independently. Figure 5 shows the resulting 90% and
50% contours on the posterior distribution with the
post-Newtonian waveform model for the high-spin and

low-spin priors. As a comparison, we show predictions
coming from a set of candidate equations of state for
neutron-star matter [156–160], generated using fits from
[161]. All EOS support masses of 2.01 # 0.04M⊙.
Assuming that both components are neutron stars described
by the same equation of state, a single function ΛðmÞ is
computed from the static l ¼ 2 perturbation of a Tolman-
Oppenheimer-Volkoff solution [103]. The shaded regions in
Fig. 5 represent the values of the tidal deformabilitiesΛ1 and
Λ2 generated using an equation of state from the 90% most
probable fraction of the values ofm1 andm2, consistent with
the posterior shown in Fig. 4. We find that our constraints on
Λ1 and Λ2 disfavor equations of state that predict less
compact stars, since the mass range we recover generates
Λ values outside the 90% probability region. This is con-
sistent with radius constraints from x-ray observations of
neutron stars [162–166]. Analysis methods, in development,
that a priori assume the same EOS governs both stars should
improve our constraints [167].
To leading order in Λ1 and Λ2, the gravitational-wave

phase is determined by the parameter

~Λ ¼ 16

13

ðm1 þ 12m2Þm4
1Λ1 þ ðm2 þ 12m1Þm4

2Λ2

ðm1 þm2Þ5
ð1Þ

[101,117]. Assuming a uniform prior on ~Λ, we place a 90%
upper limit of ~Λ ≤ 800 in the low-spin case and ~Λ ≤ 700 in
the high-spin case. We can also constrain the functionΛðmÞ
more directly by expanding ΛðmÞ linearly about m ¼
1.4M⊙ (as in [112,115]), which gives Λð1.4M⊙Þ ≤ 1400
for the high-spin prior and Λð1.4M⊙Þ ≤ 800 for the low-
spin prior. A 95% upper bound inferred with the low-spin
prior, Λð1.4M⊙Þ ≤ 970, begins to compete with the 95%
upper bound of 1000 derived from x-ray observations
in [168].
Since the energy emitted in gravitational waves depends

critically on the EOS of neutron-star matter, with a wide
range consistent with constraints above, we are only able to
place a lower bound on the energy emitted before the onset
of strong tidal effects at fGW∼600Hz asErad > 0.025M⊙c2.
This is consistent with Erad obtained from numerical
simulations and fits for BNS systems consistent with
GW170817 [114,169–171].
We estimate systematic errors from waveform modeling

by comparing the post-Newtonian results with parameters
recovered using an effective-one-body model [124] aug-
mented with tidal effects extracted from numerical relativity
with hydrodynamics [172]. This does not change the
90% credible intervals for component masses and effective
spin under low-spin priors, but in the case of high-spin priors,
we obtain the more restrictive m1 ∈ ð1.36; 1.93ÞM⊙, m2 ∈
ð0.99; 1.36ÞM⊙, and χeff ∈ ð0.0; 0.09Þ. Recovered tidal
deformabilities indicate shifts in the posterior distributions
towards smaller values, with upper bounds for ~Λ and
Λð1.4M⊙Þ reduced by a factor of roughly (0.8, 0.8) in the

FIG. 4. Two-dimensional posterior distribution for the compo-
nent massesm1 andm2 in the rest frame of the source for the low-
spin scenario (jχj < 0.05, blue) and the high-spin scenario
(jχj < 0.89, red). The colored contours enclose 90% of the
probability from the joint posterior probability density function
for m1 and m2. The shape of the two dimensional posterior is
determined by a line of constant M and its width is determined
by the uncertainty inM. The widths of the marginal distributions
(shown on axes, dashed lines enclose 90% probability away from
equal mass of 1.36M⊙) is strongly affected by the choice of spin
priors. The result using the low-spin prior (blue) is consistent with
the masses of all known binary neutron star systems.
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symmetric contribution of tidal deformation


