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Perlmutter et al. (’99)

Figure 2 The redshift-space correlation function for the 2dFGRS, ξ(σ, π),
plotted as a function of transverse (σ) and radial (π) pair separation. The func-
tion was estimated by counting pairs in boxes of side 0.2 h−1 Mpc (assuming an
Ω = 1 geometry), and then smoothing with a Gaussian of rms width 0.5 h−1 Mpc.
To illustrate deviations from circular symmetry, the data from the first quadrant
are repeated with reflection in both axes. This plot clearly displays redshift
distortions, with ‘fingers of God’ elongations at small scales and the coherent
Kaiser flattening at large radii. The overplotted contours show model predic-
tions with flattening parameter β ≡ Ω0.6/b = 0.4 and a pairwise dispersion of
σp = 400 km s−1. Contours are plotted at ξ = 10, 5, 2, 1, 0.5, 0.2, 0.1.

The model predictions assume that the redshift-space power spectrum
(Ps) may be expressed as a product of the linear Kaiser distortion and a radial
convolution14: Ps(k) = Pr(k) (1 + βµ2)2 (1 + k2σ2

pµ2/2H2
0 )−1, where µ = k̂ · r̂,

and σp is the rms pairwise dispersion of the random component of the galaxy ve-
locity field. This model gives a very accurate fit to exact nonlinear simulations15.
For the real-space power spectrum, Pr(k), we take the estimate obtained by de-
projecting the angular clustering in the APM survey13,16. This agrees very well
with estimates that can be made directly from the 2dFGRS, as will be discussed
elsewhere. We use this model only to estimate the scale dependence of the
quadrupole-to-monopole ratio (although Fig. 2 shows that it does match the full
ξ(σ, π) data very well).

The presence of bias is an inevitable consequence of the nonlinear nature of galaxy for-
mation, and the relation between mass and galaxy tracers is complex18,19,20. However,
there are good theoretical reasons to expect that b can indeed be treated as a constant
on large scales, where the density fluctuations are linear21,22. Redshift-space distortions
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Table 3. Parameters of the base ⇤CDM cosmology computed from the 2015 baseline Planck likelihoods illustrating the consistency
of parameters determined from the temperature and polarization spectra at high multipoles. Column [1] uses the TT spectra at
low and high multipoles and is the same as column [6] of Table 1. Columns [2] and [3] use only the T E and EE spectra at high
multipoles, and only polarization at low multipoles. Column [4] uses the full likelihood. The last column lists the deviations of the
cosmological parameters determined from the TT+lowP and TT,TE,EE+lowP likelihoods.

Parameter [1] Planck TT+lowP [2] Planck TE+lowP [3] Planck EE+lowP [4] Planck TT,TE,EE+lowP ([1] � [4])/�[1]

⌦bh2 . . . . . . . . . . 0.02222 ± 0.00023 0.02228 ± 0.00025 0.0240 ± 0.0013 0.02225 ± 0.00016 �0.1
⌦ch2 . . . . . . . . . . 0.1197 ± 0.0022 0.1187 ± 0.0021 0.1150+0.0048

�0.0055 0.1198 ± 0.0015 0.0
100✓MC . . . . . . . . 1.04085 ± 0.00047 1.04094 ± 0.00051 1.03988 ± 0.00094 1.04077 ± 0.00032 0.2
⌧ . . . . . . . . . . . . . 0.078 ± 0.019 0.053 ± 0.019 0.059+0.022

�0.019 0.079 ± 0.017 �0.1
ln(1010As) . . . . . . 3.089 ± 0.036 3.031 ± 0.041 3.066+0.046

�0.041 3.094 ± 0.034 �0.1
ns . . . . . . . . . . . . 0.9655 ± 0.0062 0.965 ± 0.012 0.973 ± 0.016 0.9645 ± 0.0049 0.2
H0 . . . . . . . . . . . 67.31 ± 0.96 67.73 ± 0.92 70.2 ± 3.0 67.27 ± 0.66 0.0
⌦m . . . . . . . . . . . 0.315 ± 0.013 0.300 ± 0.012 0.286+0.027

�0.038 0.3156 ± 0.0091 0.0
�8 . . . . . . . . . . . . 0.829 ± 0.014 0.802 ± 0.018 0.796 ± 0.024 0.831 ± 0.013 0.0
109Ase�2⌧ . . . . . . 1.880 ± 0.014 1.865 ± 0.019 1.907 ± 0.027 1.882 ± 0.012 �0.1

which do not depend strongly on ⌧ are consistent between the TT
and T E spectra to within typically 0.5� or better. Furthermore,
the cosmological parameters derived from the T E spectra have
comparable errors to the TT parameters. None of the conclu-
sions in this paper would change in any significant way were we
to use the T E parameters in place of the TT parameters. The
consistency of the cosmological parameters for base ⇤CDM be-
tween temperature and polarization therefore gives added confi-
dence that Planck parameters are insensitive to the specific de-
tails of the foreground model that we have used to correct the
TT spectra. The EE parameters are also typically within about
1� of the TT parameters, though because the EE spectra from
Planck are noisier than the TT spectra, the errors on the EE pa-
rameters are significantly larger than those from TT . However,
both the T E and EE likelihoods give lower values of ⌧, As and
�8, by over 1� compared to the TT solutions. Note that the T E
and EE entries in Table 3 do not use any information from the
temperature in the low multipole likelihood. The tendency for
higher values of �8, As, and ⌧ in the Planck TT+lowP solution is
driven, in part, by the temperature power spectrum at low multi-
poles.

Columns [4] and [5] of Table 3 compare the parameters of
the TT likelihood with the full TT,T E, EE likelihood. These
are in agreement, shifting by less than 0.2�. Although we have
emphasized the presence of systematic e↵ects in the Planck
polarization spectra, which are not accounted for in the errors
quoted in column [4] of Table 3, the consistency of the TT and
TT,T E, EE parameters provides strong evidence that residual
systematics in the polarization spectra have little impact on the
scientific conclusions in this paper. The consistency of the base
⇤CDM parameters from temperature and polarization is illus-
trated graphically in Fig. 6. As a rough rule-of-thumb, for base
⇤CDM, or extensions to ⇤CDM with spatially flat geometry,
using the full TT,T E, EE likelihood produces improvements in
cosmological parameters of about the same size as adding BAO
to the Planck TT+lowP likelihood.

3.4. Constraints on the reionization optical depth parameter ⌧

The reionization optical depth parameter ⌧ provides an important
constraint on models of early galaxy evolution and star forma-
tion. The evolution of the inter-galactic Ly↵ opacity measured in
the spectra of quasars can be used to set limits on the epoch of
reionization (Gunn & Peterson 1965). The most recent measure-

ments suggest that the reionization of the inter-galactic medium
was largely complete by a redshift z ⇡ 6 (Fan et al. 2006). The
steep decline in the space density of Ly↵ emitting galaxies over
the redshift range 6 <⇠ z <⇠ 8 also implies a low redshift of reion-
ization (Choudhury et al. 2014). As a reference, for the Planck
parameters listed in Table 3, instantaneous reionization at red-
shift z = 7 results in an optical depth of ⌧ = 0.048.

The optical depth ⌧ can also be constrained from observa-
tions of the CMB. The WMAP9 results of Bennett et al. (2013)
give ⌧ = 0.089 ± 0.014, corresponding to an instantaneous red-
shift of reionization zre = 10.6 ± 1.1. The WMAP constraint
comes mainly from the EE spectrum in the multipole range
` = 2–6. It has been argued (e.g., Robertson et al. 2013, and ref-
erences therein) that the high optical depth reported by WMAP
cannot be produced by galaxies seen in deep redshift surveys,
even assuming high escape fractions for ionizing photons, im-
plying additional sources of photoionizing radiation from still
fainter objects. Evidently, it would be useful to have an indepen-
dent CMB measurement of ⌧.

The ⌧ measurement from CMB polarization is di�cult be-
cause it is a small signal, confined to low multipoles, requiring
accurate control of instrumental systematics and polarized fore-
ground emission. As discussed by Komatsu et al. (2009), uncer-
tainties in modelling polarized foreground emission are com-
parable to the statistical error in the WMAP ⌧ measurement.
In particular, at the time of the WMAP9 analysis there was
very little information available on polarized dust emission. This
situation has been partially rectified by the 353 GHz polariza-
tion maps from Planck (Planck Collaboration Int. XXII 2014;
Planck Collaboration Int. XXX 2014). In PPL13, we used pre-
liminary 353 GHz Planck polarization maps to clean the WMAP
Ka, Q, and V maps for polarized dust emission, using WMAP
K-band as a template for polarized synchrotron emission. This
lowered ⌧ by about 1� to ⌧ = 0.075 ± 0.013 compared to
⌧ = 0.089 ± 0.013 using the WMAP dust model.12 However,
given the preliminary nature of the Planck polarization analysis
we decided to use the WMAP polarization likelihood, as pro-
duced by the WMAP team, in the Planck 2013 papers.

In the 2015 papers, we use Planck polarization maps based
on low-resolution LFI 70 GHz maps, excluding Surveys 2 and
4. These maps are foreground-cleaned using the LFI 30 GHz

12Note that neither of these error estimates reflect the true uncer-
tainty in foreground removal.
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Fig. 14. Acoustic-scale distance ratio DV(z)/rdrag in the base
⇤CDM model divided by the mean distance ratio from Planck
TT+lowP+lensing. The points with 1� errors are as follows:
green star (6dFGS, Beutler et al. 2011); square (SDSS MGS,
Ross et al. 2014); red triangle and large circle (BOSS “LOWZ”
and CMASS surveys, Anderson et al. 2014); and small blue cir-
cles (WiggleZ, as analysed by Kazin et al. 2014). The grey bands
show the 68 % and 95 % confidence ranges allowed by Planck
TT+lowP+lensing.

The changes to the data points compared to figure 15 of
PCP13 are as follows. We have replaced the SDSS DR7 mea-
surements of Percival et al. (2010) with the recent analysis of
the SDSS Main Galaxy Sample (MGS) of Ross et al. (2014) at
ze↵ = 0.15, and by the Anderson et al. (2014) analysis of the
Baryon Oscillation Spectroscopic Survey (BOSS) ‘LOWZ’ sam-
ple at ze↵ = 0.32. Both of these analyses use peculiar veloc-
ity field reconstructions to sharpen the BAO feature and reduce
the errors on DV/rdrag. The blue points in Fig. 14 show a re-
analysis of the WiggleZ redshift survey by Kazin et al. (2014)
applying peculiar velocity reconstructions. The reconstructions
causes small shifts in DV/rdrag compared to the unreconstructed
WiggleZ results of Blake et al. (2011) and lead to reductions
in the errors on the distance measurements at ze↵ = 0.44 and
ze↵ = 0.73. The point labelled BOSS CMASS at ze↵ = 0.57
shows DV/rdrag from the analysis of Anderson et al. (2014), up-
dating the BOSS-DR9 analysis of Anderson et al. (2012) used in
PCP13.

In fact, the Anderson et al. (2014) analysis solves jointly for
the positions of the BAO feature in both the line-of-sight and
transverse directions (the distortion in the transverse direction
caused by the background cosmology is sometimes called the
Alcock-Paczynski e↵ect, Alcock & Paczynski 1979), leading to
joint constraints on the angular diameter distance DA(ze↵) and
the Hubble parameter H(ze↵). These constraints, using the tabu-
lated likelihood included in the CosmoMC module16, are plotted
in Fig. 15. Samples from the Planck TT+lowP+lensing chains
are plotted coloured by the value of ⌦ch2 for comparison. The
length of the degeneracy line is set by the allowed variation in H0
(or equivalently⌦mh2). In the Planck TT+lowP+lensing⇤CDM
analysis the line is defined approximately by

DA(0.57)/rdrag

9.384

 
H(0.57)rdrag/c

0.4582

!1.7

= 1 ± 0.0004, (26)

16http://www.sdss3.org/science/boss_publications.php

Fig. 15. 68 % and 95 % constraints on the angular diameter dis-
tance DA(z = 0.57) and Hubble parameter H(z = 0.57) from
the Anderson et al. (2014) analysis of the BOSS CMASS-DR11
sample. The fiducial sound horizon adopted by Anderson et al.
(2014) is rfid

drag = 149.28 Mpc. Samples from the Planck
TT+lowP+lensing chains are plotted coloured by their value of
⌦ch2, showing consistency of the data, but also that the BAO
measurement can tighten the Planck constraints on the matter
density.

which just grazes the BOSS CMASS 68 % error ellipse plotted
in Fig. 15. Evidently, the Planck base ⇤CDM parameters are
in good agreement with both the isotropized DV BAO measure-
ments plotted in Fig. 14, and with the anisotropic constraints
plotted in Fig. 15.

In this paper, we use the 6dFGS, SDSS-MGS and BOSS-
LOWZ BAO measurements of DV/rdrag (Beutler et al. 2011;
Ross et al. 2014; Anderson et al. 2014) and the CMASS-DR11
anisotropic BAO measurements of Anderson et al. (2014). Since
the WiggleZ volume partially overlaps that of the BOSS-
CMASS sample, and the correlations have not been quantified,
we do not use the WiggleZ results in this paper. It is clear from
Fig. 14 that the combined BAO likelihood is dominated by the
two BOSS measurements.

In the base ⇤CDM model, the Planck data constrain the
Hubble constant H0 and matter density ⌦m to high precision:

H0 = (67.3 ± 1.0) km s�1Mpc�1

⌦m = 0.315 ± 0.013

)
Planck TT+lowP. (27)

With the addition of the BAO measurements, these constraints
are strengthened significantly to

H0 = (67.6 ± 0.6) km s�1Mpc�1

⌦m = 0.310 ± 0.008

)
Planck TT+lowP+BAO.

(28)
These numbers are consistent with the Planck+lensing con-
straints of Eq. (21). Section 5.4 discusses the consistency of
these estimates of H0 with direct measurements.

Although low redshift BAO measurements are in good agree-
ment with Planck for the base ⇤CDM cosmology, this may not
be true at high redshifts. Recently, BAO features have been mea-
sured in the flux-correlation function of the Ly↵ forest of BOSS
quasars (Delubac et al. 2014) and in the cross-correlation of the
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Fig. 13. Changes in the CMB TT spectrum and foreground
spectra, between the best-fitting AL model and the best-fitting
base ⇤CDM model to the Planck TT+lowP data. Blue lines
show the di↵erence between the AL model and ⇤CDM (solid),
and the same, but with AL set to unity (dashed) to show the
changes in the spectrum arising from di↵erences in the other
cosmological parameters. Also shown are the changes in the
best-fitting foreground contributions to the four frequency cross-
spectra between the AL model and the ⇤CDM model. The data
points (with ±1� errors) are the di↵erences between the high-
` maximum-likelihood frequency-averaged CMB spectrum and
the best-fitting ⇤CDM model to the Planck TT+lowP data (as
in Fig. 1). Note that the changes in the CMB spectrum and the
foregrounds should be added when comparing to the residuals in
the data points.

for base ⇤CDM is AL = 1. The results of such an analysis for
models with variable AL is shown in Fig. 12. The marginalized
constraint on AL is

AL = 1.22 ± 0.10 (68%,Planck TT+lowP) . (22)

This is very similar to the result from the 2013 Planck data re-
ported in PCP13. The persistent preference for AL > 1 is dis-
cussed in detail there. For the 2015 data, we find that ��2 = �6.4
between the best-fitting ⇤CDM+AL model and the best-fitting
base ⇤CDM model. There is roughly equal preference for high
AL from intermediate and high multipoles (i.e., the Plik likeli-
hood; ��2 = �2.6) and from the low-` likelihood (��2 = �3.1),
with a further small change coming from the priors.

Increases in AL are accompanied by changes in all other pa-
rameters, with the general e↵ect being to reduce the predicted
CMB power on large scales, and in the region of the second
acoustic peak, and to increase CMB power on small scales (see
Fig. 13). A reduction in the high-` foreground power compen-
sates the CMB increase on small scales. Specifically, ns is in-
creased by 1 % relative to the best-fitting base model and As is
reduced by 4 %, both of which lower the large-scale power to
provide a better fit to the measured spectra around ` = 20 (see
Fig. 1). The densities !b and !c respond to the change in ns, fol-
lowing the usual ⇤CDM acoustic degeneracy, and Ase�2⌧ falls
by 1 %, attempting to reduce power in the damping tail due to
the increase in ns and reduction in the di↵usion angle ✓D (which
follows from the reduction in !m). The changes in As and Ase�2⌧

lead to a reduction in ⌧ from 0.078 to 0.060. With these cos-
mological parameters, the lensing power is lower than in the

base model, which additionally increases the CMB power in the
acoustic peaks and reduces it in the troughs. This provides a poor
fit to the measured spectra around the fourth and fifth peaks, but
this can be mitigated by increasing AL to give more smoothing
from lensing than in the base model. However, AL further in-
creases power in the damping tail, but this is partly o↵set by
reduction in the power in the high-` foregrounds.

The trends in the TT spectrum that favour high AL have a
similar pull on parameters such as curvature (Sect. 6.2.4) and
the dark energy equation of state (Sect. 6.3) in extended models.
These parameters a↵ect the late-time geometry and clustering
and so alter the lensing power, but their e↵ect on the primary
CMB fluctuations is degenerate with changes in the Hubble con-
stant (to preserve ✓⇤). The same parameter changes as those in
AL models are found in these extended models, but with, for ex-
ample, the increase in AL replaced by a reduction in ⌦K . Adding
external data, however, such as the Planck lensing data or BAO
(Sect. 5.2), pull these extended models back to base ⇤CDM.

Finally, we note that lensing is also detected at lower signif-
icance in the polarization power spectra (see Fig. 12):

AL = 0.98+0.21
�0.24 (68%,Planck TE+lowP) ; (23a)

AL = 1.54+0.28
�0.33 (68%,Planck EE+lowP) . (23b)

These results use only polarization at low multipoles, i.e. with
no temperature data at multipoles ` < 30. These are the first de-
tections of lensing in the CMB polarization spectra, and reach
almost 5� in T E. We caution the reader that the AL constraints
from EE and low-` polarization are rather unstable between
high-` likelihoods, because of di↵erences in the treatment of the
polarization data (see Fig. 12, which compares constraints from
the Plik and CamSpec polarization likelihoods). The result of
replacing Plik with the CamSpec likelihood is AL = 1.19+0.20

�0.24,
i.e., around 1� lower than the result from Plik reported in
Eq. (23b). If we additionally include the low-` temperature data,
AL from T E increases:

AL = 1.13 ± 0.2 (68%,Planck TE+lowT,P) . (24)

The pull to higher AL in this case is due to the reduction in TT
power in these models on large scales (as discussed above).

5.2. Baryon acoustic oscillations

Baryon acoustic oscillation (BAO) measurements are geometric
and largely una↵ected by uncertainties in the nonlinear evolu-
tion of the matter density field and other systematic errors that
may a↵ect other types of astrophysical data. As in PCP13, we
therefore use BAO as a primary astrophysical dataset to break
parameter degeneracies from CMB measurements.

Figure 14 shows an updated version of figure 15 from
PCP13. The plot shows the acoustic-scale distance ratio
DV(z)/rdrag measured from a number of large-scale struc-
ture surveys with e↵ective redshift z, divided by the mean
acoustic-scale ratio in the base ⇤CDM cosmology using Planck
TT+lowP+lensing. Here rdrag is the comoving sound horizon at
the end of the baryon drag epoch and DV is a combination of the
angular diameter distance DA(z) and Hubble parameter H(z),

DV(z) =
"
(1 + z)2D2

A(z)
cz

H(z)

#1/3
. (25)

The grey bands in the figure show the ±1� and ±2� ranges
allowed by Planck in the base ⇤CDM cosmology.
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with HST. As a result, the MW solutions for H0 are unstable
(see Appendix A of E14). The LMC solution is sensitive to the
metallicity dependence of the Cepheid period-luminosity rela-
tion which is poorly constrained by the R11 data. Furthermore,
the estimate in Eq. (30) is based on a di↵erential measurement
comparing HST photometry of Cepheids in NGC 4258 with
those in SNe host galaxies. It is therefore less prone to pho-
tometric systematics, such as crowding corrections, than is the
LMC+MW estimate of Eq. (31). It is for these reasons that we
have adopted the prior of Eq. (30) in preference to using the
LMC and MW distance anchors.19

Direct measurements of the Hubble constant have a long and
sometimes contentious history (see e.g., Tammann et al. 2008).
The controversy continues to this day and one can find “high”
values (e.g., H0 = (74.3 ± 2.6) km s�1Mpc�1, Freedman et al.
2012) and “low” values (e.g., H0 = (63.7 ± 2.3) km s�1Mpc�1,
Tammann & Reindl 2013) in the literature. The key point that we
wish to make is that the Planck only estimates of Eqs. (21) and
(27), and the Planck+BAO estimate of Eq. (28) all have small
errors and are consistent. If a persuasive case can be made that
a direct measurement of H0 conflicts with these estimates, then
this will be strong evidence for additional physics beyond the
base ⇤CDM model.

Finally, we note that in a recent analysis Bennett et al. (2014)
derive a “concordance” value of H0 = (69.6±0.7) km s�1Mpc�1

for base ⇤CDM by combining WMAP9+SPT+ACT+BAO
with a slightly revised version of the R11 H0 value (73.0 ±
2.4 km s�1Mpc�1). The Bennett et al. (2014) central value for
H0 di↵ers from the Planck value of Eq. (28) by nearly 3 % (or
2.5�). The reason for this di↵erence is that the Planck data are
in tension with the Story et al. (2013) SPT data (as discussed in
Appendix B of PCP13; note that the tension is increased with the
Planck full mission data) and with the revised R11 H0 determi-
nation. Both tensions drive the Bennett et al. (2014) value of H0
away from the Planck solution.

5.5. Additional data

5.5.1. Redshift space distortions

Transverse versus line-of-sight anisotropies in the redshift-space
clustering of galaxies induced by peculiar motions can, poten-
tially, provide a powerful way of constraining the growth rate
of structure. A number of studies of redshift space distortions
(RSD) have been conducted to measure the parameter combina-
tion f�8(z), where for models with scale-independent growth

f (z) =
d ln D
d ln a

, (32)

and D is the linear growth rate of matter fluctuations. Note that
the parameter combination f�8 is insensitive to di↵erences be-
tween the clustering of galaxies and dark matter, i.e., to galaxy
bias (Song & Percival 2009). In the base ⇤CDM cosmology, the
growth factor f (z) is well approximated as f (z) = ⌦m(z)0.545.

19As this paper was nearing completion, results from the Nearby
Supernova Factory have been presented that indicate a correlation be-
tween the peak brightness of Type Ia SNe and the local star-formation
rate (Rigault et al. 2014). These authors argue that this correlation in-
troduces a systematic bias of ⇠ 1.8 km s�1Mpc�1 in the SNe/Cepheid
distance scale measurement of H0 . For example, according to these
authors, the estimate of Eq. 30 should be lowered to H0 = (68.8 ±
3.3) km s�1Mpc�1, a downward shift of ⇠ 0.5�. Clearly, further work
needs to be done to assess the important of such a bias on the distance
scale. It is ignored in the rest of this paper.

0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9

z

0.2

0.3

0.4

0.5

0.6

0.7

f�
8

6DFGS

SDSS MGS
SDSS LRG

BOSS LOWZ
BOSS CMASS

VIPERS

WiggleZ

Fig. 16. Constraints on the growth rate of fluctuations from
various redshift surveys in the base ⇤CDM model: green star
(6dFGRS, Beutler et al. 2012); purple square (SDSS MGS,
Howlett et al. 2014); cyan cross (SDSS LRG, Oka et al. 2014);
red triangle (BOSS LOWZ survey, Chuang et al. 2013); large red
circle (BOSS CMASS, as analysed by Samushia et al. 2014);
blue circles (WiggleZ, Blake et al. 2012); and green diamond
(VIPERS, de la Torre et al. 2013). The points with dashed red
error bars (o↵set for clarity) correspond to alternative analy-
ses of BOSS CMASS from Beutler et al. (2014b, small circle)
and Chuang et al. (2013, small square). The BOSS CMASS
points are based on the same data set and are therefore not in-
dependent. The grey bands show the range allowed by Planck
TT+lowP+lensing in the base ⇤CDM model. Where available
(for SDSS MGS and BOSS CMASS), we have plotted condi-
tional constraints on f�8 assuming a Planck⇤CDM background
cosmology. The WiggleZ points are plotted conditional on the
mean Planck cosmology prediction for FAP (evaluated using the
covariance between f�8 and FAP given in Blake et al. (2012)).
The 6dFGS point is at su�ciently low redshift that it is insensi-
tive to the cosmology.

More directly, in linear theory the quadrupole of the redshift-
space clustering anisotropy actually probes the density-velocity
correlation power spectrum, and we therefore define

f�8(z) ⌘
h
�(vd)

8 (z)
i2

�(dd)
8 (z)

, (33)

as an approximate proxy for the quantity actually being mea-
sured. Here �(vd)

8 measures the smoothed density-velocity corre-
lation and is defined analogously to�8 ⌘ �(dd)

8 , but using the cor-
relation power spectrum Pvd(k), where v = �r · vN/H and vN is
the Newtonian-gauge (peculiar) velocity of the baryons and dark
matter, and d is the total matter density perturbation. This defi-
nition assumes that the observed galaxies follow the flow of the
cold matter, not including massive neutrino velocity e↵ects. For
models close to ⇤CDM, where the growth is nearly scale inde-
pendent, it is equivalent to defining f�8 in terms of the growth of
the baryon+CDM density perturbations (excluding neutrinos).

The use of RSD as a measure of the growth of structure is
still under active development and is considerably more di�cult
than measuring the positions of BAO features. Firstly, adopt-
ing the wrong fiducial cosmology can induce an anisotropy in
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赤方偏移空間ゆがみによる
構造成長率の測定

バリオン音響振動による
宇宙論的距離の測定
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現時点で深刻な矛盾は見いだせていない
今後は大規模構造の観測が主導してさらなる検証が進む



ΛCDMモデル
ミニマムモデル
＝仮定の積み重ね

•  曲率ゼロの平坦宇宙 ＋ 宇宙項（ダークエネルギー）
（物質成分としてはダークマター、バリオンのみ）

•  インフレーションと無矛盾な断熱ゆらぎ

•  ゆらぎの初期条件はガウス統計に従う
•  一般相対論にもとづく宇宙の大域的進化

•  宇宙原理が成り立つ（宇宙は大域的に一様・等方）
単純化とはいえ、これだけ仮定を積み重ねても観測と

無矛盾な結果が得られたことは逆に驚き？

（ベキ型パワースペクトル）

（宇宙膨張＋密度ゆらぎ）



精密宇宙論前夜：~2000年以前
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allow us to examine the model power spectra over both
small and large scales. Then we proceed to widen the
explorable parameter space by concentrating on Ðtting the
LCRS power spectrum on large scales in the linear regime
and compare against the predictions of several classes of
CDM-motivated models. In combination with COBE and
other large-scale structure constraints, the large-scale LCRS
power spectrum will help us delineate the allowed param-
eter space in these cosmological models.

5.1. Comparison to N-Body Simulations
We compare the LCRS power spectrum to that of two

N-body models, both kindly provided by Changbom Park :
(1) the ODM model of with h \ 0.5, and bias° 2.2, )

0
\ 0.4,

factor b \ 1 ; and (2) the CDM1 model, which has )
0
\ 1,

h \ 0.5, and b \ 1.5. The CDM1 model was computed with
a particle-mesh code on a 3243 mesh, physical comoving
volume (388.8 h~1 Mpc)3, and contains 1623 CDM particles
and 1,201,320 biased ““ galaxy ÏÏ particles, chosen by the
biasing scheme of Both models are normalizedPark (1991).
so that the galaxy p

8
\ 1.

The convolved redshift-space power spectra of the LCRS
and the N-body models are plotted in The threeFigure 11.
power spectra agree well with each other for j \ 20 h~1

Mpc. On intermediate scales from j D 30 to 50 h~1 Mpc,
the CDM1 model matches the LCRS results somewhat
better than the ODM model does. For wavelengths
j [ 60 h~1 Mpc, the LCRS power falls in between the
CDM1 and ODM curves, with the LCRS results closer to
that of CDM1 on the largest scales j [ 100 h~1 Mpc.
Though both N-body models match the LCRS on small

scales, neither model provides quite the right amount of
large-scale power : not enough power in the case of CDM1
and too much in the case of ODM.

To be more quantitative in our comparison, we can use a
rank sum test to see how probable it is to draw the LCRS
power spectrum from the population of N-body mock
survey power spectra. We choose the rank-sum test as it is
simpler to apply than a s2 test ; we need not make any
assumptions about either the distribution of power at each
k or about the correlations between the power at di†erent k.
At each wavenumber k, we Ðrst assign each of the 30 ODM
mock survey plus 1 LCRS samples a rank in order ofR

i,kincreasing power (the index i denotes the sample). Then, for
each of the 31 samples we combine the ranks at di†erent k
by forming the sum Finally, we assign eachS

i
\;

k
R

i,k
.

sample an overall rank in order of ascendingR
i,sum

S
i
.

Doing this results in the LCRS receiving a rank
giving us a two-tailed conÐdence interval ofR

LCRS,sum
\ 2,

100È2 ] (2/31 ] 100) \ 87% for rejecting the null hypothe-
sis that the LCRS power spectrum is drawn from the popu-
lation of ODM power spectra. This is not very high
signiÐcance, and it will be further weakened by the fact that
since we only have one ODM simulation box, we do not
sample the full range of variation as we would given an
entire ensemble of ODM simulation boxes. Nevertheless,
the rank sum test does give us a simple quantitative
measure of how well the ODM model can match the LCRS
data. Likewise, the rank sum test applied to 30 CDM1
mock survey plus 1 LCRS samples gives R

LCRS,sum
\ 10,

where we now assign in order of decreasing powerR
i,kbecause the LCRS power is greater than that of most of the

FIG. 11.ÈObserved convolved LCRS power spectrum compared to the convolved power spectra of the N-body models ODM and CDM1. See text for
details.

distilled spectrum from the data extant in late 2001 and
found a first-peak amplitude that was more intuitively con-
sistent with the bulk of the input data and is now seen to be
consistent with theWMAP power spectrum.

Figure 11 shows the WMAP combined power spectrum
compared to the locus of predicted spectra, in red, based on
a joint analysis of pre-WMAP CMB data and 2dFGRS
large-scale structure data (Percival et al. 2002). As in Figure
8, theWMAP data are plotted with measurement uncertain-
ties, and the best-fit !CDM model (Spergel et al. 2003) is
plotted with a 1 ! cosmic variance error band. Percival et al.
(2002) predict that the location of the first peak should
occur at ‘ ¼ 221:8" 2:4, which is quite consistent with the
value reported by Page et al. (2003c) of ‘ ¼ 220:1" 0:8. The
height of the first peak was predicted to be in the range
4920" 170 lK2, while Page et al. (2003c) report a measured
height of 5580" 75 lK2, about 13% higher. Unlike the posi-
tion, the amplitude of the first peak has a complicated
dependence on cosmological parameters. Percival et al.
(2002) report best-fit parameters for a !CDM model that
are mostly consistent with those reported by Spergel et al.
(2003) for the same class of models. The only mildly dispa-
rate comparison lies in the combination of normalization,
!8, and optical depth, " . Percival et al. (2002) report the

product !8e#" ¼ 0:72" 0:03" 0:02, where the first error is
a ‘‘ theory ’’ error and the second is measurement error.
While Spergel et al. (2003) do not report a maximum likeli-
hood range for this explicit parameter combination, the
product of their maximum likelihood values for !8 and "
yields !8e#" ¼ 0:74, which is consistent with Percival et al.
(2002) but would make the first peak a few percent higher.
Small differences in "bh2, "mh2, and ns may also contribute
to the difference.

7. CONCLUSIONS

We present measurements of the angular power spectrum
of the CMB from the first-year WMAP data. The eight
high-frequency sky maps from DAs Q1–W4 were used to
estimate 28 cross-power spectra, which are largely inde-
pendent of the noise properties of the experiment. These
data were tested for consistency in x 3 and then used in x 5 as
input to a final combined spectrum, discussed in x 6. The
procedures for estimating the uncertainties in the final com-
bined spectrum were discussed in x 4 and in numerous
appendices.

The combined spectrum provides a definitive measure-
ment of the CMB power spectrum, with uncertainties

Fig. 9.—Compilation of recent CMB power spectrum measurements compared to the best-fit !CDM model from the first-year WMAP data. The data
points include noise and cosmic variance uncertainty (but not calibration uncertainty); thus, we omit the cosmic variance band from the model curve in the
figure. On average, the pre-WMAP data agree well with theWMAP power spectrum. The references for the previous data are as follows: Tegmark (1996) for
COBE; Benoit et al. (2003) for ARCHEOPS;Miller et al. (2002) for TOCO; Ruhl et al. (2002) for BOOMERANG; Lee et al. (2001) forMAXIMA; Halverson
et al. (2002) for DASI; Pearson et al. (2003) for CBI; Kuo et al. (2002) for ACBAR.
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WMAP以前は高角度分解能
の全天観測がなかった

SDSS, 2dF 以前に最大規模だった 
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variety of galaxy surveys, including the CfA et al.(Vogeley
et al. SSRS Gott, & da Costa1992 ; Park 1994), (Park, 1992 ;

Costa et al. IRAS 1.2 Jy et al.da 1994b), (Fisher 1993),
IRAS QDOT Kaiser, & Peacock and(Feldman, 1994),
APM (Baugh & Efstathiou surveys. In brief, the1993, 1994)
power spectra of these surveys have appeared inconsistent
with predictions of the ““ standard ÏÏ biased cold dark matter
(CDM) model of structure formation with )

0
h \ 0.5

et al. while an unbiased(Blumenthal 1984), )
0
h B 0.2

model with more large-scale power agrees better with the
observations (e.g., Costa et al. (We express theda 1994b).
Hubble constant as km s~1 Mpc~1, and willH

0
\ 100 h

use h \ 1 unless otherwise indicated.) In this paper we
present the power spectrum for galaxy samples drawn from
the Las Campanas Redshift Survey (LCRS), an optically
selected survey of 23,697 galaxies with an average redshift
z\ 0.1. The large sample size and extent of our survey
allow us to examine the power spectrum up to wavelengths
of B400 h~1 Mpc, and to provide measurements indepen-
dent of previous results for the purpose of comparing
against cosmological models. In particular, measurements
of the power spectrum on the largest scales j Z 100 h~1

Mpc are especially interesting, as we expect the power spec-
trum to peak there and begin its turnover toward the pri-
mordial spectrum constrained by COBE and other
microwave background observations. The precise ampli-
tude and shape of the power spectrum on large scales will
provide important clues in discriminating among cosmo-
logical models.

A detailed description of the Las Campanas survey is
given in et al. and additional particularsShectman (1996),
may be found in Shectman et al. (1992, 1995), Tucker (1994),

et al. and et al. Here we brieÑyLin (1996), Oemler (1993).
describe the main survey parameters. The survey geometry
is that of six ““ slices ÏÏ (declination by right1¡.5 ] 80¡
ascension), three each in the north and south galactic caps.

shows the LCRS galaxy distribution and clearlyFigure 1
illustrates the striking pattern of clusters, Ðlaments, walls
and voids that is present. The Ðrst 20% of the data was
obtained using a 50 object Ðber-optic spectrograph, and the
remaining 80% of the data was taken with a 112 object
system. The nominal isophotal magnitude limits for the 50
Ðber data were 16.0 π m\ 17.3 (““ hybrid ÏÏ Kron-Cousins R
magnitudes), and an additional cut was applied that
excluded the lowest 20% of galaxies by central surface
brightness. For the 112 Ðber data, the nominal magnitude
limits were 15.0 π m\ 17.7, with exclusion of just the
lowest 4%È9% of galaxies by surface brightness. The survey
photometric limits were chosen so that there would be typi-
cally more targets per Ðeld than available Ðbers, and we
selected targets at random among those that met the selec-
tion criteria. The survey slices were built up by observing

Ðelds, one at a time, with a maximum of 50 or 1121¡.5 ] 1¡.5
galaxies observed per Ðeld. Because we generally do not
reobserve any of our Ðelds, we must keep track of the vari-
able Ðeld-to-Ðeld sampling fractions f in our subsequent
statistical analyses. The average sampling fraction is 70%
for the 112 Ðber data and 58% for the 50 Ðber data. Also,
mechanical constraints prevent two object Ðbers in a single
spectroscopic Ðeld from approaching closer than 55A, intro-
ducing an additional geometric selection e†ect. We will Ðnd
below that the various sampling, photometric, and geomet-
ric selection e†ects in our survey do not signiÐcantly a†ect
the power spectrum results.

FIG. 1.ÈLCRS galaxy distribution in the northern and southern galac-
tic caps.

In we detail our power spectrum estimation tech-° 2
niques and verify them on N-body simulations. In we° 3
present the power spectra of magnitude-limited samples of
Las Campanas galaxies, and compare our results to the
power spectra derived from other redshift surveys. In we° 4
compute the power spectrum for volume-limited samples of
Las Campanas galaxies and test for luminosity bias in the
survey. In we compare our power spectrum results° 5
against those from N-body simulations. We will then focus
on the large-scale linear power spectrum, relate our results
to the COBE DMR constraints, and compare against the
predictions of several classes of CDM models. We sum-
marize our results in Note that a complementary° 6.
analysis of the two-dimensional LCRS power spectrum has
already been carried out et al. more on this(Landy 1996 ;
below), and the derivation of the closely related two-point
correlation function of LCRS galaxies is described in

and et al.Tucker (1994) Tucker (1996).

2. ESTIMATING THE POWER SPECTRUM

The power spectrum estimation technique used here has
been described by various authorsÈin particular see Fisher
et al. et al. and et al.(1993), Feldman (1994), Park

we detail the method below. The most impor-(1994)Èand
tant di†erence is that the LCRS consists of six essentially
two-dimensional ““ slices,ÏÏ so that we need to account for
““ convolution ÏÏ e†ects caused by the survey geometry in
order to calculate the power spectrum properly. These con-
volution e†ects are also evaluated below.

11,263 galaxies

12,434 galaxiesCMB

Large-scale structure



標準モデルの候補たち
SCDM (Standard CDM)

OCDM (Open CDM)

ΛCDM (Lambda CDM)

物理学会誌56巻 No.3, p.169, 2001年

(�m � 0.3, �DE � 0.7, h � 0.7, �8 � 1.0)

(�m � 0.3, �DE = 0, h � 0.8, �8 � 1.0)

(�m = 1, �DE = 0, h � 0.5, �8 � 0.6)

これら３つのモデルは、少なくとも
当時は、同等にもっともらしかった

OCDM

ΛCDM

SCDM なぜΛCDMが標準モデル
になりえたのか？



BBKS fitting formula

線形パワースペクトル

当時、よく描かれて
いた理論線

小さなスケールを見る限り、
大きな違いはなさそう

SCDM
ΛCDM
OCDM

(�m = 1, �� = 0,�8 = 0.59)

(�m = 0.272, �� = 0.728,�8 = 0.81)

(�m = 0.45, �� = 0,�8 = 0.80)



BBKS fitting formula
遷移関数のフィッティング公式

576 TARUYA & SUTO Vol. 542

it is not so difficult to combine with the phenomenological
galaxy formation model. Such an improved model will
enable more generic and testable predictions for the galaxy
biasing.
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APPENDIX A

MASS VARIANCE FOR THE CDM MODEL

The mass variance, p(M, z \ 0), deÐned by equation (24) requires the linear power spectrum of density Ñuctuations Plin(k).
The Ðtting form of the CDM power spectrum is given by Bardeen et al. (1986) with the scale-invariant Harrison-Zeldovich
initial condition

Plin(k) P k
C ln (1 ] 2.34q)

2.34q
D2

[1 ] 3.89q ] (16.1q)2 ] (5.46q)3 ] (6.71q)4]~1@2 , (A1)

where q 4 k/(! h Mpc~1). Here we adopt with the baryon density parameter! \ )0 h exp [[)
b
[ (2h)1@2)

b
/)0], )

b
\ 0.02

h~2.
Numerical integration of equation (24) is straightforward but time-consuming, since we heavily use p2 as well as its

derivative dp2/dM. Fortunately, Kitayama & Suto (1996b) obtained the following accurate Ðtting formula for p2, whose
derivative simultaneously Ðts dp2/dM :

p P (1 ] 2.208mp [ 0.7668m2p ] 0.7949m3p)~2@(9p) , (A2)

where p \ 0.0873, and m 4 M(!h)2/(1012 The above approximation holds within a few percent for both p2 and dp2/dMM
_

).
in the range 10~6 [ m [ 104.

The normalization of p2 is characterized by the parameter p8 :

p(R
M

\ 8 h~1 Mpc, z \ 0) \ p8 , (A3)

where Throughout the paper we adopt the above equation (A2) combined with the cluster normal-R
M

\ [3M/(4no6 mass)]1@3.
ization for (Kitayama & Suto 1997).p8

APPENDIX B

FITTING FORMULAE FOR THE DISTRIBUTION FUNCTION OF THE HALO FORMATION EPOCH

The distribution function of the halo formation epoch (eq. [32]) plays a central role in our model, but it requires a
time-consuming numerical integration and inversion. Thus, in the present paper we use the following Ðtting formulae of
Kitayama & Suto (1996b) :

Lp
Lu8

f
(a, u8

f
) \ A(a)

1 ] B(a)u8
f

e~5u8 f2 ] 2C(a)u8
f

erfc
Au8

f
J2

B
, (B1)

where erfc(x) is the complementary error function, and

A(a) 4
S8

n (1 [ a)(0.0107 ] 0.0163a) , (B2)

B(a) 4
2

A(a)
C

C(a) [ 2a [ 1
a

D
, (B3)

C(a) 4 1 [ 1 [ a
25

. (B4)

The parameter a is related to the spectral index of the mass variance, p(M). Kitayama & Suto (1996b) showed that in the
CDM model, this parameter should be replaced by

a \ aeff(0.6268 ] 0.3058aeff) , (B5)

where the e†ective spectral index, is computed from the Ðtting formula (eq. [A2]) and itsaeff 4 [d log pCDM2 /d log M,
derivative.
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The distribution function of the halo formation epoch (eq. [32]) plays a central role in our model, but it requires a
time-consuming numerical integration and inversion. Thus, in the present paper we use the following Ðtting formulae of
Kitayama & Suto (1996b) :

Lp
Lu8

f
(a, u8

f
) \ A(a)

1 ] B(a)u8
f

e~5u8 f2 ] 2C(a)u8
f

erfc
Au8

f
J2

B
, (B1)

where erfc(x) is the complementary error function, and

A(a) 4
S8

n (1 [ a)(0.0107 ] 0.0163a) , (B2)

B(a) 4
2

A(a)
C

C(a) [ 2a [ 1
a

D
, (B3)

C(a) 4 1 [ 1 [ a
25

. (B4)

The parameter a is related to the spectral index of the mass variance, p(M). Kitayama & Suto (1996b) showed that in the
CDM model, this parameter should be replaced by

a \ aeff(0.6268 ] 0.3058aeff) , (B5)

where the e†ective spectral index, is computed from the Ðtting formula (eq. [A2]) and itsaeff 4 [d log pCDM2 /d log M,
derivative.
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本来CDMの遷移関数だが、バリオンの影響を取り入れて
質量密度ゆらぎの遷移関数としても多用されてきた
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Appendix G のフィティ
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て数多く引用されてきた
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線形パワースペクトル

もし宇宙の標準モデル
がΛCDMではなく、

SCDMだったら？
CMB Boltzmann code (camb)

SCDM
ΛCDM
OCDM

(�m = 1, �� = 0,�8 = 0.59)

(�m = 0.272, �� = 0.728,�8 = 0.81)

(�m = 0.45, �� = 0,�8 = 0.80)
バリオン
音響振動

ニュートリノ
自由流減衰



バリオン音響振動

dashed: RegPT
solid: Linear

バリオン音響振動のシグナル
が小さすぎる！！

バリオン音響振動で宇宙膨張
を診断をするのは難しい？！

パワースペクトル

２点相関関数
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非線形重力進化

poor convergence of standard PT expansion, since
the low-k behavior of regularized propagators heav-
ily relies on the standard PT treatment. To be spe-

cific, the convergence of !ð1Þ
reg is the main source of

this discrepancy. Indeed, if !ð1Þ
reg is computed at one-

loop order only, the power spectrum is enhanced, and
then N-body results at low k lie in between the two
predictions. The impact of the high-order PT correc-
tions to the two-point propagator are specifically
studied in a separate publication, [38].

(ii) Another discrepancy can be found in the high-z
results, which temporally overshoot the N-body
results at mid-k regime (k# 0:2–0:3h Mpc$1). It
is unlikely to be due to a poor convergence of
standard PT expansion. We rather think that the
performances of the N-body simulations might be
responsible for this (small) discrepancy. We have
tested several runs with different resolutions, and
found that the low-resolution simulation with a
small number of particles tends to underestimate
the power at high z. Possible reason for this comes
from the precision of force calculation around the
intervening scales, where the tree and particle-mesh
algorithms are switched, and we suspect that the
discrepancy is mainly attributed to the inaccuracy of

the tree algorithm. Though the intervening scale is
usually set at a sufficiently small scale, with a low-
resolution simulation, it may affect the large-scale
dynamics with noticeable effects at higher redshifts.
Systematic studies on the convergence and resolu-
tion of N-body simulations will be reported else-
where [42].

Apart from the tiny systematics at subpercent level,
REGPT approach can give a reliable power spectrum pre-
diction at rather wider range, which entirely covers the
relevant scales of BAOs at z * 0:35. As we will see later in
Sec. VI B, the applicable range of the REGPT calculation
remains wide enough even in other cosmological models,
and can be empirically described with the criterion (42).

C. Correlation function

We next consider the two-point correlation function,
which can be computed from the power spectrum as

!ðrÞ ¼
Z dkk2

2"2 PðkÞ sinðkrÞ
kr

: (29)

In Fig. 10, left panel focuses on the behaviors around the
baryon acoustic peak, while right panel shows the global
shape of the two-point correlation function plotted in loga-
rithmic scales, for which !ðrÞ has been multiplied by the

FIG. 9 (color online). Comparison of power spectrum results between N-body simulations and REGPT calculations. In each panel, the
results at z ¼ 3, 2, 1, and 0.35 are shown (from top to bottom). Left panel shows the ratio of power spectrum to the smooth linear
spectrum, PðkÞ=Pno$wiggleðkÞ, where the reference spectrum Pno$wiggleðkÞ is calculated from the no-wiggle formula of the linear

transfer function in Ref. [47]. Solid lines are the REGPT results, while dotted lines represent the linear theory predictions. Right panel
plots the difference between N-body and REGPT results normalized by the no-wiggle spectrum, i.e., ½PN$bodyðkÞ $
PRegPTðkÞ'=Pno$wiggleðkÞ. In each panel, the vertical arrows respectively indicate the maximum wavenumber below which a percent-

level agreement with N-body simulation is achieved with Lagrangian resummation theory [25,48] and closure theory [22,29],
including the PT corrections up to two-loop order.
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ΛCDM SCDM

halofit

High-z だとかなり広い範囲を摂動計算でカバーできる
（ただし low-z では急激に悪化）

摂動論がもっと役に立っていた？ （標準摂動論でも精度は十分）

RegPT (2-loop)
Linear

N-body

パワースペクトル パワースペクトル



もし標準モデルがSCDMだったら？

標準宇宙モデルがΛCDMでよかったかもしれない！

•バリオン音響振動：振幅が小さく検出も難しい
•ニュートリノ自由流減衰： 効果が小さく、質量検出は困難

•赤方偏移空間ゆがみ：

f(z) � d lnD+(z)
d ln a

� {�m(z)}�

ゆらぎの成長率を使った重力テストは難しい？

�� 1
SCDM なら

•非線形重力進化： 標準摂動論が威力を発揮
（くりこみ・再和法などの方法が発展しなかった？）

赤方偏移空間
ゆがみの強さ

�

～まとめ～

なぜΛCDMかはわからないけど



ΛCDMモデルの向こうへ

ダークエネルギーの状態方程式

一般相対論のテスト・重力理論の検証
✓ 加速膨張の起源・正体

✓ 宇宙論的ニュートリノの質量検出

✓ ダークマターの正体・検出

✓ 原始（非）ガウス性の制限・検証

✓ 宇宙原理の観測的検証

{
次世代観測で探る宇宙論

ΛCDMが標準モデルだから
できるサイエンス

これからは宇宙大規模構造
の観測が主役

（→ なぜΛCDMが現在の標準モデルたりえたかを知る手がかり）
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Word-wide competition
Multi-purpose ground- & space-based experiments

Euclid (欧) (2020)

WFIRST (米)

(2024++)

スペース

スペース

地上

LSST (米)

(2022++)

DES (欧米) (2013~)

DESI (米)

(2018+)
eBOSS (米欧日) (2014~)

HETDEX (米) (2015+)

SuMIRe (日) 

(2014~) すばる望遠鏡



精密観測時代の宇宙論
理論研究が重要

(how/warm dark matter, relativistic effect, modification to gravity, …)

観測データ主導だから

さらに

✓ 理論予言の高精度化

✓ ΛCDMモデルを超える新しい物理の影響
✓ 系統誤差のコントロール・低減 (e.g., 銀河バイアス)

宇宙論の標準解析ツールのリノベーションも必要

7

FIG. 4: Measured power spectra for the full LRG and main galaxy samples. Errors are uncorrelated and full window functions are shown
in Figure 5. The solid curves correspond to the linear theory ΛCDM fits to WMAP3 alone from Table 5 of [7], normalized to galaxy bias
b = 1.9 (top) and b = 1.1 (bottom) relative to the z = 0 matter power. The dashed curves include the nonlinear correction of [29] for
A = 1.4, with Qnl = 30 for the LRGs and Qnl = 4.6 for the main galaxies; see equation (4). The onset of nonlinear corrections is clearly
visible for k ∼

> 0.09h/Mpc (vertical line).

Our Fourier convention is such that the dimensionless
power ∆2 of [77] is given by ∆2(k) = 4π(k/2π)3P (k).

Before using these measurements to constrain cosmo-
logical models, one faces important issues regarding their
interpretation, related to evolution, nonlinearities and
systematics.

B. Clustering evolution

The standard theoretical expectation is for matter
clustering to grow over time and for bias (the rela-
tive clustering of galaxies and matter) to decrease over
time [78–80] for a given class of galaxies. Bias is also
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14 L. Anderson et al.

Figure 8. The CMASS DR9 power spectra before (left) and after (right) reconstruction with the best-fit models overplotted. The vertical dotted lines show
the range of scales fitted (0.02 < k < 0.3hMpc�1), and the inset shows the BAO within this k-range, determined by dividing both model and data by the
best-fit model calculated (including window function convolution) with no BAO. Error bars indicate

p

C
ii

for the power spectrum and the rms error calculated
from fitting BAO to the 600 mocks in the inset (see Section 4.2 for details).

an estimate of the “redshift-space” power, binned into bins in k of
width 0.04hMpc

�1.

6.2 Fitting the power spectrum

We fit the observed redshift-space power spectrum, calculated as
described in Section 6, with a two component model comprising a
smooth cubic spline multiplied by a model for the BAO, following
the procedure developed by Percival et al. (2007a,c, 2010). The
model power spectrum is given by

P (k)m = P (k)smooth ⇥B
m

(k/↵), (32)

where P (k)smooth is a smooth model that fits the overall shape
of the power spectrum, and the BAO model Bm(k), calculated for
our fiducial cosmology, is scaled by the dilation parameter ↵ as
defined in Eq. 21. The calculation of the BAO model is described
in detail below. This scaling of the acoustic signal is identical to
that used in the correlation function fits, although the differing non-
linear prescriptions in (Eqns 23 & 32) means that the non-linear
BAO damping is treated in a subtly different way.

Each power spectrum model to be fitted is convolved with the
survey window function, giving our final model power spectrum to
be compared with the data. The window function for this convolu-
tion is the normalised power in a Fourier transform of the weighted
survey coverage, as defined by the random catalogue, and is calcu-
lated using the same Fourier procedure described in Section 6 (e.g.
Percival et al. 2007c). This is then fitted to express the window
function as a matrix relating the model power spectrum evaluated
at 1000 wavenumbers, k

n

, equally spaced in 0 < k < 2hMpc

�1,
to the central wavenumbers of the observed bandpowers k

i

:

P (k
i

)fit =

X

n

W (k
i

, k
n

)P (k
n

)m �W (k
i

, 0). (33)

The final term W (k
i

, 0) arises because we estimate the average
galaxy density from the sample, and is related to the integral con-
straint in the correlation function. In fact this term is smooth (as

the power of the window function is smooth), and so can be ab-
sorbed into the smooth component of the fit, and we therefore do
not explicitly include this term in our fits.

To model the overall shape of the galaxy clustering power
spectrum we use a cubic spline (Press et al. 1992), with nine nodes
fixed empirically at k = 0.001, and 0.02 < k < 0.4 with
�k = 0.05, matching that adopted in Percival et al. (2007c, 2010).
This model was tested in these papers, but we show in Section B3
that it also provides an excellent fit to the overall shape of the DR9
CMASS mock catalogues, and that there is no evidence for devia-
tions for the fits to the data.

To calculate our fiducial BAO model, we start with a linear
matter power spectrum P (k)lin, calculated using CAMB (Lewis et
al. 2000), which numerically solves the Boltzman equation describ-
ing the physical processes in the Universe before the baryon-drag
epoch. We then evolve using the HALOFIT prescription (Smith
et al. 2003), giving an approximation to the evolved power spec-
trum at the effective redshift of the survey. To extract the BAO, this
power spectrum is fitted with a model as given by Eq. 32, where we
adopt a fixed BAO model (BEH) calculated using the Eisenstein &
Hu (1998) fitting formulae at the same fiducial cosmology. Divid-
ing P (k)lin by the best-fit smooth power spectrum component from
this fit produces our BAO model, which we denote BCAMB.

We damp the acoustic oscillations to allow for non-linear ef-
fects

B
m

= (BCAMB � 1)e�k

2⌃2
nl/2

+ 1, (34)

where the damping scale ⌃

nl

is a fitted parameter. We assume
a Gaussian prior on ⌃

nl

with width ±2h�1
Mpc, centred on

8.24h�1
Mpc for pre-reconstruction fits and 4.47h�1

Mpc for
post-reconstruction fits, matching the average recovered values
from fits to the 600 mock catalogs with no prior. The exact width of
the prior is not important, but if we do not include such a prior, then
the fit can become unstable with respect to local minima at extreme
values.
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宇宙大規模構造の理論ツール
線形理論を越えて、ダークマター優勢宇宙の

構造形成を取り扱う代表的手法

AT et al. (’12)

(その派生・発展版にフィッティング公式、ハローモデルなど)

Perturbation theory (PT) 
(based on fluid approx.)

�pi

dt
= �Gm2

a

N�

j �=i

�xi � �xj

|�xi � �xj |3

�pi = ma2 d�xi

dt

(i = 1, 2, · · · , N)

Cosmological  
N-body simulation

poor convergence of standard PT expansion, since
the low-k behavior of regularized propagators heav-
ily relies on the standard PT treatment. To be spe-

cific, the convergence of !ð1Þ
reg is the main source of

this discrepancy. Indeed, if !ð1Þ
reg is computed at one-

loop order only, the power spectrum is enhanced, and
then N-body results at low k lie in between the two
predictions. The impact of the high-order PT correc-
tions to the two-point propagator are specifically
studied in a separate publication, [38].

(ii) Another discrepancy can be found in the high-z
results, which temporally overshoot the N-body
results at mid-k regime (k# 0:2–0:3h Mpc$1). It
is unlikely to be due to a poor convergence of
standard PT expansion. We rather think that the
performances of the N-body simulations might be
responsible for this (small) discrepancy. We have
tested several runs with different resolutions, and
found that the low-resolution simulation with a
small number of particles tends to underestimate
the power at high z. Possible reason for this comes
from the precision of force calculation around the
intervening scales, where the tree and particle-mesh
algorithms are switched, and we suspect that the
discrepancy is mainly attributed to the inaccuracy of

the tree algorithm. Though the intervening scale is
usually set at a sufficiently small scale, with a low-
resolution simulation, it may affect the large-scale
dynamics with noticeable effects at higher redshifts.
Systematic studies on the convergence and resolu-
tion of N-body simulations will be reported else-
where [42].

Apart from the tiny systematics at subpercent level,
REGPT approach can give a reliable power spectrum pre-
diction at rather wider range, which entirely covers the
relevant scales of BAOs at z * 0:35. As we will see later in
Sec. VI B, the applicable range of the REGPT calculation
remains wide enough even in other cosmological models,
and can be empirically described with the criterion (42).

C. Correlation function

We next consider the two-point correlation function,
which can be computed from the power spectrum as

!ðrÞ ¼
Z dkk2

2"2 PðkÞ sinðkrÞ
kr

: (29)

In Fig. 10, left panel focuses on the behaviors around the
baryon acoustic peak, while right panel shows the global
shape of the two-point correlation function plotted in loga-
rithmic scales, for which !ðrÞ has been multiplied by the

FIG. 9 (color online). Comparison of power spectrum results between N-body simulations and REGPT calculations. In each panel, the
results at z ¼ 3, 2, 1, and 0.35 are shown (from top to bottom). Left panel shows the ratio of power spectrum to the smooth linear
spectrum, PðkÞ=Pno$wiggleðkÞ, where the reference spectrum Pno$wiggleðkÞ is calculated from the no-wiggle formula of the linear

transfer function in Ref. [47]. Solid lines are the REGPT results, while dotted lines represent the linear theory predictions. Right panel
plots the difference between N-body and REGPT results normalized by the no-wiggle spectrum, i.e., ½PN$bodyðkÞ $
PRegPTðkÞ'=Pno$wiggleðkÞ. In each panel, the vertical arrows respectively indicate the maximum wavenumber below which a percent-

level agreement with N-body simulation is achieved with Lagrangian resummation theory [25,48] and closure theory [22,29],
including the PT corrections up to two-loop order.
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plots the difference between N-body and REGPT results normalized by the no-wiggle spectrum, i.e., ½PN$bodyðkÞ $
PRegPTðkÞ'=Pno$wiggleðkÞ. In each panel, the vertical arrows respectively indicate the maximum wavenumber below which a percent-

level agreement with N-body simulation is achieved with Lagrangian resummation theory [25,48] and closure theory [22,29],
including the PT corrections up to two-loop order.
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Each higher-order term involves 
mode-coupling integral:

RegGp−loop
aþ ðkÞ ¼

Z
dq
q
Kp−loop

aþ ðk; qÞP0ðqÞ: (76)

We then have, for instance,

K1-loop
1þ ðk; qÞ ¼ 4πq3

!
fðq; kÞ þ 1

6

k2

q2

"
; (77)

K2−loop
1þ ðk;qÞ ¼−ð4πÞ2q3

Z
dq1

q21k
2

q21þq2
αf

!
q1
k
;
q
k

"
P0ðq1Þ:

(78)

Note that the kernel functions depend themselves a priori
on the initial power spectrum: K1−loop

aþ ðk; qÞ is a tree-order
object,K2-loop

aþ ðk; qÞ a one-loop order object (and therefore a
linear function of P0ðqÞ), etc. These functions give, for
each order, the impact of a linear mode q on the amplitude
of the late-time mode k we are interested in. In particular it
tells how the small-scale modes affect the large-scale
modes under consideration. In the following we will focus
our interest in understanding the high-q behavior of the ker-
nel functions Kðk; qÞ.
In Fig. 11 we show the shape of the kernel functions at

one, two-loop and three-loop order for k ¼ 0.1 h=Mpc.
The dashed line corresponds to the one-loop expression.
As can be seen it is rather peaked at q ≈ k and we have

K1-loop
1þ ðk; qÞP0ðqÞ ¼

464π
315

q3P0ðqÞ for q ≪ k (79)

K1-loop
1þ ðk; qÞP0ðqÞ ¼

176π
315

k2qPðqÞ for q ≫ k (80)

At two-loop order, the behaviors are qualitatively different.
The function peaks rather for q ¼ 0.5 h=Mpc, irrespective
of the value for k (when k < 0.5 h=Mpc). We note that

K2-loop
1þ ðk; qÞP0ðqÞ ∼ k2q2P0ðqÞ for q ≫ k (81)

so that the convergence is obtained for a spectral index
smaller than −2. This corresponds to the result mentioned
in the beginning of Sec. III D. These trends are amplified
for the three-loop results shown with a dot-dashed line for
which an even lower power law index is required for con-
vergence. In general the convergence properties of the mul-
tiloop kernel are determined by the properties of the
functions FnðqiÞ and GnðqiÞ and how they behave when
one of their argument is, in norm, much larger than the
sum of the wave modes. As mentioned in [36] it is to
be noted that the Galilean invariance of the motion equation
implies that

Fnðq1;…;qnÞ ∼
j
P

jqjj2

q2i
when qi ≫

####
X

j

qj

####; (82)

whenever one of the qi is much larger than the sum. This
can be seen at an elementary level on the properties of
the vertex function αðk1;k2Þ and βðk1;k2Þ: they both van-
ish when the sum of the argument goes to 0. The property
(82) has direct consequences on the properties of the loop
corrections. As a result, the p-loop correction takes indeed
the form

FIG. 10 (color online). Regular parts of the density propagator
RegGp−loop

1þ ðkÞ at one-, two-, and three-loop order with, respec-
tively, solid, dashed, and dotted lines. The calculations are done
for z ¼ 0.5. Note that each of this contribution scales with the
redshift like DþðzÞ2p where p is the number of loops. The light
yellow regions show the parameter space where the induced cor-
rections to the power spectrum are less than 1 percent.

FIG. 11 (color online). The shape of the kernel functions
P0ðqÞK1-loopðk; qÞ (blue solid line), P0ðqÞK2-loopðk; qÞ (green
dashed line) for k ¼ 0.1 h=Mpc and P0ðqÞK3-loopðk; qÞ (red dot-
ted line) as a function of q for z ¼ 0.5.

COSMIC PROPAGATORS AT TWO-LOOP ORDER PHYSICAL REVIEW D 89, 023502 (2014)

023502-15

Bernardeau, AT & Nishimichi (’14)

Pn-loop(k) �
�

d ln q Kn-loop(k, q) P0(q)

A large UV 
contribution !!

→ 摂動論の破綻？！
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Run many simulations…
by T.Nishimishi

(discretized) estimator

�K(ki, qj) P0(qj) �
P+

nl (ki)� P�nl (ki)
� lnP0 � ln q

� ln q = ln qj+1 � ln qj� ln q = ln qj+1 � ln qj

K(k, q) = q
�Pnl(k)
�P0(q)

Alternative definition

2

In the context of PT calculations, [9, 10] showed progres-
sive broadening of the response function with increasing
PT order, pointing to the need of regularization of the
small-scale contribution.

If the broadness of the response function at late times
is true, physics at very small scale can influence signif-
icantly the matter distribution on large scales, where
the acoustic feature is prominent [42]. It also ques-
tions the reliability of simulations, which can follow the
evolution of Fourier modes only in a finite dynamical
range. We here discuss the response function at the non-
perturbative level utilizing cosmological N -body simula-
tions.

Methodology.— We here describe our method to mea-
sure the response function from simulations. We prepare
two initial conditions with small modulations in the lin-
ear spectrum over a finite interval of wave mode q, evolve
them to a late time, and take the di↵erence of the non-
linear spectra measured from the two. That is

K̂i,jP
lin

j ⌘
P nl

i [P lin

+,j ]� P nl

i [P lin

�,j ]

� lnP lin� ln q
, (2)

where the two perturbed linear spectra are given by

ln

"
P lin

±,j(q)

P lin(q)

#
=

(
±1

2
� lnP lin if q 2 [qj , qj+1

),

0 otherwise.
(3)

In the above, the index i (j) runs over the wave-mode bins
for the nonlinear (linear) spectrum, and we choose log-
equal binning, ln qj+1

� ln qj = ln ki+1

� ln ki = � ln q.

It is straightforward to show that the estimator K̂ ap-
proaches to the response function K defined in Eq. (1),
when � ln q and � lnP lin are small. The definition (1) is
advantageous in that it allows the measurement in this
way at the fully nonlinear level [43]. Note that a similar
function was first discussed numerically in Ref. [11] in
the context of local transformations of the density field.

We adopt a flat-⇤CDM cosmology consistent with
the five-year WMAP result [12] with parameters
(⌦

m

,⌦
b

/⌦
m

, h, A
s

, n
s

) = (0.279, 0.165, 0.701, 2.49 ⇥
10�9, 0.96), which are the current matter density pa-
rameter, baryon fraction, the Hubble constant in units
of 100km/s/Mpc, the scalar amplitude normalized at
k
0

= 0.002Mpc�1 and its power index, respectively. The
matter transfer function is computed with these param-
eters using the CAMB code [13].

We run four sets of simulations with di↵erent volume
and number of particles as listed in Table I. Cover-
ing di↵erent wave number intervals, these simulations
allow us to examine the convergence of the measured re-
sponse function. The initial conditions are created using
a code developed in [14, 15] based on the second-order La-
grangian PT (e.g., [16, 17]) at optimal redshifts depend-
ing on the resolution: we minimize the sum of the sys-
tematic error caused by the higher-order decaying mode

and the discreteness noise [18]. We evolve the matter dis-
tribution using a Tree-PM code Gadget2 [19]. We finally
measure the power spectrum by fast Fourier transform of
the Cloud-in-Cell (CIC) density estimates on 10243 mesh
with the CIC kernel deconvolved in Fourier space.
For each set of simulations, we prepare multiple initial

conditions with linear spectra perturbed by ±1% over
qj  q < qj+1

. We set the bin width as � ln q = ln(
p
2)

and each simulation set covers di↵erent wavenumber
range corresponding to the box size and resolution limit.
For the best resolution run, L9-N10, we study only five
bins on small scales. Further, we perform four realiza-
tions for L9-N9 and L9-N8 at each wave-mode bin to es-
timate the statistical scatter. The same random phases
are used for initial conditions with perturbed spectra at
di↵erent bins for each realization.

TABLE I: Simulation parameters. Box size (box), softening
scale (soft) and mass of the particles (mass) are respectively
given in unit of h�1Mpc, h�1kpc and 1010h�1M�. The num-
ber of q-bins is shown in the “bins” column, for each of which
we run two simulations with positive and negative perturba-
tions in the linear spectrum. The “runs” column shows the
number of independent initial random phases over which we
repeat the same analysis. The total number of simulations
are shown in the “total” column.

name box particles zstart soft mass bins runs total

L9-N10 512 10243 63 25 0.97 5 1 10

L9-N9 512 5123 31 50 7.74 15 4 120

L9-N8 512 2563 15 100 61.95 13 4 104

L10-N9 1024 5123 31 100 61.95 15 1 30

Shape of the response function and comparison with

PT.— We are now in a position to present the response
function measured from simulations. The combination
K(k, q)P lin(q) is plotted at a fixed k shown by the verti-
cal arrow as a function of q in Fig. 1. The heavy overlap
among di↵erent symbols and lines ensures the conver-
gence of the results against resolution and volume.
At high redshifts, we can see a strong peak at k = q

as expected from linear theory (i.e., no mode transfer).
Nonlinear coupling then gradually grows with time and
the peak feature gets less significant. One of the key
features here is the larger contribution from smaller wave
modes (q < k); the growth of structure is dominated by
mode flows from large to small scales. Not surprisingly,
the formation of a structure is more e�ciently amplified
when it is part of a larger structure than when it contains
small-scale features.
Such findings are fully in line with expectations from

PT calculations. We show the analytical calculation in
Fig. 2 up to the two-loop level (i.e., next-to-next-to-
leading order) ignoring binning e↵ects at this stage. We
present the contribution from Pij(k) / h�(i)�(j)i, where
�(i) is the ith-order overdensity in the PT expansion. The
terms at the same loop order cancel at small q due to the
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FIG. 1: Response function measured from simulations. We
plot |K(k, q)|P lin(q) as a function of the linear mode q for
a fixed nonlinear mode at k = 0.161hMpc�1 indicated by
the vertical arrow. The filled (open) symbols show L9-N9
(L10-N9), the lines depict L9-N8, while the big hatched sym-
bols on small scales are L9-N10. Positive (negative) values
are indicated as the upward (downward) triangles or the solid
(dashed) lines.

FIG. 2: Response function predicted by PT (un-binned) up
to one- (thin solid) and two-loop (thick solid) order at k =
0.2hMpc�1 at z = 1. Dashed (dotted) lines show each of the
one- (two-)loop contributions with the legend (ij) showing
the perturbative order of the calculation. We show a negative
sign in the legend when K is negative. Note that we ignore
terms proportional to the Dirac delta function at k = q, which
is meaningful only when binning is considered.

galilean invariance of the system as discussed in e.g., [20–

24]. On the other hand, small scales are dominated by
one term at each order, P

13

(k) and P
15

(k). It has been
shown that similar terms dominate the behavior at any
order in PT.

FIG. 3: Rescaled response function, T (k, q) ⌘ [K(k, q) �
K lin(k, q)]/[qP lin(k)]. PT calculations are shown by lines,
whereas the symbols are L9-N9 (see legend for detail). The
nonlinear wave-mode bin is fixed at k = 0.161hMpc�1 (ver-
tical arrow). Binning is taken into account to the analytical
calculations consistently to the simulations.

We then rescale the response function at various red-
shifts as T (k, q) = [K(k, q)�K lin(k, q)]/[qP lin(k)], where
K lin is the linear contribution, and plot them in Fig. 3.
They are compared with the one-loop PT calculation
(solid), which is time-independent with this normaliza-
tion. The simulation data indeed shows little time de-
pendence at q . k in remarkable agreement with the
one-loop calculation, reproducing the expected q depen-
dence [44], as well as the change of sign between large and
small scales. The small but non-negligible z-dependence
at k ⇠ q is further reproduced by the two-loop calcula-
tion (see the figure legend). Note that at the wave-mode
k plotted here (i.e., 0.161hMpc�1), the two-loop SPT
prediction for the nonlinear power spectrum agrees with
simulations within 1% at z & 1 and the agreement gets
worse at lower redshift reaching to ⇠ 5% at z = 0 (see
e.g., [10]).
At q & 0.3hMpc�1, however, the measured response

function is damped compared to the PT. The one-
loop PT predicts the response function to reach a con-
stant [45]; at the two-loop order, it grows in amplitude
with time. The numerical measurements show on the
other hand that the scaled response function is strongly
damped with decreasing redshift. It is such that the
couplings take place e↵ectively between modes of simi-
lar wavelengths. This e↵ect is particularly important at
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�Pnl(k) =
�

d ln q K(k, q) �P0(q)
Nonlinear response to a 
small initial variation in P(k):
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T (k, q) = [K(k, q)�Klin(k, q)]/[q Plin(k)]



 Characterizing UV suppression
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late time. At redshift zero, the discrepancy between the
model and simulations is striking. Furthermore analysis
of the response structure at three and higher loop order
(see e.g., [9]) suggests that PT calculations, at any finite
order, predict an even larger amplitude of the response
function in the high q region. This strongly suggests that
this anomaly is genuinely non-perturbative.

We propose an e↵ective description of this observed
behavior. As illustrated in Fig. 4 it can be modeled with
a Lorentzian:

T e↵.(k, q) =
⇥
T 1�loop(k, q) + T 2�loop(k, q)

⇤ 1

1 + (q/q
0

)2

(4)
characterized by a time-dependent critical wave mode,
q
0

(z) = 0.3D�2

+

(z)h/Mpc, where D
+

is the linear growth
factor, and the prefactor 0.3 is determined by fitting to
the data. Note that, as it can be checked in Fig. 4, q

0

is
independent of k preserving the k dependence of the re-
sponse function at the small scale limit. This dependence
is in full agreement with PT predictions.

FIG. 4: Response function divided by the two-loop PT at the
three wave modes k shown in the legend. We plot data points
only at q � 2k for definiteness. The over-plotted solid lines
correspond to the empirical form (4). Small solid symbols are
L9-N9 while the big hatched are L9-N10.

Discussion—. The simulation results give a clear evi-
dence that the mode transfer from small to large scales
is suppressed compared to the PT prediction when the
mode q enters the nonperturbative regime. However, the
origin of the suppression is yet to be understood. In
particular it is not clear whether it roots genuinely shell
crossing e↵ects [46].

It might be possible that such damping e↵ect origi-
nates from simpler mechanisms in single-stream physics.
It has been shown in particular that the nonlinear den-
sity propagator, which expresses the evolution of a given

wave mode with time, is exponentially damped by the
large-scale displacements. This is the standard result on
which the Renormalized Perturbation Theory is based
[25, 26]. As explicitly shown in [27] equal-time spectra
are however insensitive to displacements of the global sys-
tem, that originates from wave modes smaller than k.
Displacements at intermediate scales are nonetheless ex-
pected to induce some e↵ective damping for equal-time
spectra. The physical idea behind that is that the force
driving the collapse of a large-scale perturbation (e.g., a
cluster of galaxies) is a↵ected by the small scale inhomo-
geneities within the structure (say galaxies), but that this
dependence might be damped when such small scale in-
homogeneities are actually moving within the structure.
It is however beyond the scope of this presentation to
evaluate the importance of this e↵ect.
Summary—. We have presented the first direct mea-

surement of the response function that governs the de-
pendence of the nonlinear power spectrum on the initial
spectrum during cosmic structure formation. This mea-
surement was done using a large ensemble of N -body
simulations that di↵er slightly in their initial conditions.
The results were found to be robust to the simulation
resolution – as shown in Table I – supporting the idea
that measured shapes were genuine features in the devel-
opment of gravitational instabilities.
The response functions were computed concurrently at

next and next-to-next leading order in PT. Comparisons
with measurements show a remarkable agreement over a
wide range of scale and time. We found however mode
transfers from small to large scales to be strongly sup-
pressed compared to theoretical expectations especially
at late time. We propose a description of the damping
tail with a Lorentzian shape.
These results are of far-reaching consequences. They

first give insights into the mode coupling structure of cos-
mological fluids and show that PT approaches capture
most of their properties. The small scale damping sig-
nals the validity limit of the PT beyond next-to-leading
order. It provides in particular indications on how to
regularize their contributions. The observed damping
also marks the irruption of collective non-linear e↵ects
although the underlying mechanisms are yet to be un-
covered. Most importantly the damped response sug-
gests that small scale physics, whether from the initial
metric perturbations or late-time processes, can be ef-
fectively controlled. It paves the way for solid estimates
of the theoretical uncertainties on the determination of
cosmological parameters (such as inflationary primordial
non-Gaussianities, neutrino masses or dark energy pa-
rameters) from large-scale surveys.
We thank Patrick Valageas for fruitful discussions on

analytical calculations of the response function. This
works is supported in part by grant ANR-12-BS05-0002
of the French Agence Nationale de la Recherche. TN is
supported by JSPS. AT is supported by a Grant-in-Aid
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FIG. 1: Response function measured from simulations. We
plot |K(k, q)|P lin(q) as a function of the linear mode q for
a fixed nonlinear mode at k = 0.161hMpc�1 indicated by
the vertical arrow. The filled (open) symbols show L9-N9
(L10-N9), the lines depict L9-N8, while the big hatched sym-
bols on small scales are L9-N10. Positive (negative) values
are indicated as the upward (downward) triangles or the solid
(dashed) lines.

FIG. 2: Response function predicted by PT (un-binned) up
to one- (thin solid) and two-loop (thick solid) order at k =
0.2hMpc�1 at z = 1. Dashed (dotted) lines show each of the
one- (two-)loop contributions with the legend (ij) showing
the perturbative order of the calculation. We show a negative
sign in the legend when K is negative. Note that we ignore
terms proportional to the Dirac delta function at k = q, which
is meaningful only when binning is considered.

galilean invariance of the system as discussed in e.g., [20–

24]. On the other hand, small scales are dominated by
one term at each order, P

13

(k) and P
15

(k). It has been
shown that similar terms dominate the behavior at any
order in PT.

FIG. 3: Rescaled response function, T (k, q) ⌘ [K(k, q) �
K lin(k, q)]/[qP lin(k)]. PT calculations are shown by lines,
whereas the symbols are L9-N9 (see legend for detail). The
nonlinear wave-mode bin is fixed at k = 0.161hMpc�1 (ver-
tical arrow). Binning is taken into account to the analytical
calculations consistently to the simulations.

We then rescale the response function at various red-
shifts as T (k, q) = [K(k, q)�K lin(k, q)]/[qP lin(k)], where
K lin is the linear contribution, and plot them in Fig. 3.
They are compared with the one-loop PT calculation
(solid), which is time-independent with this normaliza-
tion. The simulation data indeed shows little time de-
pendence at q . k in remarkable agreement with the
one-loop calculation, reproducing the expected q depen-
dence [44], as well as the change of sign between large and
small scales. The small but non-negligible z-dependence
at k ⇠ q is further reproduced by the two-loop calcula-
tion (see the figure legend). Note that at the wave-mode
k plotted here (i.e., 0.161hMpc�1), the two-loop SPT
prediction for the nonlinear power spectrum agrees with
simulations within 1% at z & 1 and the agreement gets
worse at lower redshift reaching to ⇠ 5% at z = 0 (see
e.g., [10]).
At q & 0.3hMpc�1, however, the measured response

function is damped compared to the PT. The one-
loop PT predicts the response function to reach a con-
stant [45]; at the two-loop order, it grows in amplitude
with time. The numerical measurements show on the
other hand that the scaled response function is strongly
damped with decreasing redshift. It is such that the
couplings take place e↵ectively between modes of simi-
lar wavelengths. This e↵ect is particularly important at

Ke�(k, q) =
�
K1-loop(k, q) + K1-loop(k, q)

� 1
1 + (q/q0)2

Ke�(k, q) =
�
K1-loop(k, q) + K1-loop(k, q)

� 1
1 + (q/q0)2

Fitting formula
q0(z) = 0.3/D2

+(z) [h Mpc�1]

: Standard PT kernelK1-loop, K1-loop

Some physical mechanism works, 
and controls the mode transfer

Nishimichi, Bernardeau & AT (arXiv:1411.2970)



EFT cures PT predictions ?
UV suppression is definitely attributed to small-scale physics, 

which cannot be described by current PT treatment
(formation & merging processes of dark matter halos, …)

Power spectrum and kernel function in effective field theory of large-scale structure

Atsushi Taruya
(Dated: April 9, 2015)

Using a numerical scheme to compute the kernels of standard perturbation theory (PT), we
compute the kernel function of power spectrum in the context of effective field theory of large-scale
structure (EFTofLSS).

PACS numbers:

I. BASIC EQUATIONS FOR PERTURBATIONS

In the standard PT formalism, we normally adopt the single-stream approximation, under which the (CDM+baryon)
system can be reduced to a pressureless fuild system. In the context of EFTofLSS, on top of this treatment, we
introduce the effective stress tensor, τij , which superficially describes the effect of small-scale physics, and compensate
the deviation from single-stream approximation after shell-crossing. The governing equations for perturbations are
then

∂δ

∂t
+
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∇ · [(1 + δ)v] = 0, (1)
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1
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∇2ψ =
κ2

2
ρm δ (3)

(4)

with κ2 = 8πG. The functional form of the stress tensor τij can be in principle derived from the collisionless
Boltzmann equation by taking a spatial average over the small scales. It generally involves not only a type of pressure
perturbation and shear viscosity terms but also the nonlinear interaction terms, which may not be locally expressed
in terms of the fluid quantities. Here, we are particularly concerned with the power spectrum at the one-loop order
of standard PT calculations. In this case, the relevant terms would be the leading-order terms which are expressed in
terms of a linear combination of the fluid quantities. We then write the effective stress tensor as (e.g., [1–3])

τij = ρm

[(
c2
s δ −

c2
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aH
∇ · v

)
δij −

3
4

c2
sv

aH

{
∂jvi + ∂ivj −

2
3
(∇ · v)δij

}]
. (5)

The coefficient cs is the sound speed, while csv and cbv are the shear and bulk viscosity coefficients with units of speed.
Eqs. (1)–(3) with effective tensor (5) are the basic equations for perturbations. In Fourier space, these can be

reduced to a more compact form. As usual in the standard PT formalism, we assume the irrotationality of fluid
quantities, and introduce the velocity divergence field, θ = ∇ · v/(aH). Then, we have

H−1 ∂δ(k)
∂t

+ θ(k) = −
∫

d3k1d3k2

(2π)3
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(2π)3
δD(k − k12)β(k1, k2) θ(k1)θ(k2), (7)

where we define c2
v = c2

bv + c2
sv

1. The functions α and β are the mode-coupling kernels given by

α(k1, k2) = 1 +
k1 · k2

|k1|2
, β(k1, k2) =

(k1 · k2)|k1 + k2|2

|k1|2|k2|2
.

1 That is, as long as we consider the irrotational flow, the shear and bulk viscosity are indistinguishable.

Phenomenologically introduce viscousity & anisotropic stress to 
characterize deviations from pressureless & irrotational fluid

Baumann et al. (’12), Carrasco, 
Herzberg & Senatore (’12), 
Carrasco et al. (‘13ab), Porto, 
Senatore & Zaldarriaga (’14), 
…

Effective field theory (EFT) of large-scale structure

but need a calibration with N-body simulation



Testing EFT approach

Power spectrum and kernel function in effective field theory of large-scale structure
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(Dated: April 9, 2015)

Using a numerical scheme to compute the kernels of standard perturbation theory (PT), we
compute the kernel function of power spectrum in the context of effective field theory of large-scale
structure (EFTofLSS).
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system can be reduced to a pressureless fuild system. In the context of EFTofLSS, on top of this treatment, we
introduce the effective stress tensor, τij , which superficially describes the effect of small-scale physics, and compensate
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with κ2 = 8πG. The functional form of the stress tensor τij can be in principle derived from the collisionless
Boltzmann equation by taking a spatial average over the small scales. It generally involves not only a type of pressure
perturbation and shear viscosity terms but also the nonlinear interaction terms, which may not be locally expressed
in terms of the fluid quantities. Here, we are particularly concerned with the power spectrum at the one-loop order
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Ḣ

H2

}
θ(k) +

κ2 ρm

2H2
δ(k) − k2

a2H2

{
c2
s δ(k) − c2

v θ(k)
}

= −1
2

∫
d3k1d3k2

(2π)3
δD(k − k12)β(k1, k2) θ(k1)θ(k2), (7)

where we define c2
v = c2

bv + c2
sv

1. The functions α and β are the mode-coupling kernels given by

α(k1, k2) = 1 +
k1 · k2

|k1|2
, β(k1, k2) =

(k1 · k2)|k1 + k2|2

|k1|2|k2|2
.

1 That is, as long as we consider the irrotational flow, the shear and bulk viscosity are indistinguishable.

e.g., Herzberg (’14)Leading-order EFT corrections

Does this really help PT prediction ?4

FIG. 1: Standard PT predictions for the power spectra at one-loop order in real space. Adopting the cosmological parameters
determined by wmap5, the power spectra are computed, and results at z = 1 (top) and 0.35 (bottom) are plotted. The thin dotted
lines are the linear theory predictions, while the black solid lines are the normal standard PT results. For reference, we also
plot the prediction based on the RegPT treatment (magenta). On the other hand, red and blue curves are the results including
the EFTofLSS corrections (labeled as EFT), for which we specifically set the EFTofLSS coefficients to (c2

s , c
2
v) = (10−7c2, 0)

and (2 × 10−7c2, 0), respectively.

Fig. 1 shows the results of standard PT calculations. We here plot the cases at z = 1 (top) and z = 0.35 (bottom),
and the results are compared with N -body simulations (taken from Ref. [4]). The black solid lines represent the
normal case of standard PT calculations (i.e., c2

s = c2
v = 0), while the red and blue curves are the results with

EFTofLSS corrections (labeled as EFT). Here, we particularly choose c2
s = 10−7c2 (red), 2× 10−7c2 (blue), setting c2

v
to zero5. Note that as shown in Fig. 2, the dependence of the linear power spectrum on the coefficients c2

s and c2
v is

mostly degenerate. Thus, at the linear order, the role of the EFTofLSS corrections can be parameterized by the single
parameter, c2

s +fc2
v, with f being the linear growth rate (see also Ref. [3]). Since this degeneracy approximately holds

even at one-loop order, we shall set c2
v = 0 below. Fig. 1

Fig. 1 shows that the EFTofLSS corrections can reduce the power spectrum amplitude at high-k, and with an
appropriate choice of c2

s , the agreement between N -body simulation and PT calculation is improved. For reference,
we also plot the RegPT one-loop result (dashed magenta, with c2

s = c2
v = 0), however, a strong damping of the RegPT

power spectrum appears at relatively low-k, and thus the EFT predictions are superficially excellent (if we properly
choose the coefficients).

5 These coefficients may not be independent of time, because the EFTofLSS corrections are in general non-local. Here, just for simplicity,
we consider the time-independent coefficients, and study the role of EFTofLSS corrections.

w/ EFT
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FIG. 1: Standard PT predictions for the power spectra at one-loop order in real space. Adopting the cosmological parameters
determined by wmap5, the power spectra are computed, and results at z = 1 (top) and 0.35 (bottom) are plotted. The thin dotted
lines are the linear theory predictions, while the black solid lines are the normal standard PT results. For reference, we also
plot the prediction based on the RegPT treatment (magenta). On the other hand, red and blue curves are the results including
the EFTofLSS corrections (labeled as EFT), for which we specifically set the EFTofLSS coefficients to (c2

s , c
2
v) = (10−7c2, 0)

and (2 × 10−7c2, 0), respectively.

Fig. 1 shows the results of standard PT calculations. We here plot the cases at z = 1 (top) and z = 0.35 (bottom),
and the results are compared with N -body simulations (taken from Ref. [4]). The black solid lines represent the
normal case of standard PT calculations (i.e., c2

s = c2
v = 0), while the red and blue curves are the results with

EFTofLSS corrections (labeled as EFT). Here, we particularly choose c2
s = 10−7c2 (red), 2× 10−7c2 (blue), setting c2

v
to zero5. Note that as shown in Fig. 2, the dependence of the linear power spectrum on the coefficients c2

s and c2
v is

mostly degenerate. Thus, at the linear order, the role of the EFTofLSS corrections can be parameterized by the single
parameter, c2

s +fc2
v, with f being the linear growth rate (see also Ref. [3]). Since this degeneracy approximately holds

even at one-loop order, we shall set c2
v = 0 below. Fig. 1

Fig. 1 shows that the EFTofLSS corrections can reduce the power spectrum amplitude at high-k, and with an
appropriate choice of c2

s , the agreement between N -body simulation and PT calculation is improved. For reference,
we also plot the RegPT one-loop result (dashed magenta, with c2

s = c2
v = 0), however, a strong damping of the RegPT

power spectrum appears at relatively low-k, and thus the EFT predictions are superficially excellent (if we properly
choose the coefficients).

5 These coefficients may not be independent of time, because the EFTofLSS corrections are in general non-local. Here, just for simplicity,
we consider the time-independent coefficients, and study the role of EFTofLSS corrections.

corrections are approximately 
described by single-parameter: 

At 1-loop (next-to-leading) order, 

c2
s + f (c2

bv + c2
sv)
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Power spectrum and kernel function in effective field theory of large-scale structure
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Using a numerical scheme to compute the kernels of standard perturbation theory (PT), we
compute the kernel function of power spectrum in the context of effective field theory of large-scale
structure (EFTofLSS).

PACS numbers:

I. BASIC EQUATIONS FOR PERTURBATIONS

In the standard PT formalism, we normally adopt the single-stream approximation, under which the (CDM+baryon)
system can be reduced to a pressureless fuild system. In the context of EFTofLSS, on top of this treatment, we
introduce the effective stress tensor, τij , which superficially describes the effect of small-scale physics, and compensate
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with κ2 = 8πG. The functional form of the stress tensor τij can be in principle derived from the collisionless
Boltzmann equation by taking a spatial average over the small scales. It generally involves not only a type of pressure
perturbation and shear viscosity terms but also the nonlinear interaction terms, which may not be locally expressed
in terms of the fluid quantities. Here, we are particularly concerned with the power spectrum at the one-loop order
of standard PT calculations. In this case, the relevant terms would be the leading-order terms which are expressed in
terms of a linear combination of the fluid quantities. We then write the effective stress tensor as (e.g., [1–3])
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The coefficient cs is the sound speed, while csv and cbv are the shear and bulk viscosity coefficients with units of speed.
Eqs. (1)–(3) with effective tensor (5) are the basic equations for perturbations. In Fourier space, these can be

reduced to a more compact form. As usual in the standard PT formalism, we assume the irrotationality of fluid
quantities, and introduce the velocity divergence field, θ = ∇ · v/(aH). Then, we have
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FIG. 1: Standard PT predictions for the power spectra at one-loop order in real space. Adopting the cosmological parameters
determined by wmap5, the power spectra are computed, and results at z = 1 (top) and 0.35 (bottom) are plotted. The thin dotted
lines are the linear theory predictions, while the black solid lines are the normal standard PT results. For reference, we also
plot the prediction based on the RegPT treatment (magenta). On the other hand, red and blue curves are the results including
the EFTofLSS corrections (labeled as EFT), for which we specifically set the EFTofLSS coefficients to (c2

s , c
2
v) = (10−7c2, 0)

and (2 × 10−7c2, 0), respectively.

Fig. 1 shows the results of standard PT calculations. We here plot the cases at z = 1 (top) and z = 0.35 (bottom),
and the results are compared with N -body simulations (taken from Ref. [4]). The black solid lines represent the
normal case of standard PT calculations (i.e., c2

s = c2
v = 0), while the red and blue curves are the results with

EFTofLSS corrections (labeled as EFT). Here, we particularly choose c2
s = 10−7c2 (red), 2× 10−7c2 (blue), setting c2

v
to zero5. Note that as shown in Fig. 2, the dependence of the linear power spectrum on the coefficients c2

s and c2
v is

mostly degenerate. Thus, at the linear order, the role of the EFTofLSS corrections can be parameterized by the single
parameter, c2

s +fc2
v, with f being the linear growth rate (see also Ref. [3]). Since this degeneracy approximately holds

even at one-loop order, we shall set c2
v = 0 below. Fig. 1

Fig. 1 shows that the EFTofLSS corrections can reduce the power spectrum amplitude at high-k, and with an
appropriate choice of c2

s , the agreement between N -body simulation and PT calculation is improved. For reference,
we also plot the RegPT one-loop result (dashed magenta, with c2

s = c2
v = 0), however, a strong damping of the RegPT

power spectrum appears at relatively low-k, and thus the EFT predictions are superficially excellent (if we properly
choose the coefficients).

5 These coefficients may not be independent of time, because the EFTofLSS corrections are in general non-local. Here, just for simplicity,
we consider the time-independent coefficients, and study the role of EFTofLSS corrections.
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FIG. 1: Standard PT predictions for the power spectra at one-loop order in real space. Adopting the cosmological parameters
determined by wmap5, the power spectra are computed, and results at z = 1 (top) and 0.35 (bottom) are plotted. The thin dotted
lines are the linear theory predictions, while the black solid lines are the normal standard PT results. For reference, we also
plot the prediction based on the RegPT treatment (magenta). On the other hand, red and blue curves are the results including
the EFTofLSS corrections (labeled as EFT), for which we specifically set the EFTofLSS coefficients to (c2
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we also plot the RegPT one-loop result (dashed magenta, with c2

s = c2
v = 0), however, a strong damping of the RegPT

power spectrum appears at relatively low-k, and thus the EFT predictions are superficially excellent (if we properly
choose the coefficients).

5 These coefficients may not be independent of time, because the EFTofLSS corrections are in general non-local. Here, just for simplicity,
we consider the time-independent coefficients, and study the role of EFTofLSS corrections.
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FIG. 1: Standard PT predictions for the power spectra at one-loop order in real space. Adopting the cosmological parameters
determined by wmap5, the power spectra are computed, and results at z = 1 (top) and 0.35 (bottom) are plotted. The thin dotted
lines are the linear theory predictions, while the black solid lines are the normal standard PT results. For reference, we also
plot the prediction based on the RegPT treatment (magenta). On the other hand, red and blue curves are the results including
the EFTofLSS corrections (labeled as EFT), for which we specifically set the EFTofLSS coefficients to (c2
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and (2 × 10−7c2, 0), respectively.

Fig. 1 shows the results of standard PT calculations. We here plot the cases at z = 1 (top) and z = 0.35 (bottom),
and the results are compared with N -body simulations (taken from Ref. [4]). The black solid lines represent the
normal case of standard PT calculations (i.e., c2
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v = 0), while the red and blue curves are the results with

EFTofLSS corrections (labeled as EFT). Here, we particularly choose c2
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we also plot the RegPT one-loop result (dashed magenta, with c2
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Allowing cs to be free, EFT 1-loop 
reproduce N-body results, but
resultant cs depends on redshift 
and cosmology…    furthermore,



Testing EFT approach

k=0.15 h/Mpc k=0.25 h/Mpc

At 1-loop,  PT predictions with EFT do not so much differ from 
the one w/o EFT,  which does not perfectly match simulations

K(k, q) = q
�Pnl(k)
�P0(q)

Nishimichi, Bernardeau & AT
arXiv:1411.2970

N-body data:
 Nishimichi

standard PT 1-loop

w/ EFT
w/ EFT

(c2
s = 10�7c2)

(c2
s = 2� 10�7c2)

w/o EFT corrections

Response 
function of P(k) �Pnl(k) =

�
d ln q K(k, q) �P0(q)

nonlinear linear (initial)



Testing EFT approach

Simply adding standard PT 2-loop w/o EFT apparently looks better
(although it starts to fail at k>0.4 h/Mpc)

Standard PT 2-
loop w/o EFT

k=0.25 h/Mpc

k>0,  k<0

k>0,  k<0

Standard PT 2-
loop w/o EFTk=0.15 h/Mpc

N-body data: Nishimichi

Response 
function of P(k) �Pnl(k) =

�
d ln q K(k, q) �P0(q)

nonlinear linear (initial)
Nishimichi, Bernardeau & AT

arXiv:1411.2970



Vlasov-Poisson: back to the source
My personal viewpoint

• EFT is far more than complete treatment

•No more than the revival of the old ideas

To understand what is going on, 
we have to go back to a more fundamental description :

Vlasov-Poisson 
system

(e.g., Adhesion model by Gurvatov et al. ‘89)

[ ] f(x, v; t) = 0
�

�

�t
+

v

a
· �

�x
� a

��

�x
· �

�v

�
a

�
f(x)dx�2�(x; t) = 4� Ga2 d3v f(x, v; t)



Vlasov-Poisson system

f(x, v; t)� �(t) {1 + �(x; t)} �D (v � v(x; t))

•  Can be reduced to a pressureless fluid system if we assume 
single-stream flow:

• N→∞ limit of self-gravitating N-body system (assuming that 
particles are not correlated with each other)

But, single-stream flow is violated at small scales

Example: 1D collapse

position position positionposition
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shell crossing
development of 

multi-valued region formation of halo

この辺のふるまいをどう取り扱うか？

By S. Colombi



Post-collapse perturbation theory
Going beyond shell-crossing,  a new analytical framework needs 
to be developed:

Colombi (’15),  AT & Colombi (in prep.)

Lagrangian-based PT that can follow post-collapse dynamics

Post-collapse PT

Outline
• Work in Lagrangian space (q) :

displacement 
fieldx(q; t) = q + S(q; t)

•Taylor-expand displacement around shell-crossing region (at q0):

2. Corrections to velocity & position :

1. Force calculation at multi-valued region time-dependent 3rd-order 
polynomial function of q

�v(q; t, tq) = �
� t

tq

dt��x�(xcoll(q, t�); t�) �x(q; t, tq) =
� t

tq

dt� �v(q; t�, tq)

xcoll(q; t0) � A(q0, t)�B(q0, t) (q � q0) + C(q0, t) (q � q0)3 + · · ·



Post-collapse perturbation theory
Going beyond shell-crossing,  a new analytical framework needs 
to be developed:

Colombi (’15),  AT & Colombi (in prep.)

Lagrangian-based PT that can follow post-collapse dynamics

Post-collapse PT

Outline
• Work in Lagrangian space (q) :

displacement 
fieldx(q; t) = q + S(q; t)

•Taylor-expand displacement around shell-crossing region (at q0):

2. Corrections to velocity & position :

1. Force calculation at multi-valued region time-dependent 3rd-order 
polynomial function of q

�v(q; t, tq) = �
� t

tq

dt��x�(xcoll(q, t�); t�) �x(q; t, tq) =
� t

tq

dt� �v(q; t�, tq)

xcoll(q; t0) � A(q0, t)�B(q0, t) (q � q0) + C(q0, t) (q � q0)3 + · · ·

Zel’dovich
Post-collapse PT

Simulation

Note—. Zel’dovich solution is exact in 1D before shell crossing

A performance in 1D: 
cold collapse
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Performance in 1D cosmology

Simulation by 
S.  Colombi

AT & Colombi (in prep.)

Cosmological 
initial condition

power spectrum 
of density field

phase space

SimulationPost-collapse PT

Zel’dovich

Zel’dovich
Post-collapse PT

• Gaussian random field with 
truncated power spectrum

• Einstein-de Sitter universe

• Zel’dovich flow



power spectrum 
of density field

Simulation by 
S.  Colombi

Performance in 1D cosmology

phase space

AT & Colombi (in prep.)

Zel’dovich
Post-collapse PT

Simulation

Post-collapse PT

Zel’dovich

Cosmological 
initial condition



Toward practical method
既存の取り扱いを超える摂動計算ができた！

•１次元から３次元への拡張

•統計量（e.g., パワースペクトル）
の解析計算法の確立

課題

•計算の高速化

まだまだ未成熟だが今後発展
が期待される 6D Vlasovコード
を比較・検証する上でも重要

摂動計算の適用範囲がさらに広がる可能性

phase space

position
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State-of-the-art 6D Vlasov code
The Astrophysical Journal, 762:116 (18pp), 2013 January 10 doi:10.1088/0004-637X/762/2/116
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DIRECT INTEGRATION OF THE COLLISIONLESS BOLTZMANN EQUATION
IN SIX-DIMENSIONAL PHASE SPACE: SELF-GRAVITATING SYSTEMS
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ABSTRACT

We present a scheme for numerical simulations of collisionless self-gravitating systems which directly integrates the
Vlasov–Poisson equations in six-dimensional phase space. Using the results from a suite of large-scale numerical
simulations, we demonstrate that the present scheme can simulate collisionless self-gravitating systems properly.
The integration scheme is based on the positive flux conservation method recently developed in plasma physics.
We test the accuracy of our code by performing several test calculations, including the stability of King spheres, the
gravitational instability, and the Landau damping. We show that the mass and the energy are accurately conserved for
all the test cases we study. The results are in good agreement with linear theory predictions and/or analytic solutions.
The distribution function keeps the property of positivity and remains non-oscillatory. The largest simulations are
run on 646 grids. The computation speed scales well with the number of processors, and thus our code performs
efficiently on massively parallel supercomputers.

Key words: galaxies: kinematics and dynamics – methods: numerical

Online-only material: color figures

1. INTRODUCTION

Gravitational interaction is one of the most important physical
processes in the dynamics and the formation of astrophys-
ical objects, such as star clusters, galaxies, and the large-
scale structure of the universe. Stars and dark matter in these
self-gravitating systems are essentially collisionless, except for
a few cases, such as globular clusters and stars around supermas-
sive black holes. The dynamics of the collisionless systems is
described by the collisionless Boltzmann equation or the Vlasov
equation.

Conventionally, gravitational N-body simulations are used to
follow the evolution of collisionless systems. In such simu-
lations, particles represent sampled points of the distribution
function in the phase space. The particles—point masses—
interact gravitationally with other particles, through which their
orbits are determined. They are actually superparticles of stars
or dark matter particles. The gravitational potential field repro-
duced in an N-body simulation is therefore intrinsically grainy
rather than what it should be in the real physical system. It is
well known that two-body encounters can alter the distribution
function in a way that violates the collisionless feature of the
systems, and undesired artificial two-body relaxation is often
seen in N-body simulations. There is another inherent problem
in N-body simulations. Gravitational softening needs to be intro-
duced to avoid artificial large-angle scattering of particles caused
by close encounters. Physical quantities such as mass density
and velocity field are subject to intrinsic random noise owing to
the finite number of particles especially in low-density regions.

To overcome these shortcomings of the N-body simulations,
several alternative approaches have been explored. For example,
the self-consistent field (SCF) method (Hernquist & Ostriker
1992; Hozumi 1997) integrates orbits of particles under the
gravitational field calculated by expanding the density and the
gravitational potential into a set of basis functions. In the SCF
method, the particles do not directly interact with one another but

move on the smooth gravitational potential calculated from the
overall distribution of the particles. Despite of these attractive
features, the major disadvantage of the SCF method is its
inflexibility that the basis set must be chosen so that the lowest
order terms reproduce the global structure of the systems under
investigation (Weinberg 1999). In other words, the SCF method
can be applied only to the symmetric gravitational collapse or
the secular evolution of the collisionless systems.

The ultimate approach for numerical simulations of the
collisionless self-gravitating systems would be direct inte-
gration of the collisionless Boltzmann equation, or Vlasov
equation, combined with the Poisson equation. The advan-
tage of the Vlasov–Poisson simulations was previously shown
by Janin (1971) and Cuperman et al. (1971), who studied
one-dimensional violent relaxation problems using the water-
bag method (Hohl & Feix 1967; Roberts & Berk 1967).
Fujiwara (1981, 1983), for the first time, successfully solved
the Vlasov–Poisson equations for one-dimensional and spheri-
cally symmetric systems using the finite volume method. Other
grid-based approaches include the seminal splitting method of
Cheng & Knorr (1976), more generally the semi-Lagrangean
methods (Sonnendrücker 1998), a finite element method (Zaki
et al. 1988), a finite volume method (Filbet et al. 2001), the
spectral method (Klimas 1987; Klimas & Farrell 1994), and a
more recent multi-moment method (Minoshima et al. 2011).
A comparison study of some of these methods is presented in
Filbet & Sonnendrücker (2003).

So far, such direct integration of the Vlasov equation has been
applied only to problems in one or two spatial dimensions. Solv-
ing the Vlasov equation in six-dimensional phase space requires
an extremely large memory and computational time. However,
the rapid development of massively parallel supercomputers has
made it possible to simulate collisionless self-gravitating sys-
tems in the full six-dimensional phase space by numerically
integrating the Vlasov–Poisson equations with a scientifically
meaningful resolution.
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ABSTRACT
Dark matter numerical simulations and the N -body method are essential for understanding
how structure forms and evolves in the Universe. However, the discrete nature of N -body
simulations can a↵ect its accuracy when modelling collisionless systems.
We introduce a new approach to simulate the gravitational evolution of cold collisionless
fluids by solving the Vlasov-Poisson equations in terms of adaptively refineable “Lagrangian
phase space elements”. These geometrical elements are piecewise smooth maps between
three-dimensional Lagrangian space and six-dimensional Eulerian phase space and ap-
proximate the continuum structure of the distribution function. They allow for dynamical
adaptive splitting to accurately follow the evolution even in regions of very strong mixing.
The elements thus permit a deterministic non-linear description of self-gravitating cold
and collisionless fluids in the continuous limit.
We discuss in detail various one-, two- and three-dimensional test problems which demon-
strate the correctness and performance of our method. We show that our method has
several advantages compared to standard N -body algorithms by i) explicitly tracking the
fine-grained distribution function, ii) naturally representing caustics, iii) providing an
arbitrarily regular density field that is defined everywhere in space, iv) giving directly a
smooth and regular gravitational potential field, thus eliminating the need for any type of
ad-hoc force softening.
Finally, we illustrate the feasibility of using our method for cosmological studies by
simulating structure formation in a warm dark matter cosmology. We show that spurious
collisionality and large-scale discreteness noise of N -body methods are both strongly
suppressed, which eliminates artificial fragmentation of filaments while providing access to
the full deterministic evolution of the fluid in phase space.
Therefore, we argue that our new approach improves on the N -body method when
simulating self-gravitating cold and collisionless fluids, and is the first method that allows
to explicitly follow the fine-grained evolution in six-dimensional phase space.

Key words: cosmology: dark matter – cosmology: large-scale structure of the Universe –
cosmology: theory – galaxies: kinematics and dynamics – methods: numerical

1 INTRODUCTION

Numerical simulations lie at the very heart of contemporary
cosmology. They are the only method that can accurately follow
the growth of small primordial density fluctuations into the
highly nonlinear objects that populate the low-redshift Universe
(e.g. Davis et al. 1985; Efstathiou et al. 1985; Bertschinger 1998;
Springel et al. 2005; Angulo et al. 2012). As such, they have
proven an indispensable tool in the formulation of our theory
of cosmological structure formation and in the validation of
the ⇤CDM model.

Since most of the mass in the Universe appears to be in

? Email: hahn@phys.ethz.ch
† Email: rangulo@cefca.es

the form of dark matter (DM; a fundamental particle with a
negligible non-gravitational interaction cross-section with both
itself and baryonic matter), numerical simulations that only fol-
low gravitational forces were the natural first tool employed by
pioneer cosmologists. Since the 1970s, these simulations have
progressively increased their scope and accuracy, nowadays
spanning a huge dynamic range. State-of-the-art simulations
employ trillions of bodies to describe volumes comparable to
the observable Universe, while resolving the collapsed DM
structures that could host the faintest galaxies (see e.g. Heit-
mann et al. 2014; Skillman et al. 2014; Ishiyama et al. 2014,
for recent examples).

A milestone in the history of gravity-only simulations was
the establishment of a universal form for the density profile
of collapsed dark matter haloes (Navarro et al. 1996, 1997).
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A test case: sine waves (phase space evolution)

Refined phase-space elements 15
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c) d)

a)

Figure 14. The initial conditions for the “ripple-wave” test problem
(cf. Sec. 4.2). Shown are the particle locations (panel a), the density
field using the tetrahedral phase space elements (panel b), using
tri-linear elements (panel c) and using tri-quadratic elements (panel
d). The linear elements are discontinuous at element boundaries,
while the quadratic is continuous.

tri-quadratic reconstructed from N-body 323

tri-quadratic 323 self-consistent

Figure 16. Comparison between a reconstruction of the tri-
quadratic density field from the 322 standard N-body run (top
half-panel) and the self-consistent evolution of the tri-quadratic
elements (bottom half-panel). One clearly sees that N -body particle
noise significantly perturbs the solution, in particular, caustics are
not persistent.

using refinement in Figure 17, comparing once more against
the 5123 particle high-res N -body solution at the same force
resolution. We only consider the tri-quadratic elements in this
case, although the linear elements also perform reasonably well.
We started with the same 323 initial conditions as in the fixed
resolution test shown in Figure 15, but now employed the force
refinement criterion with a threshold of 0.1 to dynamically
split elements if required (the results using velocity refinement
are however not significantly di↵erent). The solution allowing
for one additional level of refinement is shown in the top panel,
the one for two levels in the middle panel, and the reference
N -body solution at the bottom. Rather strikingly, the solutions
quickly converge to the reference solution in the exact shape
and position of caustics. Already with one additional level, the
central density of the clump is comparable to the reference
solution. We do not perform a more quantitative solution of

a. 323 + one level dynamic adaptive refinement

b. 323 + two level dynamic adaptive refinement

c. 5123 N-body

Figure 17. The ripple wave collapse test with dynamic adaptive
refinement. The 323 runs use the same initial conditions as in Fig. 15,
tri-quadratic elements and one (top, panel a), and two (middle, panel
b) of dynamic adaptive refinement. The bottom panel shows the
solution of a high-resolution N -body run using 5123 particles at the
same 2563 PM force resolution. On clearly sees how adding more
supporting points approaches the high-resolution N -body solution.
Still, the top two panels have significantly fewer degrees of freedom
than the N -body run.

these toy problems but let the images speak for themselves
and perform a quantitative convergence study of refinement
in the next section, where we apply the Lagrangian element
method to cosmological structure formation.

5 A FIRST APPLICATION: COSMOLOGICAL
SIMULATION OF A WARM DM UNIVERSE

We now apply our Lagrangian phase space element method to a
cosmological problem. We simulate the gravitational evolution
of a L=20 Mpc/h cube in a universe where dark matter is
made of warm particles of mass m

dm

= 250 eV, leading to a
small-scale cut-o↵ in the density perturbation spectrum.

The cosmological parameters we employ correspond to

c� 0000 RAS, MNRAS 000, 000–000

ColDICE: a parallel Vlasov-Poisson solver using moving adaptive simplicial
tessellation
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Abstract

Resolving numerically Vlasov-Poisson equations for initially cold systems can be reduced to following the evolution
of a three-dimensional sheet evolving in six-dimensional phase-space. We describe a public parallel numerical al-
gorithm consisting in representing the phase-space sheet with a conforming, self-adaptive simplicial tessellation of
which the vertices follow the Lagrangian equations of motion. The algorithm is implemented both in six- and four-
dimensional phase-space. Refinement of the tessellation mesh is performed using the bisection method and a local
representation of the phase-space sheet at second order relying on additional tracers created when needed at runtime.
In order to preserve in the best way the Hamiltonian nature of the system, refinement is anisotropic and constrained by
measurements of local Poincaré invariants. Resolution of Poisson equation is performed using the fast Fourier method
on a regular rectangular grid, similarly to particle in cells codes. To compute the density projected onto this grid, the
intersection of the tessellation and the grid is calculated using the method of Franklin and Kankanhalli [64, 65, 66]
generalised to linear order. As preliminary tests of the code, we study in four dimensional phase-space the evolution
of an initially small patch in a chaotic potential and the cosmological collapse of a fluctuation composed of two sinu-
soidal waves. We also perform a “warm” dark matter simulation in six-dimensional phase-space that we use to check
the parallel scaling of the code.

Keywords: Vlasov-Poisson, Tessellation, Simplicial mesh, refinement, Dark matter, Cosmology

1. Introduction

Stars in galaxies and dark matter in the Universe can be described as a smooth self-gravitating collisionless fluid
following Vlasov-Poisson equations,

@ f
@t
+ u.rr f � rr�.ru f = 0, (1)

�r� = 4⇡G⇢ = 4⇡G
Z

f (r,u, t) du, (2)

where f (r,u, t) represents the phase-space density at position r, velocity u and time t, � is the gravitational potential
and G is the gravitational constant.

In this article, we focus on the cold case, relevant to the dynamics of cold dark matter. In the concordant model of
large scale structure formation [121, 122], the matter content in Universe is indeed dynamically dominated by a cold
and collisionless component, designated by “dark” matter as it does not emit detectable light or radiation. The cold
nature of this component implies that the phase-space distribution function is initially concentrated on a phase-space
sheet: at the macroscopic level, the thickness of the this sheet is virtually null:

f (r,u, t = ti) = ⇢i(r) �D[u � ui(r)], (3)
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NFW プロファイルの起源の解決、ダークマター
分布の速度構造の理解や観測への応用

relevant for cosmology



まとめ
宇宙の構造形成：ΛCDMモデルとその向こう

ΛCDMモデルの向こうへ：宇宙大規模構造の精密観測
標準モデルとしてのΛCDMモデル

構造形成理論の精密化とリノベーション：

精密観測がもたら宇宙論研究の新たな発展に期待

摂動論の発展と課題：
Post-collapse 摂動論

構造形成の深い理解へ

大規模構造の応答関数

シミュレーション：粒子法から6次元Vlasovへ

{


