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Halo formation
10

Fig. 1.— The particle distribution of Halo I in the comoving space (left) and the phase space (right). We select a slice of thickness 3 %
of RM (z) at each redshift, and plot all the particles within the slice in the lect panel. In contrast, we consider a large sphere that encloses
the protohalo defined at each halo and plot randomly selected 1 % of the particles in the sphere. The gray circles in the left panels and
the vertical lines in the right panels indicate RM (z). The particles are color-coded according to the initial position at z = 99; the sphere of
radius RM (z = 99) is divided into seven equal radial shells, and particles in each bin are plotted in different colors. Black points correspond
to particles outside the initial halo at z = 99. Those different color particles become mixed due to the subsequent evolution. In order to
clarify the later evolution visually . we redefine the colors of the particles at z = 1 (approximately the turn-around epoch), and keep the
color convention until z = 0.
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Fig. 1.— Continued.
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Fig. 1.— Continued.

Suto, Kitayama, Osato, Sasaki & Suto (16)
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Comparison with SCM 13

Fig. 3.— The comparison of the evolution of the halo radius predicted by TSC (solid) with the simulation (squares). The model prediction
is calculated by using the initial condition of each simulated halos. The red dashed line shows the solution of the collapse model with the
velocity dispersion terms included (see text), which improves the prediction for the evolution of the halo radius.
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Fig. 4.— The particle distributions of Halo III at z = 1, and of Halo VI at z = 1.5, showing their highly non-spherical evolution. The
plotted particles are a randomly selected 5 % of those in the box 1.2 RM (z) on a side, centered on the halo center.

Suto, Kitayama, Osato, 
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z ∼ 2. Although the coordinate space distribution has
exhibited clear non-sphericity by z = 3, the phase space
distribution looks still well ordered. The innermost par-
ticles, however, have fallen into the center and then have
positive (outward) radial velocity. By z = 2, the region
with large velocity dispersion σ2

r has formed. The region
gradually expands outward, and finally reaches outside
the halo radius R(z = 0). This is the most remarkable
difference between the simulation and the description of
TSC.
To look into the region with large σ2

r more carefully,
we fully exploit all the particles and visualize the phase
space density in Figure 2. The figure clearly shows the
high density region around the outer end of the large σ2

r
region, indicating the stream of the particles that have
(more than) once fallen into the center. Such a motion of
particles creates the large σ2

r region expanding outward.
It is informative to consider here the predic-

tion of the self-similar model for the EdS universe
(Filmore & Goldreich 1984; Bertschinger 1985). In the
self-similar model, a spherical shell falls toward the cen-
ter, and moves outward again after shell-crossing. The
shell turns-around at some radius and falls back toward
the center. Such oscillations of a number of shells ac-
count for the development of the velocity dispersion in a
halo. The physical size of the halo increases with time
as more shells infall with larger turn-around radius.
The above picture explains, at least qualitatively, the

evolution of σ2
r of Halo I shown in Figure 2. From z = 1

to z = 0, the velocity dispersion develops from the center
of the halo. The profile of σ2

r shows a sharp drop-off at
the radius corresponding to the end of the large velocity
dispersion region. In contrast, the radial (peculiar) ve-
locity vr almost vanishes in the central region, while it
is negative in the outer region, representing the falling
particles. All these features are consistent with the self-
similar model.
In addition to the “regular” development of σ2

r de-
scribed above, the inhomogeneity contributes to the evo-
lution of σ2

r in the simulated halos. For example, the
infall and the subsequent turn-around of a substructure
generates an additional velocity dispersion that is not
described in the self-similar model. Such a process en-
hances individuality of halos, and makes it difficult to
find universality (if any) of the evolution of σ2

r , as will
be discussed again in later sections.
For the phase space distribution at z = 0, the solu-

tion of the self-similar model is overplotted. The over-
all feature of the simulated halo is followed, at least
qualitatively, by the self-similar solution. Especially,
groups of the particles in course of the first and sec-
ond turning-arounds are apparent in the phase space
distribution. Strictly speaking, however, the self simi-
lar model describes a spherical halo in the EdS universe,
which naturally leads to the big difference between the
simulation data and the overplotted self-similar solution.
In addition, the density profile of the self-similar solu-
tion is predicted to be asymptotically proportional to
r−9/4, which is inconsistent with the NFW density pro-
file (Navarro et al. 1995, 1996, 1997). Therefore the self-
similar solution is not fully reliable when we quantita-
tively investigate the evolution of velocity dispersion.
Adhikari et al. (2014) have also considered the region

with large velocity dispersion in a different context. They
refer to the radius where the density sharply drops as
“splashback radius”, which is essentially the same as the
locus where the velocity dispersion sharply drops. They
proposed the splashback radius as a more physically mo-
tivated definition of a dark halo, instead of the traditional
definition by using some threshold overdensity. Although
the splashback radius is often much beyond the X-ray
observed region of galaxy clusters, More et al. (2015)
have shown that the relation between the splashback
and R200m, within which the overdensity is 200 times
the mean matter density, can be written as a function of
the peak height inside R200m. Furthermore, More et al.
(2015) indicated that the splashback radius may be al-
ready observed as a caustic of line-of sight velocity of
galaxies by Rines et al. (2013). Although Adhikari et al.
(2014) claimed that it is difficult to unambiguously de-
termine the splashback radius of individual halos, these
studies indicate the importance of velocity dispersion in
the halo evolution.

4. COMPARISON OF HALO RADIUS EVOLUTION
AGAINST TSC AND SPHERICALLY AVERAGED JEANS

EQUATION

We now compare the evolution of the sphere charac-
terized by the radius RM (z) defined in Section 3.2, with
the prediction of TSC. Figure 3 demonstrates the re-
sults for the six halos in Table 1. The TSC predictions
(black solid line) are calculated from the initial overden-
sity of each halo. From the initial time until shortly
before the turn-around epoch zta, RM (z) is very close to
the model prediction, despite the fact that non-sphericity
and non-uniformity develop by z ∼ 3. From around
zta, RM (z) deviates from the model prediction; the turn-
around epoch is delayed, and thereafter the radius of the
simulated halo becomes systematically larger than the
model. Finally, the radius RM (z) does not collapse to
zero (naturally), but settles into a finite radius. In ad-
dition, the present radius is also larger than the model
prediction. Although the degree of the deviation from
TSC varies from halo to halo, the above trend holds for
majority of the simulated halos: the simulated halos turn
around later, and have larger radii both at zta and z = 0
than those predicted by TSC.
We suspect that the difference between the simulation

and TSC is mostly due to the velocity dispersion focused
on in the previous section. In numerical simulations, the
motion of dark matter particles should be described not
by Equation (2), but by the (three-dimensional) Jeans
equation. We here focus only on their radial motion to
see the effect of the velocity dispersion in the framework
of spherical symmetry. The spherically symmetric ver-
sion of the Jeans equation is

Dvr
Dt

= −
1

ρ

∂(ρσ2
r)

∂r
−

2σ2
r − σ2

tan

r
−

GM

r2
, (10)

where D/Dt denotes the Lagrangian differentiation, and
σ2
tan is the tangential velocity dispersion of dark matter.

Note that σ2
tan includes dispersions in two directions (θ

and ϕ directions in the spherical coordinates). The den-
sity and velocity dispersion usually decrease as a function
of radius, so the first term is expected to delay the col-
lapse epoch. To confirm this, we evaluate the first two
terms at r = RM (z) in the right-hand-side of Equation
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Particle trajectories in ZA
ZA 2LPT

Buchert & Ehlers (’93)
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Neyrink (’13)

10 Mark C. Neyrinck

Figure 10. Redshift-zero Eulerian locations of particles occupying a 2562 sheet of a 2563-particle ⇤CDM realization, projecting out the third dimension.
Clockwise from upper left, particle positions are determined using: a full N -body simulation; the Zel’dovich approximation; 2LPT; and the SC approximation
(12). By eye, the SC approximation gives the results closest to full gravity.

extremely underdense in the final conditions. These middling over-
densities are unlikely to produce spurious haloes detected in a 2LPT
realization, but there remains some chance of that.

What are we to conclude about the reliability of 2LPT at low
redshifts for mock galaxy catalogs? The work here is hardly an ex-
haustive study, as it considers just the single simulation analyzed
here. But for this simulation at z = 0, the population of overdense
particles that should be underdense starts to be a worry. This prob-
lem would be even more severe if �( 

lin

) were increased, popu-
lating the high- i branch of the  

2LPT,parab parabola. One way to
increase �( 

lin

) is by increasing the mass resolution (since fluctu-

ations grow on small scales in a ⇤CDM universe), so we recom-
mend caution in using 2LPT realization at high resolution and low
redshift. This is not surprising, of course; for high LPT accuracy,
�( 

lin

) should be . 1. Fortunately, to our knowledge, low-redshift
uses of 2LPT have been at lower mass resolution than this, resulting
in an appropriately low �( 

lin

).

While the SC approximation excels at predicting 1-point
statistics and a visually plausible particle distribution, unfortu-
nately it seems to have deficiencies, as well. The SC approximation
shifts the locations of nonlinear structures more than does the ZA.
This is difficult to see in Fig. 10, so we overplot the N -body and
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Figure 13. The Zel’dovich and SC panels of Fig. 10, with the full N-body results overplotted in red. While Zel’dovich gives artificially empty voids and
fuzzier haloes, it gives somewhat more accurate large-scale flows than does SC.

Figure 14. Matter power spectra in a 200 h−1 Mpc N-body simulation at z =
0, compared to power spectra of particle distributions displaced according
to various approximations.

large-scale flows, but these could be tied to ψ = −3 collapses, and
could be absent at high redshift without stream crossing.

The ‘barrier’ at ψ = −3 could be useful for halo finding in N-
body simulations. Unfortunately, it seems not straightforward to
use this barrier to halo find in a single snapshot of a simulation, but
other possibilities exist. For instance, ψ could be measured at each
time-step; if a particle ever has ψ ≤ −3, it could be tagged as a halo
particle.

It is also quite interesting to consider ways of predicting where
ψ = −3 from the initial conditions. Such considerations may even
allow analytical mass functions. Indeed, similar ideas have been
proposed using LPT (e.g. Monaco et al. 2002). Another possible
approach may be to infer Lagrangian halo boundaries from the
ψ sc(ψ lin) formula, as in the lower-left panel of Fig. 8. The true
halo contours are often smoothed versions of these contours, and

Figure 15. Fourier-space cross-correlation coefficients between the various
approximately-evolved density fields and the particle distribution as evolved
in the full N-body simulation. The solid black line is essentially the non-
linear propagator between the initial and final states; the Lagrangian cross-
correlations are higher, indicating higher accuracy.

perhaps could be obtained by a combination of mathematical mor-
phology techniques such as dilation and erosion (e.g. Serra 1983)
in Lagrangian space, as can be useful in cleaning detected void
boundaries (Platen, van de Weygaert & Jones 2007).

In conclusion, ψ , a natural density-like variable in a Lagrangian
viewpoint, seems to be a rather useful quantity, with some extra in-
formation that is not in the density itself. It is fortunate that a simple
formula gives ψ’s behaviour in voids, where dark energy is most
energetically dominant (if indeed it is a substance). To understand
dark energy, understanding the stretching of the Lagrangian mesh
in voids is likely particularly important.
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Perturbation theory of 
large-scale structure
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Nonlinear gravitational evolution
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Figure 9: The power spectrum of the dark matter distribution in the Millennium Simulation at various
epochs (blue lines). The gray lines show the power spectrum predicted for linear growth, while the dashed
line denotes the shot-noise limit expected if the simulation particles are a Poisson sampling from a smooth
underlying density field. In practice, the sampling is significantly sub-Poisson at early times and in low
density regions, but approaches the Poisson limit in nonlinear structures. Shot-noise subtraction allows us
to probe the spectrum slightly beyond the Poisson limit. Fluctuations around the linear input spectrum on
the largest scales are due to the small number of modes sampled at these wavelengths and the Rayleigh
distribution of individual mode amplitudes assumed in setting up the initial conditions. To indicate the bin
sizes and expected sample variance on these large scales, we have included symbols and error bars in the
z= 0 estimates. On smaller scales, the statistical error bars are negligibly small.
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Regime of our interest

※ Based on linear theory
Nonlinear

Linear

z=0.5
1
2
3

Weakly nonlinear

N-body simulations
by T. Nishimichi

Linear theory

Dimensionless 
power spectrum

Weakly nonlinear regime

Most of interesting cosmological information (BAO, RSD, 
signature of massive neutrinos, …) lies at  k<0.2-0.3 h/Mpc
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Range of applicability

Fully 
nonlinear

weakly 
nonlinear

linear

N-body simulation

Perturbation theory • Galaxy bias
• Redshift-space 

distortion

Baryon physics

Methods (Gravitational evolution) Other systematics

(galaxy surveys)

(weak lensing)

(�2 � 1)

(�2 > 1) & time-consuming
(c.f. fitting formula)

most powerful, but extensive

limited range of application, but

Linear theory 
(CMB Boltzmann code)

analytical & very fast 

very difficult

relatively easy

(�2 � 1)
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Perturbation theory (PT)
Theory of large-scale structure based on gravitational instability

Cold dark matter + baryons = pressureless & irrotational fluid

Basic 
eqs. 

� = �(1) + �(2) + �(3) + · · · ��(k; t)�(k�; t)� = (2�)3 �D(k + k�) P (|k|; t)

standard PT 
|�|� 1

Juszkiewicz (’81), Vishniac (’83), Goroff et al. (’86), 
Suto & Sasaki (’91), Jain & Bertschinger (’94), ...

Single-stream approx. of 
collisionless Boltzmann eq.
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Equations of motion
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Replacing the time derivative by derivatives with respect to the scale factor a (@⌧ = Ha@a),
we can rewrite the di↵erential equations for � and ✓ for a ⇤CDM universe as
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(2.12)

The equations of motion for the EdS case are easily recovered by setting ⌦m = 1. The
linear solution of these equations is simply the linear combination of a growing and a
decaying mode. Clearly, we are interested only in the growing mode

�

(1)

(k, a) = D

1

(a) �

1

(k) , (2.13)

where �

1

is a Gaussian random field that describes the initial conditions of the density field
and D

1

is the usual growth factor
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1
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mH2
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Z a
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da

0 1

H3

, (2.14)

which reduces to D

1

= a in EdS. It is useful to consider the Green’s function of Eq. (2.12),
which is obtained by replacing the right hand side of Eq. (2.12) with a Dirac distribution
�D(a � a

0). The Green’s functions for � and ✓ in ⇤CDM are given by
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where the function f(a) is the logarithmic derivative of the growth factor f(a) ⌘ d ln D

1

/d ln a

and is f(a) = 1 in EdS. The exact solution for the decaying mode D� = H/(aH
0

) can in

principle be approximated as D� ⇡ D

�3/2

1

.
On large scales, it is safe to assume that the linear solution is dominant and that

the density contrast is small, i.e. �

(1)

< 1. In particular, this is the case for the smoothed
fields. This allows us to solve the equations of motion perturbatively. In the absence of an
e↵ective stress tensor, we recover the results form SPT where the solution of the equations
of motion is written as a series in powers of �

1

�(k, a) =
1
X

i=1

�

(i)(k, a) , ✓(k, a) = �H f(a)
1
X

i=1

✓

(i)(k, a) . (2.16)
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as v ⌘ ⇡/⇢ + counterterms

1. Let us stress again that all quantities in Eq. (2.6) contain
only long wavelength modes. The stress tensor ⌧

ij that enters in the Euler equation is a
complicated function of the Newtonian potential (see e.g. Eqs. (34) � (36) of Ref. [5]) and,
as we shall see, plays a crucial role in the renormalization of loop integrals. Throughout
this work we will neglect the vorticity since at the linear order it decays as ⇠ 1/a (see
Refs. [8, 9] for a discussion of the vorticity in the EFTofLSS). It is therefore useful to
rewrite the Euler equation for the velocity divergence ✓ ⌘ r · v

@⌧✓ + H ✓ + v

j
@j✓ + @iv

j
@jv

i + 4� = ⌧✓ , (2.7)

where we defined

⌧✓ ⌘ �@i



1

a ⇢

@j⌧
ij

�

(2.8)

and 4 ⌘ r · r = @i@
i.

The quest of finding a perturbative solution for the equations of motion in Eq. (2.6) is
not new, in particular in the approximation where the e↵ective stress tensor is neglected.
This is what is usually called SPT. For a thorough review on the subject see Ref. [1]. Here,
we shall merely recall well known results and introduce our notation. It is most convenient
to rewrite Eqs. (2.6) and (2.7) in Fourier space

@⌧�(k, ⌧) + ✓(k, ⌧) = S↵(k, ⌧) ,

@⌧✓(k, ⌧) + H ✓(k, ⌧) +
3

2
⌦mH2

�(k, ⌧) = S�(k, ⌧) ,

(2.9)

where, in a slight abuse of notation, we used the same notation for the fields in Fourier
space as in real space. We will mostly work in Fourier space and we shall often drop the
arguments of the fields for streamlining the notation. The two source terms S↵ and S�

contain the non-linear terms of the equations of motion as well as the e↵ective stress tensor

S↵(k, ⌧) ⌘ �
Z

q

↵(q,k � q) ✓(q, ⌧)�(k � q, ⌧) ,

S�(k, ⌧) ⌘ �
Z

q

�(q,k � q) ✓(q, ⌧)✓(k � q, ⌧) + ⌧✓(k, ⌧) .

(2.10)

We use the abbreviation
R

q

⌘
R

d

3

q/(2⇡)3 and denote the absolute value of a vector as
k = |k|. The kernel functions ↵ and � are

1As discussed in Ref. [8], the definition of the velocity involves counterterms which are needed to
renormalize the velocity correlators. The finite part of these counterterms, however, can be set to zero.
We can therefore safely ignore these counterterms for the rest of this paper (see also Ref. [9]).
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⇢̃(x, ⌧) ⌘
Z

d

3

q f(x, q) , ⇡̃(x, ⌧) ⌘
Z

d

3

q q f(x, q) . (2.4)

It is then straight forward to derive the equations of motion for ⇢̃ and ⇡̃ and it turns out
that they are simply the continuity and the Euler equation of an imperfect fluid.

The ultimate goal is to find an analytic description of the dynamics at large scales,
i.e. in the mildly non-linear regime where linear dynamics are dominant. The non-linear
scale k

NL

(in momentum space) acts as a scale that separates the fully non-linear physics
at small scales from the large scale dynamics. The situation where one is interested only in
a limited range of scales is encountered in many areas of physics and is most conveniently
tackled using EFT techniques. EFT allows us to consistently compute non-linear correc-
tions to the linear solution on large scales but without ignoring possible e↵ects due to the
short scale dynamics. The problem is that whenever we consider non-linear solutions of
the equation of motion, all scales couple together. In particular, modes that are smaller
than k

NL

can couple to modes that are larger than k

NL

. The EFT framework helps us to
account for these e↵ects systematically without forcing us to consider the full non-linear
solution of the equations of moiton.

The first step towards the equations of motion in the EFTofLSS is to introduce a
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is e.g. a Gaussian or top hat function. In the end, the physical results will not depend
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where now ⇢ and ⇡ depend only on wave vectors that are smaller than ⇤ (we use the
same notation as Ref. [2] for the smoothing of a quantity). Applying the smoothing to the
Boltzmann equation, we can derive the equations of motion for the smoothed quantities
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Standard perturbation theory
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Figure 1: SPT vertex.

In ⇤CDM, the growth factor of the n-th order solution has to be computed at every given
order using Eqs. (2.14) and (2.15). However, it is possible to write the n-th order growth
factor as the n-th power of D

1
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(n)

(k, a) = D

n
1

(a) �n(k) , ✓

(n)

(k, a) = D

n
1

(a) ✓n(k) . (2.17)

In the limit of ⌦m = 1, the above solution is exact, i.e. the n-th order solution scales exactly
as a

n. The approximation in (2.17) is valid at the 1% level of accuracy up to third order
as pointed out in Ref. [16].2 The momentum dependence is given in terms of a convolution
of powers of �

1

�n(k) =
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...
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qn

(2⇡)3
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)...�
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(qn) ,

(2.18)

where the symmetric kernel functions Fn and Gn are known and given e.g. in Ref. [1]. Note
that Fn and Gn only depend on ratios of the momenta. A diagrammatic representation
of SPT has been discussed in the literature. One usually represents the kernels Fn and
Gn as a vertex to which one can attach n external legs as is shown in Fig. 1. Note that
as opposed to the diagrammatic language of renormalized perturbation theory (RPT, see
Refs. [17–20]), we use already the time integrated kernels as vertices.3

For the following discussion, it is important to know how the kernels scale if one of
the momenta becomes very large. It was noted in Ref. [21] (see also Ref. [1]) that the
kernels obey scaling laws such as

lim
q!1

Fn(k
1

, . . . ,kn�2

, q, �q) / k

2

q

2

, (2.19)

2We checked that with the Green’s function of Eq. (2.15) the di↵erence between the (exact) second

order growth factor and D

1

(a)2 is at the ⇠ 0.1% level. However, replacing D� ⇡ D

�3/2

1

inside the Green’s
function increases this di↵erence to ⇠ 4% at late times.

3Note that in renormalized perturbation theory “renormalization” does not refer to the cancellation of
UV-divergences as in EFTofLSS but to a procedure to include higher order contributions in SPT.
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of SPT has been discussed in the literature. One usually represents the kernels Fn and
Gn as a vertex to which one can attach n external legs as is shown in Fig. 1. Note that
as opposed to the diagrammatic language of renormalized perturbation theory (RPT, see
Refs. [17–20]), we use already the time integrated kernels as vertices.3
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Replacing the time derivative by derivatives with respect to the scale factor a (@⌧ = Ha@a),
we can rewrite the di↵erential equations for � and ✓ for a ⇤CDM universe as

H2

⇢

�a
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a +
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a S�
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� 3

2
⌦mHS↵ .

(2.12)

The equations of motion for the EdS case are easily recovered by setting ⌦m = 1. The
linear solution of these equations is simply the linear combination of a growing and a
decaying mode. Clearly, we are interested only in the growing mode

�

(1)

(k, a) = D

1

(a) �

1

(k) , (2.13)

where �

1

is a Gaussian random field that describes the initial conditions of the density field
and D

1

is the usual growth factor
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mH2

0

H
a

Z a

0

da

0 1

H3

, (2.14)

which reduces to D

1

= a in EdS. It is useful to consider the Green’s function of Eq. (2.12),
which is obtained by replacing the right hand side of Eq. (2.12) with a Dirac distribution
�D(a � a

0). The Green’s functions for � and ✓ in ⇤CDM are given by
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(2.15)

where the function f(a) is the logarithmic derivative of the growth factor f(a) ⌘ d ln D

1

/d ln a

and is f(a) = 1 in EdS. The exact solution for the decaying mode D� = H/(aH
0

) can in

principle be approximated as D� ⇡ D

�3/2

1

.
On large scales, it is safe to assume that the linear solution is dominant and that

the density contrast is small, i.e. �

(1)

< 1. In particular, this is the case for the smoothed
fields. This allows us to solve the equations of motion perturbatively. In the absence of an
e↵ective stress tensor, we recover the results form SPT where the solution of the equations
of motion is written as a series in powers of �
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X
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D1(a):  Linear growth factor
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�(n)
ab �bcd(q1, q2)F (m)

c (k1, · · · ,km)F (n�m)
d (km+1, · · · ,kn)

Recursion relation for PT kernels
�

Fn(k1, · · · ,kn)
Gn(k1, · · · ,kn)

�
F (n)

a (k1, · · · ,kn) �

F (n)
a (k1, · · · ,kn) =

q1 = k1 + · · · + km

q2 = km+1 + · · · + kn

�(n)
ab =

1
(2n + 3)(n� 1)

�
2n + 1 2

3 2n

�

II. EQUATIONS OF MOTION
AND THE ! EXPANSION

A. Equations of motion

In what follows, we consider the evolution of cold dark
matter (CDM) plus baryon systems neglecting the tiny
fraction of (massive) neutrinos. Owing to the single-stream
approximation of the collisionless Boltzmann equation,
which is thought to be quite accurate an approximation
on large scales, the evolution of the CDM plus baryon
system can be treated as an irrotational and pressureless
fluid system whose governing equations are continuity and
Euler equations in addition to the Poisson equation (see
Ref. [39] for review). In the Fourier representation, these
equations are further reduced to a more compact form. Let
us introduce the two-component multiplet (e.g., Ref. [20])

!aðk; tÞ ¼
!
!ðk; tÞ;$"ðk; tÞ

fðtÞ

"
; (1)

where the subscript a ¼ 1, 2 selects the density and the
velocity components of CDM plus baryons, with ! and
"ðxÞ % r & vðxÞ=ðaHÞ, where a and H are the scale factor
of the Universe and the Hubble parameter, respectively.
The function fðtÞ is given by fðtÞ % d lnDðtÞ=d lna, and
the quantityDðtÞ is the linear growth factor. Then, in terms
of the new time variable # % lnDðtÞ, the evolution equa-
tion for the vector quantity !aðk; tÞ becomes

#
!ab

@

@#
þ"abð#Þ

$
!bðk;#Þ

¼
Z d3k1d

3k2
ð2$Þ3 !Dðk$ k1 $ k2Þ%abcðk1; k2Þ

(!bðk1;#Þ!cðk2;#Þ; (2)

where we used the summation convention, that is the
repetition of the same subscripts indicates the sum over
the whole multiplet components. In the above, the quantity
!D is the Dirac delta function, and the time-dependent
matrix "abð#Þ is given by

"abð#Þ ¼
0 $1

$ 3
2f2

"mð#Þ 3
2f2

"mð#Þ $ 1

 !
(3)

with the quantity "mð#Þ being the density parameter of
CDM plus baryons at a given time. The vertex function
%abc becomes

%abcðk1; k2Þ ¼

8
>>>>>>>>>>><
>>>>>>>>>>>:

1
2

%
1þ k2&k1

jk2j2

&
; ða; b; cÞ ¼ ð1; 1; 2Þ

1
2

%
1þ k1&k2

jk1j2

&
; ða; b; cÞ ¼ ð1; 2; 1Þ

ðk1&k2Þjk1þk2j2
2jk1j2jk2j2 ; ða; b; cÞ ¼ ð2; 2; 2Þ

0; otherwise:

(4)

Equation (2) can be recast as the integral equation
(e.g., Refs. [20,39])

!aðk;#Þ ¼ gabð#;#0Þ&bðkÞ

þ
Z #

#0

d#0gabð#;#0Þ
Z d3k1d

3k2
ð2$Þ3

( !Dðk$ k1 $ k2Þ%bcdðk1; k2Þ!cðk1;#0Þ
(!dðk2;#0Þ: (5)

The quantity &aðkÞ % !aðk;#0Þ denotes the initial con-
dition, and the function gab denotes the linear propagator
satisfying the following equation,

#
!ab

@

@#
þ"abð#Þ

$
gbcð#;#0Þ ¼ 0; (6)

with the boundary condition gabð#;#Þ ¼ !ab. The statis-
tical properties of the field !a are encoded in the initial
field &a, for which we assume Gaussian statistics. The
power spectrum of &a is defined as

h&aðkÞ&bðk0Þi ¼ ð2$Þ3!Dðkþ k0ÞPab;0ðkÞ: (7)

In what follows, most of the calculations will be made
assuming the contribution of decaying modes of linear
perturbation can be neglected. This implies that the field
&aðkÞ is factorized as &aðkÞ ¼ !0ðkÞua with ua ¼ ð1; 1Þ,
and thus the initial power spectrum is written as
Pab;0ðkÞ ¼ P0ðkÞuaub.
Using the formal expression (5), a perturbative solution

is obtained by expanding the fields in terms of the initial
fields

!aðk;#Þ ¼
X1

n¼1

!ðnÞ
a ðk;#Þ: (8)

The expression of the solution at each order is written as

!ðnÞ
a ðk;#Þ ¼

Z d3k1 & & & d3kn
ð2$Þ3ðn$1Þ !Dðk$ k1 $ . . .$ knÞ

(F ðnÞ
a ðk1; k2; & & & ;kn;#Þ!0ðk1Þ & & &!0ðknÞ:

(9)

The kernelF ðnÞ
a is generally a complicated time-dependent

function, but can be constructed in terms of the quantities
%abc and gab. Examples of the solutions are shown dia-
grammatically in Fig. 1. Because we are interested in the

FIG. 1. Diagrammatic representation of the standard PT
expansion.
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Note—. repetition of  the 
same subscripts (a,b,c) 
indicates the sum over all 
multiplet components

PT kernels constructed 
from recursion relation 
should be  symmetrized
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Power spectrum

From a diagrammatic point of view, we can easily convince ourselves that there is no
possibility to connect the three external points without invoking the three-point vertex of
F

2

. On the top left of Fig. 3 the tree-level bispectrum is shown.
One can then start computing higher-order corrections to the power- and bispectrum.

As shown in Fig. 2 there are two possible one-loop corrections to the power spectrum and
they take the rather simple form

P

22

(k) = 2

Z

q

Plin(q)Plin(|k � q|) F

2

2

(q,k � q) ,

P

13

(k) = 6Plin(k)

Z

q

Plin(q) F

3

(k, q, �q) ,

(2.24)

giving the SPT power spectrum

PSPT(k) = Plin(k) + P

22

(k) + P

13

(k) + higher order loops . (2.25)

These integrals can be divergent when the loop momentum q becomes large and the renor-
malization of these divergences has been discussed in the Ref. [6]. It is in fact one of the
main shortcomings of SPT that depending on the initial conditions, i.e. the form of the
linear power spectrum, the perturbative expansion leads to divergent, non-physical results.
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shown in Fig. 3. Translating the graphs of Fig. 3 into mathematical expressions, the four
one-loop contributions are

B

222

= 8

Z

q

F

2

(�q, q + k

1

)F
2

(q + k

1

, �q + k

2

)F
2

(k
2

� q, q)

Plin(q)Plin(|q + k

1

|)Plin(|q � k

2

|) , (2.26)

B

I
321

= 6Plin(k3

)

Z

q

F

3

(�q, q � k

2

, �k

3

)F
2

(q,k

2

� q) Plin(q)Plin(|q � k

2

|)

+ 5 perm. , (2.27)

B

II
321

= 6F
2

(k
2

,k

3

) Plin(k2

)Plin(k3

)

Z

q

F

3

(k
3

, q, �q) Plin(q) + 5 perm. ,

= F

2

(k
2

,k

3

) Plin(k2

)P
13

(k
3

) + 5 perm. , (2.28)

B

411

= 12Plin(k2

)Plin(k3

)

Z

q

F

4

(q, �q, �k

2

, �k

3

) Plin(q) + 2 cyc. perm. (2.29)

Note that B

II
321

reduces to the one-loop contribution to the power spectrum stemming from
the correlator h�

(3)

�

(1)

i, i.e. P

13

. Again, these integrals can be divergent just as in the case

– 11 –

From a diagrammatic point of view, we can easily convince ourselves that there is no
possibility to connect the three external points without invoking the three-point vertex of
F

2

. On the top left of Fig. 3 the tree-level bispectrum is shown.
One can then start computing higher-order corrections to the power- and bispectrum.

As shown in Fig. 2 there are two possible one-loop corrections to the power spectrum and
they take the rather simple form

P

22

(k) = 2

Z

q

Plin(q)Plin(|k � q|) F

2

2

(q,k � q) ,

P

13

(k) = 6Plin(k)

Z

q

Plin(q) F

3

(k, q, �q) ,

(2.24)

giving the SPT power spectrum

PSPT(k) = Plin(k) + P

22

(k) + P

13

(k) + higher order loops . (2.25)

These integrals can be divergent when the loop momentum q becomes large and the renor-
malization of these divergences has been discussed in the Ref. [6]. It is in fact one of the
main shortcomings of SPT that depending on the initial conditions, i.e. the form of the
linear power spectrum, the perturbative expansion leads to divergent, non-physical results.

At the one-loop level, the bispectrum receives contributions from correlating either
three �

(2)

, one �

(3)

with one �

(2)

and one �

(1)

or one �

(4)

with two �

(1)

(see Refs. [1, 22, 23]
for discussions of the one-loop bispectrum in SPT as well as Ref. [24]). This is what is
shown in Fig. 3. Translating the graphs of Fig. 3 into mathematical expressions, the four
one-loop contributions are

B

222

= 8

Z

q

F

2

(�q, q + k

1

)F
2

(q + k

1

, �q + k

2

)F
2

(k
2

� q, q)

Plin(q)Plin(|q + k

1

|)Plin(|q � k

2

|) , (2.26)

B

I
321

= 6Plin(k3

)

Z

q

F

3

(�q, q � k

2

, �k

3

)F
2

(q,k

2

� q) Plin(q)Plin(|q � k

2

|)

+ 5 perm. , (2.27)

B

II
321

= 6F
2

(k
2

,k

3

) Plin(k2

)Plin(k3

)

Z

q

F

3

(k
3

, q, �q) Plin(q) + 5 perm. ,

= F

2

(k
2

,k

3

) Plin(k2

)P
13

(k
3

) + 5 perm. , (2.28)

B

411

= 12Plin(k2

)Plin(k3

)

Z

q

F

4

(q, �q, �k

2

, �k

3

) Plin(q) + 2 cyc. perm. (2.29)

Note that B

II
321

reduces to the one-loop contribution to the power spectrum stemming from
the correlator h�

(3)

�

(1)

i, i.e. P

13

. Again, these integrals can be divergent just as in the case

– 11 –

Plin

P

lin

P

22

F

2

F

2

P

lin

P

lin

P

13

F

3

P

lin

P

lin

2

Figure 2: Tree-level and one-loop power spectrum.

where k = k

1

+ . . .kn�2

. For us it will turn out to be important that also for F

2

and
F

3

a similar scaling holds when the sum of the arguments remains finite while one of the
momenta goes to infinity, i.e.

lim
q!1

F

2

(�q, q + k) / lim
q!1

F

2

(�q + k

1

, q + k

2

) / k

2

q

2

,

lim
q!1

F

3

(�q, q + k

1

,k

2

) / k

2

q

2

,

(2.20)

where we assumed that the momenta k
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⇠ k
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⇠ k are of the same order.

2.2 The bispectrum in SPT

Let us for the moment focus only on the SPT part of the equations of motion and postpone
a detailed discussion of the e↵ective stress tensor to Secs. 3 and 4. The two- and three-
point connected correlators of the stochastic field � are the quantities that we will consider
in this paper. In Fourier space, the power- and bispectrum are defined as
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Because of the �D-function, the bispectrum is not a function of three independent vectors.
We will usually drop the time argument of B and P and write B as a function of the three
moduli of the momenta B(k
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). The linear power spectrum Plin is then nothing but
the two-point correlator of two �
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and it can be represented diagrammatically by a simple
dot with two external lines as shown on the left in Fig. 2. The arrows show the direction
of the momenta. Since we are considering only the case of Gaussian initial conditions,
the correlator of three �

(1)

is zero. The first non-trivial contribution stems from the first
non-linear contribution to �
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, i.e. �
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, which gives us the tree-level bispectrum
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Next-to-next-to leading order

up to 2-loop order

P (k) = P (11)(k) +
�
P (22)(k) + P (13)(k)

�
+

�
P (33)(k) + P (24)(k) + P (15)(k)

�
+ · · ·

Linear (tree) 1-loop 2-loop

P (mn) � ��(m)�(n)�

Calculation involves multi-dimensional numerical integration
(time-consuming)

Crocce & Scoccimarro (’06)

18



Comparison with simulations

next-to-next-to-
leading order (2-

next-to-leading order (1-loop)

Standard PT produces ill-
behaved PT expansion !!

1-loop : 
overestimates simulations

2-loop : 
overestimates at high-z, while it 
turn to underestimate at low-z

AT et al. (’09)

Standard PT qualitatively 
explains scale-dependent 
nonlinear growth, however,

… need to be improved
19



Improving PT predictions

Initial power spectrum Observables

�0(k)

P0(k)
P (k; z)

�(k; z)

B(k1, k2, k3; z)

T (k1, k2, k3, k4; z)

··
·

Concept of ‘propagator’ in physics/mathematics may be useful

from linear theory

of dark matter/galaxies/halos(CMB Boltzmann code)

initial density field (Gaussian) Evolved density field (non-Gaussian)

Nonlinear 
mapping

Reorganizing standard PT expansion by introducing 
non-perturbative statistical quantities

Basic 
idea

20



Propagator in physics

✦ Probability amplitude in quantum mechanics

✦ Green’s function in linear differential equations

( )

G(x, t;x�, t�)
( )

Schrödinger Eq.

21



Cosmic propagators

(Non-linear extension of Green’s function)

non-linear evolution & statistical properties
Propagator should carry information on

Ensemble w.r.t  randomness of initial condition

�
� �m(k; t)
� �0(k�)

�
� �D(k � k�) �(k; t)

Evolved (non-linear) density field

Initial density field

Propagator

Crocce & Scoccimarro (’06)

�(1)(k; t)

Contain statistical information on full-nonlinear evolution

22



Multi-point propagators

As a natural generalization,

Bernardeau, Crocce & Scoccimarro (’08)

or Wiener-Hermite expansion

• Building blocks of a new perturbative theory (PT) expansion

Γ-expansion

�
�n �m(k; t)

� �0(k1) · · · � �0(kn)

�
= (2�)3(1�n) �D(k � k�) �(n)(k1, · · · ,kn; t)

Multi-point propagator

• A good convergence of PT expansion is expected

With this multi-point prop. 

(c.f.  standard PT)

Matsubara (’11) integrated PT

23
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k1

B(k1,k2,k3) = Σr,s,t ×

×

×

×
×

×

×
×
×

k2

k3

FIG. 13: Reconstruction of the bispectrum from multi-point
propagators. The crossed circles represent initial power spec-
tra. The sum in Eq. (59) runs over the number of connecting
lines between each of the emerging modes, e.g. that cross
each of the dashed half lines.

〈

Ψa(k1)Ψb(k2)Ψc(k2)
〉

=
∑

r,s,t

(

r + s

r

)(

s + t

s

)(

t + r

t

)

r!s!t!

∫

d3q1 . . .d3qr d3q′
1 . . .d3q′

s d3q′′
1 . . . d3q′′

t

×δD(k1 − q1...r − q′
1...s) δD(k2 + q′

1...s − q′′
1...t) δD(k3 + q′′

1...t + q1...r)

×Γ(r+s)
a (q1, . . . ,qr,q

′
1, . . . ,q

′
s)Γ(s+t)

b (−q′
1, . . . ,−q′

s,q
′′
1 , . . . ,q′′

t )

×Γ(t+r)
c (−q′′

1 , . . . ,−q′′
t ,−q1, . . . ,−qr)P0(q1) . . . P0(qr) P0(q

′
1) . . . P0(q

′
s) P0(q

′′
1 ) . . . P0(q

′′
t ).

(59)

This sum is diagrammatically represented in Fig. 13. We see that it runs over the number of lines that connect each
side of the diagram (with the constraint that at most one of the indices r, s or t is zero, otherwise we would have
a disconnected diagram). The leading order (tree) contribution is then obtained for r = s = 1, t = 0 (plus cyclic
permutations), up to one-loop corrections (in square brackets) we have

B(k1, k2, k3) = 2 Γ(2)(k1,k2)Γ(1)(k1)Γ(1)(k2)P0(k1)P0(k2) + cyc.

+
[

8

∫

d3q Γ(2)(k1 − q,q)Γ(2)(k2 + q,−q)Γ(2)(q − k1,−k2 − q)P0(|k1 − q|)P0(|k2 + q|)P0(q)

+ 6

∫

d3q Γ(3)(−k3,−k2 + q,−q)Γ(2)(k2 − q,q)Γ(1)(k3)P0(|k2 − q|)P0(q)P0(k3) + cyc.
]

. (60)

Note that having resummed the multi-point propagators
means that many of the one-loop corrections in standard
PT are already encoded in Γ(p) and thus the number of
one-loop diagrams is reduced. For the power spectrum
we have one instead of two diagrams, for the bispectrum
we have two instead of the four in standard PT [21].

It is useful to compare the structure of Eqs. (58)
and (60). We see that the one-loop corrections to the
power spectrum depend on the initial power spectrum P0

through a convolution with the three-point propagator
Γ(2), which determines the large-scale (tree-level) bispec-
trum. The two-loop correction to the power spectrum in-
volves a similar convolution with Γ(3), which determines
the large-scale trispectrum, and contributes to the one-
loop bispectrum. This pattern continues to higher or-
ders, demonstrating that in order to extract the most

information about the initial power spectrum P0, it is
advantageous to simultaneously measure the power spec-
trum and higher-order spectra at large scales and include
these relationships when doing cosmological parameter
estimation.

As a preliminary application of these results, we com-
pute the reduced bispectrum Q defined by

Q =
B(k1, k2, k3)

P (k1)P (k2) + P (k2)P (k3) + P (k3)P (k1)
, (61)

where we use one-loop results for both the power spec-
trum and bispectrum from Eq. (58) and Eq. (60), respec-
tively. Since we don’t yet have a full prescription for the
multi-point propagators valid at all scales, we use their
high-k limit expressions, Eq. (42) modified as follows,

Bispectrum

P(k)
= + 6+ 2 + ...

initial P(k)

k -k k -k k -k k -k

q -q

k-q -(k-q)

q -q

k-p-q -(k-p-q)

p -p

=B(k1, k2, k3) 2 + 8 + 6 + cyc.
k2

k1k3

k2

k1k3

k2

k1k3

2

Note that the formal solution of Φa can be obtained from Eq. (2) and is expressed as (e.g., [2, 3])

Ψa(k; η) = gab(η, η0) φb(k) +
∫ η

η0

dη′gab(η, η′)
∫

d3k1 d3k2

(2π)3
δD(k − k1 − k2) γbcd(k1, k2)Ψc(k1; η′)Ψd(k2; η′). (5)

Here, the quantity φa(k) ≡ Ψa(k, η0) denotes the initial condition, and the quantity gab denotes the linear propagator
satisfying the following equation:

[
δab

∂

∂η
+ Ωab(η)

]
gbc(η, η′) = 0, (6)

with the boundary condition gab(η, η) = δab. The statistical properties of the field Ψa is encoded in the initial field
φa, for which we assume Gaussian statistics. The power spectrum of φa is defined as

⟨φa(k)φb(k′)⟩ = (2π)3 δD(k + k′)Pab(k). (7)

In what follows, we neglect the decaying modes of linear perturbation, and assumed that only the growing mode is
survived. This implies that the field φa(k) is factorized as φa(k) = δ0(k)ua with ua = (1, 1), and thus the power
spectrum is simply reduced to Pab(k) = P0(k)uaub.

Eq. (2) or (5) is the building block of large-scale structure, and the three quantities γabc, gab and P0uaub introduced
here constitute the basic pieces of standard PT.

B. Γ expansion

〈
Φa(k; η)Φb(k′; η)

〉
= (2π)3 δD(k + k′)Pab(|k|; η) (8)

Ψ(n)
a (k; η) =

∫
d3k1 · · · d3kn

(2π)3(n−1)
Fab1b2···bn(k1, · · · , kn; η)Ψb1(k1) · · ·Ψbn(kn). (9)

1
p!

〈
δpΨa(k, η)

δφc1(k1) · · · δφcp(kp)

〉
= δD(k − k1···p)

1
(2π)3(p−1)

Γ(p)
ac1···cp(k1, · · · , kp; η) (10)

Pab(|k|; η) =
∑

t!
∫

d3q1 · · · d3qt

(2π)3(t−1)
δ(k − q1···t)Γ

(t)
a (q1, · · · , qt; η)Γ(t)

b (q1, · · · , qt; η)P0(q1) · · ·P0(qt) (11)

Γ(t)
a (q1, · · · , qt; η) = Γ(t)

ac1···ct(q1, · · · , qt; η)uc1 · · ·uct (12)

For the matter power spectrum, P (k; η) = P11(k; η),

P (k; η) =
[
Γ(1)(k; η)

]2
P0(k) + 2

∫
d3q

(2π)3
[
Γ(2)(q,k − q; η)

]2
P0(q)P0(|k − q|)

+ 6
∫

d6pd3q

(2π)6
[
Γ(3)(p, q, k − p − q; η)

]2
P0(p)P0(q)P0(|k − p − q|) (13)

with Γ(p) = Γ(p)
1 .
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×

×

×
×

×

×
×
×

k2

k3

FIG. 13: Reconstruction of the bispectrum from multi-point
propagators. The crossed circles represent initial power spec-
tra. The sum in Eq. (59) runs over the number of connecting
lines between each of the emerging modes, e.g. that cross
each of the dashed half lines.

〈

Ψa(k1)Ψb(k2)Ψc(k2)
〉

=
∑

r,s,t

(

r + s

r

)(

s + t

s

)(

t + r

t

)

r!s!t!

∫

d3q1 . . .d3qr d3q′
1 . . .d3q′

s d3q′′
1 . . . d3q′′

t

×δD(k1 − q1...r − q′
1...s) δD(k2 + q′

1...s − q′′
1...t) δD(k3 + q′′

1...t + q1...r)

×Γ(r+s)
a (q1, . . . ,qr,q

′
1, . . . ,q

′
s)Γ(s+t)

b (−q′
1, . . . ,−q′

s,q
′′
1 , . . . ,q′′

t )

×Γ(t+r)
c (−q′′

1 , . . . ,−q′′
t ,−q1, . . . ,−qr)P0(q1) . . . P0(qr) P0(q

′
1) . . . P0(q

′
s) P0(q

′′
1 ) . . . P0(q

′′
t ).

(59)

This sum is diagrammatically represented in Fig. 13. We see that it runs over the number of lines that connect each
side of the diagram (with the constraint that at most one of the indices r, s or t is zero, otherwise we would have
a disconnected diagram). The leading order (tree) contribution is then obtained for r = s = 1, t = 0 (plus cyclic
permutations), up to one-loop corrections (in square brackets) we have

B(k1, k2, k3) = 2 Γ(2)(k1,k2)Γ(1)(k1)Γ(1)(k2)P0(k1)P0(k2) + cyc.

+
[

8

∫

d3q Γ(2)(k1 − q,q)Γ(2)(k2 + q,−q)Γ(2)(q − k1,−k2 − q)P0(|k1 − q|)P0(|k2 + q|)P0(q)

+ 6

∫

d3q Γ(3)(−k3,−k2 + q,−q)Γ(2)(k2 − q,q)Γ(1)(k3)P0(|k2 − q|)P0(q)P0(k3) + cyc.
]

. (60)

Note that having resummed the multi-point propagators
means that many of the one-loop corrections in standard
PT are already encoded in Γ(p) and thus the number of
one-loop diagrams is reduced. For the power spectrum
we have one instead of two diagrams, for the bispectrum
we have two instead of the four in standard PT [21].

It is useful to compare the structure of Eqs. (58)
and (60). We see that the one-loop corrections to the
power spectrum depend on the initial power spectrum P0

through a convolution with the three-point propagator
Γ(2), which determines the large-scale (tree-level) bispec-
trum. The two-loop correction to the power spectrum in-
volves a similar convolution with Γ(3), which determines
the large-scale trispectrum, and contributes to the one-
loop bispectrum. This pattern continues to higher or-
ders, demonstrating that in order to extract the most

information about the initial power spectrum P0, it is
advantageous to simultaneously measure the power spec-
trum and higher-order spectra at large scales and include
these relationships when doing cosmological parameter
estimation.

As a preliminary application of these results, we com-
pute the reduced bispectrum Q defined by

Q =
B(k1, k2, k3)

P (k1)P (k2) + P (k2)P (k3) + P (k3)P (k1)
, (61)

where we use one-loop results for both the power spec-
trum and bispectrum from Eq. (58) and Eq. (60), respec-
tively. Since we don’t yet have a full prescription for the
multi-point propagators valid at all scales, we use their
high-k limit expressions, Eq. (42) modified as follows,

1-loop 2-loop

1-looptree

Initial power spectrum
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Generic property of propagators

k � +�
�(n) �� �(n)

tree e�k2�2
v/2 ; �2

v =
�

dq

6�2
P��(q)

�(2)(k1, k2, k3)�(1)(k)
IV. THE LARGE-k BEHAVIOR OF MULTIPOINT

PROPAGATORS

A. The large-k limit of the two-point propagator

As discussed in the previous section, the two-point
propagator Gab generalizes gab beyond linear theory and
thus reflects a key property of the evolved fields. The
general properties of Gab have been explored in detail in
[13], but we briefly recall them here to motivate their
generalization to multipoint propagators.

Following Eqs. (9) and (10), and the definition in
Eq. (13), one can expand the function Gab with respect
to the amplitude of initial fluctuations,

Gabðk; sf; siÞ ¼ gabðsf $ siÞ þG1-loop
ab ðk; sf; siÞ þ . . .

(24)

where G1-loop
ab ðk; sf; siÞ is the first nonlinear correction

term, describing the transition into the nonlinear regime.
Graphically, this term corresponds to a ‘‘one-loop’’ dia-
gram (i.e. an integral over P0), which is shown in Fig. 3.

As nonlinear effects become important Gab is expected
to decay to zero since they erase the one-to-one correspon-
dence of modes valid in the linear regime. This introduces
a characteristic scale that describes the decay length of the
two-point propagator. It was shown in [13] that this decay
can be computed exactly in the high-k limit, where a subset
of diagrams is expected to provide the dominant contribu-
tion. Following a line of calculation that we will use again
shortly, it was shown that in the large-k limit,

Gabðk; sf; siÞ ¼ exp
!
$ k2

2
!2

vðesf $ esiÞ2
"
gabðsf $ siÞ;

(25)

where the characteristic decay length is determined by the
rms velocity fluctuations

!2
v ¼ 1

3

Z 1

0

d3k

k2
P0ðkÞ: (26)

In [13], it is shown how to match this result valid for
k!v & 1 to the low-k behavior described by Eq. (24), to
obtain a prescription for its full time and k dependence.
This prescription was found to be in good agreement with
numerical simulations at all scales and different redshifts
for density and velocity divergence propagators.

Here, we concentrate on the large-k behavior of the
density propagator from growing-mode initial conditions,

!ð1Þ ' !ð1Þ
1bub ¼ G11 þG12 (we will henceforth use bothG

and !ð1Þ to refer to the two-point propagator). We use the

algorithm presented in [13] to measure !ð1Þ based on the
cross-correlation property in Eq. (14). We defer a descrip-
tion of the simulations used here until Sec. VI below.

Figure 4 shows !ð1Þ normalized by the linear growth factor

!ð1Þ
tree ¼ g11 þ g12, with gab the linear propagator defined in

Eq. (7); the unusual notation for the growth factor is used
here to emphasize that it is given by the tree contributions
to the two-point propagator; this will have a natural gen-
eralization for multipoint propagators. The figure shows

log!ð1Þ vs logk2 to emphasize the Gaussian decay predicted
very well by Eq. (25) at all redshifts with a characteristic
scale given by Eq. (26).
In the following sections we extend the studies already

carried out with Gab to the case of the three-point propa-

gator !ð2Þ and, when possible, to the most general case of
!ðnÞ.

B. Dominant diagrams and principal trees

To study the high-k regime of the propagators, the first
step is to identify the set of diagrams that is expected to

ab
(1-loop)(k, s2, s1) =

s1s2

FIG. 3. The one-loop contribution to Gabðk; s2; s1Þ. The (
represents a primordial power spectrum P0ðqÞ with the corre-
sponding ‘‘loop’’ momentum q integrated over with weight
ð2"Þ$3

R
d3q. See [13] for an explicit calculation of this dia-

gram.

FIG. 4 (color online). The large-k limit of the two-point den-
sity propagator !ð1Þ. Symbols correspond to measurements in
numerical simulations at redshifts z ¼ 1, 0.5 and z ¼ 0 (top to
bottom); see text for details. The solid lines correspond to the
large-k limit expression given in Eq. (25). The linear relation
obtained by plotting logG vs k2 makes it evident that the
suppression of G is indeed Gaussian in the high-k limit.
Moreover, the slope is very well predicted by Eqs. (25) and
(26).
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with !ð2Þ
abc;tree defined in Eq. (19). This is a truly remarkable

result. It shows that the whole effect of loop summation is
encoded in the value of k3 in exactly the same way as for
the two-point propagator Gab.

We now compare this result to measurements in numeri-
cal simulations, which will be described in detail in
Sec. VI. As done for the two-point propagator (see
Fig. 4), we test for the Gaussian decay in the high-k limit
by plotting in Fig. 8 equilateral configurations

log!ð2Þ
1 ðk; k; kÞ vs k2, for which Eq. (37) predicts a straight

line with known slope. We do so for three different red-
shifts, z ¼ 0, 0.5, 1, finding very good agreement in all
cases with the predictions of Eq. (37), shown by solid lines.
This validates our resummation scheme.

Equation (37) and its generalization to other multipoint
propagators have important implications for the power
spectrum and higher-order statistics, that we discuss in
Sec. VII. We note also that a second, faster method to
perform the loop resummation is discussed in
Appendix B. We now consider the extension of these
results to arbitrary multipoint propagators.

D. The large-k limit for higher-order multipoint
propagators

The structure we found for the three-point propagator

!ð2Þ is appealing enough to consider its full generalization
to propagators of an arbitrary number of points. The crucial
property is the extension of the one-loop relation given in
Eq. (33). For higher than three-point propagators, the tree
order is given by the sum of several diagrams. When loop

(1
)

(2)

(1
)

(2)

(1)(1)

p12= 3

p11= 3

FIG. 7. This figure illustrates the effect of the time-ordering exchanges (thick double arrow lines). Through such exchanges, the
complete set of diagrams that correspond to a given fpijg can be explored. Successive time exchanges can, however, lead to identical
diagrams (e.g. left and right diagrams in each panel). The unordered time integration then leads to a multiplicity factor for each
diagram. For the top panel (corresponding to p12 ¼ 3), the same diagram is obtained each time two-loop lines are exchanged. There
are p12! of such possible exchanges. For the bottom panel (corresponding to p11 ¼ 3), the same diagram can be obtained either by the
exchange of loop lines, or by the exchange of the initial and final times of each of their loops (double arrow dashed line). There are thus
p11!2

p11 of such possible exchanges.

FIG. 8 (color online). The large-k limit of the three-point

density propagator !ð2Þ
1 $ !ð2Þ

1bcubuc, the only density contraction
that can be measured for growing-mode initial conditions, ub ¼
ð1; 1Þ. The symbols in the figure correspond to equilateral
configurations at redshifts z ¼ 1, 0.5, 0 (from top to bottom).
We have normalized these measurements to the low-k limit

!ð2Þ
1;tree given by Eq. (20). The figure clearly shows that the

measured propagator closely follows the large-k limit given by

Eq. (37) represented by solid lines, once !ð2Þ
1 decays by % e&1

from its tree-level value.
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Origin of Exp. damping
For Gaussian initial condition,

Cross correlation between initial & evolved density fields

initial power spectrum

A 2% Distance to z = 0.35 : Methods and Data 3

Figure 1. A pictoral explanation of how density-field reconstruction can improve the acoustic scale measurement. In each panel, we
show a thin slice of a simulated cosmological density field. (top left) In the early universe, the initial densities are very smooth. We mark
the acoustic feature with a ring of 150 Mpc radius from the central points. A Gaussian with the same rms width as the radial distribution
of the black points from the centroid of the blue points is shown in the inset. (top right) We evolve the particles to the present day, here
by the Zel’dovich approximation (Zel’dovich 1970). The red circle shows the initial radius of the ring, centered on the current centroid of
the blue points. The large-scale velocity field has caused the black points to spread out; this causes the acoustic feature to be broader.
The inset shows the current rms radius of the black points relative to the centroid of the blue points (solid line) compared to the initial
rms (dashed line). (bottom left) As before, but overplotted with the Lagrangian displacement field, smoothed by a 10h�1 Mpc Gaussian
filter. The concept of reconstruction is to estimate this displacement field from the final density field and then move the particles back
to their initial positions. (bottom right) We displace the present-day position of the particles by the opposite of the displacement field
in the previous panel. Because of the smoothing of the displacement field, the result is not uniform. However, the acoustic ring has
been moved substantially closer to the red circle. The inset shows that the new rms radius of the black points (solid), compared to the
initial width (long-dashed) and the uncorrected present-day width (short-dashed). The narrower peak will make it easier to measure the
acoustic scale. Note that the algorithm applied to the data is more complex than was just described, but this figure illustrates the basic
opportunity of reconstruction.

steps of this algorithm below and discuss details specific to
our implementation in subsequent subsections.

(i) Estimate the unreconstructed power spectrum P (k) or
correlation function ⇠(r).

(ii) Estimate the galaxy bias b and the linear growth rate,
f ⌘ d lnD/d ln a ⇠⌦0.55

M (Carroll et al. 1992; Linder 2005),
where D(a) is the linear growth function as a function of
scale factor a and ⌦M is the matter density relative to the
critical density.

(iii) Embed the survey into a larger volume, chosen such
that the boundaries of this larger volume are su�ciently
separated from the survey.

(iv) Gaussian smooth the density field.
(v) Generate a constrained Gaussian realization that

matches the observed density and interpolates over masked
and unobserved regions (§2.3).

(vi) Estimate the displacement field  within the
Zel’dovich approximation (§2.4).

(vii) Shift the galaxies by � . Since linear redshift-
space distortions arise from the same velocity field, we shift
the galaxies by an additional �f( · ŝ)ŝ (where ŝ is the
radial direction). In the limit of linear theory (i.e. large
scales), this term exactly removes redshift-space distortions
(Kaiser 1987; Hamilton 1998; Scoccimarro 2004). Denote
these points by D.

(viii) Construct a sample of points randomly distributed
according to the angular and radial selection function and
shift them by � . Note that we do not correct these for
redshift-space distortions. Denote these points by S.
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Figure 1. A pictoral explanation of how density-field reconstruction can improve the acoustic scale measurement. In each panel, we
show a thin slice of a simulated cosmological density field. (top left) In the early universe, the initial densities are very smooth. We mark
the acoustic feature with a ring of 150 Mpc radius from the central points. A Gaussian with the same rms width as the radial distribution
of the black points from the centroid of the blue points is shown in the inset. (top right) We evolve the particles to the present day, here
by the Zel’dovich approximation (Zel’dovich 1970). The red circle shows the initial radius of the ring, centered on the current centroid of
the blue points. The large-scale velocity field has caused the black points to spread out; this causes the acoustic feature to be broader.
The inset shows the current rms radius of the black points relative to the centroid of the blue points (solid line) compared to the initial
rms (dashed line). (bottom left) As before, but overplotted with the Lagrangian displacement field, smoothed by a 10h�1 Mpc Gaussian
filter. The concept of reconstruction is to estimate this displacement field from the final density field and then move the particles back
to their initial positions. (bottom right) We displace the present-day position of the particles by the opposite of the displacement field
in the previous panel. Because of the smoothing of the displacement field, the result is not uniform. However, the acoustic ring has
been moved substantially closer to the red circle. The inset shows that the new rms radius of the black points (solid), compared to the
initial width (long-dashed) and the uncorrected present-day width (short-dashed). The narrower peak will make it easier to measure the
acoustic scale. Note that the algorithm applied to the data is more complex than was just described, but this figure illustrates the basic
opportunity of reconstruction.

steps of this algorithm below and discuss details specific to
our implementation in subsequent subsections.

(i) Estimate the unreconstructed power spectrum P (k) or
correlation function ⇠(r).

(ii) Estimate the galaxy bias b and the linear growth rate,
f ⌘ d lnD/d ln a ⇠⌦0.55

M (Carroll et al. 1992; Linder 2005),
where D(a) is the linear growth function as a function of
scale factor a and ⌦M is the matter density relative to the
critical density.

(iii) Embed the survey into a larger volume, chosen such
that the boundaries of this larger volume are su�ciently
separated from the survey.

(iv) Gaussian smooth the density field.
(v) Generate a constrained Gaussian realization that

matches the observed density and interpolates over masked
and unobserved regions (§2.3).

(vi) Estimate the displacement field  within the
Zel’dovich approximation (§2.4).

(vii) Shift the galaxies by � . Since linear redshift-
space distortions arise from the same velocity field, we shift
the galaxies by an additional �f( · ŝ)ŝ (where ŝ is the
radial direction). In the limit of linear theory (i.e. large
scales), this term exactly removes redshift-space distortions
(Kaiser 1987; Hamilton 1998; Scoccimarro 2004). Denote
these points by D.

(viii) Construct a sample of points randomly distributed
according to the angular and radial selection function and
shift them by � . Note that we do not correct these for
redshift-space distortions. Denote these points by S.

c� 0000 RAS, MNRAS 000, 000–000

evolved (by Zel’dovich approx)initial

150Mpc

Padmanabhan 
et al. (’12)

Initial structure becomes blurred by the local cosmic flow

origin of Gaussian damping in propagator

��m(k; t) �0(k�)� = �(1)(k; t) ��0(k)�0(k�)�

P0(k)

26



Constructing regularized propagators

• UV property (k >>1) :

• IR behavior (k<<1) can be described by standard PT calculations :

Bernardeau, Crocce & Scoccimarro (’08), Bernardeau, Van de Rijt, Vernizzi (’11)

�(n) = �(n)
tree + �(n)

1-loop + �(n)
2-loop + · · ·

�(n)
p-loop �� 1

p!

�
�k2 �2

v

2

�p

�(n)
tree

k � +�
Importantly, each term behaves like

k � +�
�(n) �� �(n)

tree e�k2�2
v/2 ; �2

v =
�

dq

6�2
P��(q)

A regularization scheme that reproduces both UV & IR behaviors
Bernardeau, Crocce & Scoccimarro (’12)
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Regularized propagator

A global solution that satisfies both UV (k>>1) & IR (k<<1) properties:

Precision of IR behavior can be systematically improved by 
including higher-loop corrections and adding counter terms

�(n)
reg =

�
�(n)

tree

�
1 +

k2�2
v

2

�
+ �(n)

1-loop

�
exp

�
�k2�2

v

2

�

IR behavior is valid at 1-loop level

e.g.,   For IR behavior valid at 2-loop level,  

�(n)
reg =

�
�(n)

tree

�
1 +

k2�2
v

2
+

1
2

�
k2�2

v

2

�2
�

+ �(n)
1-loop

�
1 +

k2�2
v

2

�
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�
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�
�k2�2

v
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�

counter term

Bernardeau, Crocce & Scoccimarro (’12)

counter term

; �2
v =

�
dq

6�2
P��(q)

counter term
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Propagators in N-body simulations

�(1)(k)

Bernardeau et al. (’12)

predictions up to 
2-loop order

predictions up to 
1-loop order�(2)(k1, k2, k3)

Bernardeau, AT & Nishimichi ('12)

Equilateral Collinear

ElongatedAlmost squeezed

solid: 1-loop 
dashed: tree

compared with 'Regularized' propagators constructed analytically
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RegPT
A public code based on multi-point propagators at 2-loop order

AT, Bernardeau, Nishimichi & Codis ('12)

poor convergence of standard PT expansion, since
the low-k behavior of regularized propagators heav-
ily relies on the standard PT treatment. To be spe-

cific, the convergence of !ð1Þ
reg is the main source of

this discrepancy. Indeed, if !ð1Þ
reg is computed at one-

loop order only, the power spectrum is enhanced, and
then N-body results at low k lie in between the two
predictions. The impact of the high-order PT correc-
tions to the two-point propagator are specifically
studied in a separate publication, [38].

(ii) Another discrepancy can be found in the high-z
results, which temporally overshoot the N-body
results at mid-k regime (k# 0:2–0:3h Mpc$1). It
is unlikely to be due to a poor convergence of
standard PT expansion. We rather think that the
performances of the N-body simulations might be
responsible for this (small) discrepancy. We have
tested several runs with different resolutions, and
found that the low-resolution simulation with a
small number of particles tends to underestimate
the power at high z. Possible reason for this comes
from the precision of force calculation around the
intervening scales, where the tree and particle-mesh
algorithms are switched, and we suspect that the
discrepancy is mainly attributed to the inaccuracy of

the tree algorithm. Though the intervening scale is
usually set at a sufficiently small scale, with a low-
resolution simulation, it may affect the large-scale
dynamics with noticeable effects at higher redshifts.
Systematic studies on the convergence and resolu-
tion of N-body simulations will be reported else-
where [42].

Apart from the tiny systematics at subpercent level,
REGPT approach can give a reliable power spectrum pre-
diction at rather wider range, which entirely covers the
relevant scales of BAOs at z * 0:35. As we will see later in
Sec. VI B, the applicable range of the REGPT calculation
remains wide enough even in other cosmological models,
and can be empirically described with the criterion (42).

C. Correlation function

We next consider the two-point correlation function,
which can be computed from the power spectrum as

!ðrÞ ¼
Z dkk2

2"2 PðkÞ sinðkrÞ
kr

: (29)

In Fig. 10, left panel focuses on the behaviors around the
baryon acoustic peak, while right panel shows the global
shape of the two-point correlation function plotted in loga-
rithmic scales, for which !ðrÞ has been multiplied by the

FIG. 9 (color online). Comparison of power spectrum results between N-body simulations and REGPT calculations. In each panel, the
results at z ¼ 3, 2, 1, and 0.35 are shown (from top to bottom). Left panel shows the ratio of power spectrum to the smooth linear
spectrum, PðkÞ=Pno$wiggleðkÞ, where the reference spectrum Pno$wiggleðkÞ is calculated from the no-wiggle formula of the linear

transfer function in Ref. [47]. Solid lines are the REGPT results, while dotted lines represent the linear theory predictions. Right panel
plots the difference between N-body and REGPT results normalized by the no-wiggle spectrum, i.e., ½PN$bodyðkÞ $
PRegPTðkÞ'=Pno$wiggleðkÞ. In each panel, the vertical arrows respectively indicate the maximum wavenumber below which a percent-

level agreement with N-body simulation is achieved with Lagrangian resummation theory [25,48] and closure theory [22,29],
including the PT corrections up to two-loop order.
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cube of the separation. The REGPT results agree with
N-body simulations almost perfectly over the plotted
scales. As it is known, the impact of nonlinear clustering
on the baryon acoustic peak is significant: the peak position
becomes slightly shifted to a smaller scale, and the
structure of the peak tends to be smeared as the redshift
decreases (e.g., Refs. [24,25,49,50]). The REGPT calcula-
tion can describe not only the behavior around the baryon
acoustic peak but also the small-scale behavior of the
correlation function. Note that similar results are also
obtained from other improved PT treatments such as
closure and LRT. Although the REGPT predictions eventu-
ally deviate from simulations at small scales—the result
at z ¼ 0:35 indeed manifests the discrepancy below
r" 30h#1 Mpc—the actual range of agreement between
REGPT and N-body results is even wider than what is
naively expected from the power spectrum results. In
fact, it has been recently advocated by several authors
that with several improved PT treatments, the one-loop
calculation is sufficient to accurately describe the two-
point correlation function (e.g., Refs. [22,48,51]). We
have checked that the REGPT treatment at one-loop order
can give a satisfactory result close to the two-loop result,
and the prediction including the two-loop corrections only
slightly improves the agreement with N-body simulations
at small scales. This is good news for practical purposes in
the sense that we do not necessarily have to evaluate the
multidimensional integrals for the accurate prediction of
two-point correlation function in the weakly nonlinear
regime. Nevertheless, in this work, we keep the two-loop
contributions in the computed contributions. The computa-
tional costs of the two-loop order will be addressed in the
following with the development of a method for acceler-
ated PT calculation at two-loop order.

V. REGPT-FAST: ACCELERATED POWER
SPECTRUM CALCULATION

In this section, we present a method that allows accel-
erated calculations of the required diagrams of the two-
loop order REGPT prescription. In principle, the power
spectra calculations in the context of REGPT require multi-
dimensional integrations that cannot be done beforehand as
they fully depend on the linear power spectra. It is however
possible to obtain the required quantities much more
rapidly provided we know the answer for a close enough
model.
The key point in this approach is to utilize the fact that

the nonlinear REGPT power spectrum is a well-defined
functional form of the linear power spectrum. Each of
the diagrams that has to be computed is of quadratic, cubic,
etc. order with respect to the linear power spectrum with a
kernel that, although complicated, can be explicitly given.
It is then easy to Taylor-expand each of these terms with
respect to the linear power spectrum. In principle one then
just needs to prepare, in advance, a set of the REGPT results
for some fiducial cosmological models, and then take the
difference between fiducial and target initial power spectra
for which we want to calculate the nonlinear power spec-
trum. These differences involve only one-dimensional in-
tegrals at the first order in the Taylor expansion.
In the following, we present the detail of the implemen-

tation of this approach illustrating it with the one-loop
calculation case.

A. Power spectrum reconstruction from fiducial model

While our final goal is to present the fast PT calculation
at two-loop order, in order to get insights into the imple-
mentation of this calculation, we consider the power

FIG. 10 (color online). Comparison of two-point correlation function between N-body and REGPT results at z ¼ 3, 2, 1, and 0.35
(from bottom to top). In each panel, magenta solid, and black dotted lines represent the prediction from REGPT and linear theory
calculations, respectively. Left panel focuses on the behavior around baryon acoustic peak in linear scales, while right panel shows the
overall behavior in a wide range of separation in logarithmic scales. Note that in right panel, the resulting correlation function is
multiplied by the cube of the separation for illustrative purpose.

DIRECT AND FAST CALCULATION OF REGULARIZED . . . PHYSICAL REVIEW D 86, 103528 (2012)

103528-11

Correlation function

Power spectrum

http://www2.yukawa.kyoto-u.ac.jp/~atsushi.taruya/regpt_code.html

: fast PT code for P(k) & ξ(r)
few sec.

(regularized)
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Why improved PT works well?

simply chosen at the center of the n-th radial bin, i.e., rn ¼
ðrmin þ rmaxÞ=2.

Equation (4.2) usually suffers from the ambiguity of the
zero-point normalization in the amplitude of two-point
correlation function, because of the lack of the low-k
powers due to the finite boxsize of the simulations. With
the 1; 0243 grids and the boxsize of Lbox ¼ 1h%1 Gpc;
however, we can safely evaluate the two-point correlation
function around the baryon acoustic peak. Comparison
between different computational methods, together with
convergence check of this method, is presented in
Appendix C.

Finally, similar to the estimation of power spectrum, the
finite-mode sampling also affects the calculation of the
two-point correlation function. We thus correct it by sub-
tracting and adding the extrapolated linear density field as
!̂ðrÞ % !̂linðrÞ þ !linðrÞ, where !̂lin is the correlation func-
tion estimated from the Gaussian density field, and !lin is
the linear-theory prediction of two-point correlation
function.

B. Results in real space

1. Power spectrum

Before addressing a quantitative comparison between
the N-body simulation and improved PT, we first discuss
the convergence properties of the improved PT, and con-
sider how well the calculation based on the improved PT
does improve the prediction compared to the standard PT.

Figure 4 plots the overall behaviors of the nonlinear
power spectrum of density fluctuation, Pðk; zÞ &
P11ðk; zÞ, given at z ¼ 0, adopting the WMAP3 cosmologi-
cal parameters. In the left panel, the results of standard PT
are shown, and the contributions to the total power spec-
trum up to the two-loop diagrams are separately plotted.
On the other hand, the right panel shows the results of the
improved PT. We plot the contributions up to the second-
order Born approximation labeled as MC1 and MC2.
In Fig. 4, there are clear distinctions between standard

and improved PTs. While the loop corrections in standard
PT change their signs depending on the scales and exhibit
an oscillatory feature, the corrections coming from the
Born approximation in the improved PT are all positive
and mostly the smooth function of k. Further, the higher-
order corrections in the improved PT have a remarkable
scale-dependent property compared to those in the stan-
dard PT; their contributions are well localized around some
characteristic wave numbers, and they are shifted to the
higher k modes as increasing the order of PT. These trends
clearly indicate that the improved PTwith closure approxi-
mation has a better convergence property. Qualitative be-
haviors of the higher-order corrections quite resemble the
predictions of RPT by Crocce and Scoccimarro [34].
Now, let us focus on the behavior of BAOs, and

discuss how the convergence properties seen in Fig. 4
affect the predictions of BAO features. In Fig. 5, adopting
the WMAP3 cosmological parameters, we plot the ratio
PðkÞ=Pno-wiggleðkÞ, where the function Pno-wiggleðkÞ is the

FIG. 4 (color online). Convergence properties of standard PT (left) and improved PT (right) expansions in the matter power
spectrum. In each panel, the higher-order contributions to the total power spectrum labeled as Pnl is separately plotted. In the left panel,

one-loop and two-loop corrections in the standard PT P1-loop
11 and P2-loop

11 , are plotted, while in the right panel, the mode-coupling

corrections PðMC1Þ
11 and PðMC2Þ

11 in the improved PT given at Eqs. (3.12) and (3.13), respectively, are shown (labeled as MC1 and MC2),
together with the first term in Eq. (3.11) [labeled as G2P0]. Note that the dashed lines indicate the negative values.

TARUYA et al. PHYSICAL REVIEW D 80, 123503 (2009)

123503-8

Standard PT Improved PT 
(RegPT)

negative

positive
negative

positive positive

Linear

[�(1)]2P0

1-loop

2-loop

• All corrections become
comparable at low-z. 

• Positivity is not guaranteed.
Corrections are positive & localized, 
shifted to higher-k for higher-loop

AT et al. (’09)
AT, Bernardeau, Nishimichi, Codis (’12)
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RegPT in modified gravity
Good convergence is ensured by 

a generic damping behavior in propagators 

well-controlled expansion with RegPTEven in modified gravity,

�(n) k���� �(n)
tree e�k2�2

d/2
14

FIG. 4: Power spectrum of the density field in real space multiplied by k3/2, k3/2 P11(k), at z = 0, 0.5, 1, and 2 (from top to
bottom). Left panel shows the results in GR, while right panel presents the cases in f(R) gravity with |fR,0| = 10−4. Solid and
dotted lines are RegPT predictions at one-loop and linear theory predictions, respectively. Note that the errorbars indicated
in N -body results are the dispersion of the power spectrum amplitude over the modes in each Fourier bin.

C. Correlation function

The predictions for the correlation function are simply
obtained from the power spectrum:

ξ(r) =
∫

dk k2

2π2
P11(k)

sin(kr)
kr

. (57)

In the standard PT case, because of the un-regularized
UV behavior, the above integral cannot be reliably es-
timated. But now, with the RegPT treatment, we are
able to evaluate the correlation function, which can be
directly compared with the N -body results.

However, only with the single realization data, a reli-
able estimation of the correlation function is rather dif-
ficult in N -body simulations. This is because the mea-
sured amplitude of the correlation function is strongly
correlated between different scales. Then, due to the
cosmic variance error, a small deficit in the initial power
spectrum in the N -body realization, especially at low-k,
can coherently affect the shape and amplitude of corre-
lation function over the whole scales, and the measured
result of correlation function can drastically differ from
what we would expect from the true input power spec-
trum. The proper way to overcome such a problem is to
use a large number of realizations taking ensemble av-
erages over a large number of different realizations. For
the problem we are interested in, however, we can still
make a meaningful comparison with the single realization
data by combining the N -body catalogs in GR and f(R)
gravity. Let us take the difference:

∆ξ(r) = ξf(R)(r) − ξGR(r). (58)

Since the two catalogs were created with the same ran-
dom seed, a non-zero value of ∆ξ implies the systematic
difference of the dynamics between GR and f(R) grav-
ity. On the scales we are interested in, the leading-order
term in Γ expansion is known to play a dominant role
for the nonlinear effect on the correlation function (e.g.,
[20, 25, 29]). Then, from Eq. (54), the PT prediction
gives

[∆ξ(r)]PT ≃
(
[Γ(1)

reg,f(R)]
2 − [Γ(1)

reg,GR]2
)
⊗ ξ0(r), (59)

where the symbol ⊗ indicates a convolution. The func-
tion ξ0 represents the correlation function of the input
linear density field, which can be computed with the ran-
dom initial data of N -body simulation. Thus, plugging
the prediction of the regularized two-point propagators
into the above, the predicted value of [∆ξ]PT is directly
compared with the measured value.

Fig. 5 shows the results of the comparison at z = 0, 0.5
and 1 (from left to right panels). The measured results of
∆ξ are plotted as filled circles, while the PT predictions
with the regularized one-loop propagator are depicted as
solid magenta lines. Note that for clarity, the results at
z = 0.5 and 1 are multiplied by the factor 3 and 9, respec-
tively. We do not plot here the result at z = 2, since the
differences are quite small. The RegPT prediction fairly
traces the measured result of ∆ξ quite well, and is con-
sistent with the N -body estimates of Eq. (59) depicted
as blue dashed lines, in which we directly use the two-
point propagator Γ(1)

reg measured in N -body simulations.
For comparison, we also plot the linear theory prediction
(dotted), where the two-point propagators in Eq. (59)

z=2

z=1

z=0.5

z=0

12

FIG. 2: Two-point propagator of density field, Γ(1)
1 (k), measured in N -body simulations at z = 0, 0.5, 1, and 2. Left and right

panels respectively shows the results in GR and f(R) gravity with |fR,0| = 10−4. In top panels, the propagators are normally
plotted as function of wavenumber. On the other hand, to clearly show the high-k limit behaviors, bottom panels plot the
normalized propagators Γ(1)/D+ as function of k2 in semi-log scale. In each panel, solid and dotted lines are the regularized
propagators at tree level and one-loop order, respectively [Eqs. (51) and (55)].

small scales, the propagators are divided by the linear
growth factor, Γ(1)

1 /D+, and are plotted as function of
wavenumber squared k2 in semi-logarithmic scales.

As we see from bottom panels, the measured propaga-
tors exhibit the exponential damping behaviors in both
GR and f(R) gravity. The results are then in a good
agreement with the theoretical predictions depicted as
solid lines, which represent the regularized propagators
at one-loop order, Γ(1)

reg [Eqs. (55)]. For reference, we also
plot the tree-level prediction given in Eq. (51), which
degrades the agreement with N -body simulations, as ex-
pected from previous studies in GR. Note here that we do
not indicate the error in N -body simulations, since the
plotted results are the ratio of measured values, and the
cosmic variance cancels out at the leading order. Only

with one realization data, we could not properly estimate
the higher-order cosmic variance error. Nevertheless, the
reasonable agreement with prediction implies that the
propagators were reliably estimated in N -body simula-
tion, and measured results seem robust against numerical
systematics.

A closer look at bottom panels, however, reveals a
small discrepancy between predictions and simulations.
This is rather manifest at higher redshifts in both GR
and f(R) cases. Since both the one-loop and tree-level
predictions become closer at higher redshifts, the discrep-
ancy would not be ascribed to the breakdown of PT treat-
ment. Rather, we suspect a small systematic error in the
N -body simulations. A part of the reasons may come
from the fact that the initial conditions were generated
with the Zel’dovich dynamics, which is known to pro-

f(R)

propagators power spectrum

z=0 z=0.5
z=1

z=2

�(1)(k)

k3/2 P (k)

N-body data: Baojiu Li AT, Nishimichi, Bernardeau,et al.(’14)
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No. 2, 2000 NONLINEAR COSMOLOGICAL POWER SPECTRUM 511

FIG. 4.ÈSame as Fig. 3, but for the low-density CDM simulation with The red and green curves are computed from a (100 Mpc)3 and)
m

\ 0.3, )" \ 0.7.
a (640 Mpc)3 simulation, respectively.

This again disagrees with the prediction of stable clustering
that Q is constant, but it appears to be consistent with
numerical simulations as shown in Figures 3 and 4.

For yet higher order correlations, details of the halo
proÐle begin to matter. For p \ 1, the pattern of equations
(32) and (33) persists to all orders, but for p \ 3/2 they apply
only for the two- and three-point functions ; for four-point
and higher functions the nonlinear scale andM* c

n
\ np

for n º 4. Thus, there seems to be some potentially[ 3
interesting behavior that is tested only in the four-point
function and higher.

7. SUMMARY

We have presented an analytic model for the two- and
three-point correlation functions, m(r) and of thef(r1, r2, r3),
cosmological mass density Ðeld and their Fourier trans-
forms, the mass power spectrum, P(k), and the bispectrum,

In this model, the clustering statistics of theB(k1, k2, k3).
density Ðeld are derived from a superposition of dark
matter halos with a given set of input halo properties. These
input ingredients include realistic halo density proÐles of

equation (2), halo mass distribution of equation (6), and
halo-halo spatial correlations of equations (10) and (15).
The main results of the model are given by equations (18)
and (21) for the two-point statistics m and P, and by equa-
tions (25) and (29) for the three-point statistics f and B. This
model provides a rapid way to compute the correlation
functions over all length scales where the model inputs are
valid ; it also gives a physical interpretation of the clustering
process of matter in the universe.

We have tested the validity of this model by comparing
its predictions with results from cosmological simulations
of an n \ [2 scale-free model and a "CDM model. As
Figures 3È6 illustrate, the model describes well the simula-
tion results spanning the entire range of behavior from the
perturbative regime on large scales to the strongly nonlin-
ear regime on small scales. To probe the critical high-k
range in the deeply nonlinear regime, we have used a halo-
replacement technique to increase the resolution of the
large parent simulations. As Figures 1 and 2 illustrate, this
method of replacing the original halos that su†er from
numerically softened cores with synthetic halos of analytic

Ma & Fry (2000)
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From dark matter to galaxies

A. Cooray, R. Sheth / Physics Reports 372 (2002) 1–129 49
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Fig. 19. The angular two-point correlation function of galaxies in the SDSS early release data, for a number of bins in
apparent r∗ band magnitude. In all cases, the correlation function is quite well described by a power law: w(!)˙ !−0:7.
The !gure is from [47].

cooled gas, depend on the mass and angular momentum of the parent halo. There are now a number
of di"erent prescriptions for modeling these ‘gastrophysical’ e"ects [299,159,43].
Within the context of the halo model, the gastrophysics determines how many galaxies form

within a halo, and how these galaxies are distributed around the halo center. Thus, the halo model
provides a simple framework for thinking about and modeling why galaxies cluster di"erently than
dark matter [138,250,215,242,259,246,11].
Suppose we assume that the number of dark matter particles in a halo follows a Poisson distribu-

tion, with mean proportional to the halo mass such that ⟨Ndm|m⟩˙ m, and ⟨Ndm(Ndm−1)|m⟩˙ m2.
Note that these proportionalities are the origin of the weighting by m and m2 in Eq. (88) for P2hdm(k)
and P1hdm(k). To model the power spectrum of galaxies, we, therefore, simply modify Eq. (88) to
read

Pgal(k) =P1hgal(k) + P2hgal(k); where

P1hgal(k) =
∫

dmn(m)
⟨Ngal(Ngal − 1)|m⟩

#n2gal
|ugal(k|m)|p ;

50 A. Cooray, R. Sheth / Physics Reports 372 (2002) 1–129
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Fig. 20. The PSCz galaxy power spectrum (symbols, from [106]) compared to the dark matter power spectrum in a
!CDM model (solid curve). We have "xed the amplitude of the dark matter power spectrum so that it matches the data
on large scales. The discrepancy on smaller non-linear scales suggests that the bias between the galaxies and the dark
matter must be scale dependent.

P2hgal(k)≈Plin(k)
[
∫

dmn(m) b1(m)
⟨Ngal|m⟩
#ngal

ugal(k|m)
]2

: (128)

Here,

#ngal =
∫

dmn(m)⟨Ngal|m⟩ (129)

denotes the mean number density of galaxies. On large scales where the two-halo term dominates
and ugal(k|m)→ 1, the galaxy power spectrum simpli"es to

Pgal(k) ≈ b2galP
lin(k) ; (130)

where

bgal =
∫

dmn(m) b1(m)
⟨Ngal|m⟩
#ngal

(131)

denotes the mean bias factor of the galaxy population.
In addition to replacing the weighting by mass (i.e., the number of dark matter particles) with a

weighting by number of galaxies, there are two changes with respect to Eq. (88). First, ugal(k|m)
denotes the Fourier transform of the density run of galaxies rather than dark matter around the halo
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cooled gas, depend on the mass and angular momentum of the parent halo. There are now a number
of di"erent prescriptions for modeling these ‘gastrophysical’ e"ects [299,159,43].
Within the context of the halo model, the gastrophysics determines how many galaxies form

within a halo, and how these galaxies are distributed around the halo center. Thus, the halo model
provides a simple framework for thinking about and modeling why galaxies cluster di"erently than
dark matter [138,250,215,242,259,246,11].
Suppose we assume that the number of dark matter particles in a halo follows a Poisson distribu-

tion, with mean proportional to the halo mass such that ⟨Ndm|m⟩˙ m, and ⟨Ndm(Ndm−1)|m⟩˙ m2.
Note that these proportionalities are the origin of the weighting by m and m2 in Eq. (88) for P2hdm(k)
and P1hdm(k). To model the power spectrum of galaxies, we, therefore, simply modify Eq. (88) to
read

Pgal(k) =P1hgal(k) + P2hgal(k); where

P1hgal(k) =
∫

dmn(m)
⟨Ngal(Ngal − 1)|m⟩

#n2gal
|ugal(k|m)|p ;

Assuming that galaxies in each halo follow a Poisson distribution
Cooray & Sheth (’02)

m:  halo mass
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P2hgal(k)≈Plin(k)
[
∫

dmn(m) b1(m)
⟨Ngal|m⟩
#ngal

ugal(k|m)
]2

: (128)

Here,

#ngal =
∫

dmn(m)⟨Ngal|m⟩ (129)

denotes the mean number density of galaxies. On large scales where the two-halo term dominates
and ugal(k|m)→ 1, the galaxy power spectrum simpli"es to

Pgal(k) ≈ b2galP
lin(k) ; (130)

where

bgal =
∫

dmn(m) b1(m)
⟨Ngal|m⟩
#ngal

(131)

denotes the mean bias factor of the galaxy population.
In addition to replacing the weighting by mass (i.e., the number of dark matter particles) with a

weighting by number of galaxies, there are two changes with respect to Eq. (88). First, ugal(k|m)
denotes the Fourier transform of the density run of galaxies rather than dark matter around the halo

Needs determine observationally assuming their functional forms

For SDSS LRG or CMASS,  the contributions further need to be 
divided into central ands satellites, i.e., Ngal = Ncen + Nsat

(e.g., Zheng et al.’05)
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Galaxy power spectrum

JCAP08(2013)019

χ2 =
∑

i[P
obs.
2 (ki) − P theo.

2 (ki)]2/[∆P obs.
2 (ki)]2, where P obs.

2 (ki) and ∆P obs.
2 (ki), are the

observed values and errors, and P theo.
2 (ki) is the corresponding theoretical value. See

reference [5] for details.
Figure 4 shows the 1 sigma and 2 sigma contours of ∆χ2 on the parameter plane σ̃v

and γ, where the growth factor and the growth rate are parametrized as

D1(a) = a exp

[∫ a

0

da′

a′
(Ωm(a′)γ − 1)

]
, (2.3)

f(a) =
d logD1(a)

d log a
= Ωm(a)γ , (2.4)

where Ωm(a) is the matter density parameter at the scale factor a. Here we fixed the other
parameters ns = 0.97, Ωm = 0.28, Ωb = 0.046, σ8 = 0.8 and assumed the cold dark matter
model with a cosmological constant (ΛCDM model) as the background universe model. In
each panel, the dotted curve, solid curve, and the dashed curve are the Single, Brightest,
and All LRG sample, respectively. The left (right) panel used the data with k ≤ 0.2hMpc−1

(k ≤ 0.3hMpc−1). The value γ = 0.55 is the prediction of the model on the basis of the
general relativity [24]. Though our theoretical model is very simple, the results clearly show
that the contamination of the satellite galaxies (NBLRGs) significantly biases the parameter
estimation. This figure also indicates that the results are influenced by including the brightest
LRGs consisting of the multiple systems.

3 Halo model description of satellite Finger-of-God

In this section, we consider the FoG effect of satellite galaxies based on the halo model
picture [25–27]. In the halo model, the power spectrum of LRGs are decomposed into 1-
halo and 2-halo terms. Then we write the anisotropic power spectrum in the redshift-space
consisting of the 1-halo and 2-halo terms,

PLRG(k, µ) = P 1h(k, µ) + P 2h(k, µ). (3.1)

We here consider the sample which consists of the central galaxies and the satellite galaxies,
and adopt the following expressions (3.2) and (3.11) for P 1h(k, µ) and P 2h(k, µ), respectively.
A brief summary of the derivation for a general case is described in the appendix (See also
below for details).

One-halo term is given by

P 1h(k, µ) =
1

n̄2

∫
dM

dn

dM

[
2⟨Ncen⟩⟨Nsat⟩p̃cs(k, µ;M) + ⟨Nsat(Nsat − 1)⟩p̃ss(k, µ;M)

]
,(3.2)

where we adopt the halo mass function dn/dM given by [28] and n̄ is the mean number
density of LRGs given by n̄ =

∫
dM(dn/dM)NHOD(M) and NHOD(M) is the halo occupation

distribution (i.e., the average number of galaxies inside the halo with mass M). We use the
following form of the HOD of central LRGs and satellite LRGs [29]

NHOD(M) = ⟨Ncen⟩(1 + ⟨Nsat⟩), (3.3)

⟨Ncen⟩ =
1

2

[
1 + erf

(
log10(M)− log10(Mmin)

σlogM

)]
, (3.4)

⟨Nsat⟩ = fcol(M)

(
M −Mcut

M1

)α
, (3.5)
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A Derivation of power spectrum

In this appendix, we derive a general expression of the multipole power spectrum in the halo
model, which gives the grounds to adopt the expressions in section 3. Following the halo
model approach, the correlation function is written as the sum of the 1-halo term and the
2-halo term. The power spectrum is the Fourier transform of the correlation function, then
the power spectrum is also written as the combination of the 1-halo term and the 2-halo term.
We start with the real-space power spectrum in a halo model presented in reference [51],

PR(k) = PR1h(k) + PR2h(k), (A.1)

where we defined

PR1h(k) =
1

n̄2

∫
dM

dn(M)

dM
⟨Ncen⟩

[
2⟨Nsat⟩ũNFW(k;M) + ⟨Nsat(Nsat − 1)⟩ũNFW(k;M)2

]
,

PR2h(k) =
1

n̄2

[∫
dM

dn(M)

dM
⟨Ncen⟩ (1 + ⟨Nsat⟩ũNFW(k;M)) b(M)

]2
Pm(k), (A.2)

and ũNFW(k;M) is the Fourier transform of the density profile of galaxy distribution. We
assume that the galaxy density profile is the same as the dark matter density profile. For
the NFW density profile, we have [27, 32]

ũNFW(k;M) =

∫
r≤rvir

d3xρ(x|M)e−ik·x
∫
r≤rvir

d3xρ(x|M)

=
4πρsr3s
M

{
sin(krs) [Si([1 + c]krs)− Si(krs)]

− sin ckrs
(1 + c)krs

+ cos(krs) [Ci([1 + c]krs)− Ci(krs)]

}
, (A.3)

where

Ci(x) = −
∫ ∞

x

cos t

t
dt, Si(x) =

∫ x

0

sin t

t
dt. (A.4)

The redshift-space power spectrum of the halo model may be evaluated as follows. Tinker
investigated the formulation for the redshift-space correlation function in a halo model [52],
in which the redshift-space correlation function is obtained by [36, 53]

ξ(s⊥, s∥) =

∫
ξR (r)P(vz)dvz, (A.5)
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A Derivation of power spectrum

In this appendix, we derive a general expression of the multipole power spectrum in the halo
model, which gives the grounds to adopt the expressions in section 3. Following the halo
model approach, the correlation function is written as the sum of the 1-halo term and the
2-halo term. The power spectrum is the Fourier transform of the correlation function, then
the power spectrum is also written as the combination of the 1-halo term and the 2-halo term.
We start with the real-space power spectrum in a halo model presented in reference [51],

PR(k) = PR1h(k) + PR2h(k), (A.1)

where we defined

PR1h(k) =
1

n̄2

∫
dM

dn(M)

dM
⟨Ncen⟩

[
2⟨Nsat⟩ũNFW(k;M) + ⟨Nsat(Nsat − 1)⟩ũNFW(k;M)2

]
,

PR2h(k) =
1

n̄2

[∫
dM

dn(M)

dM
⟨Ncen⟩ (1 + ⟨Nsat⟩ũNFW(k;M)) b(M)

]2
Pm(k), (A.2)

and ũNFW(k;M) is the Fourier transform of the density profile of galaxy distribution. We
assume that the galaxy density profile is the same as the dark matter density profile. For
the NFW density profile, we have [27, 32]

ũNFW(k;M) =

∫
r≤rvir

d3xρ(x|M)e−ik·x
∫
r≤rvir

d3xρ(x|M)

=
4πρsr3s
M

{
sin(krs) [Si([1 + c]krs)− Si(krs)]

− sin ckrs
(1 + c)krs

+ cos(krs) [Ci([1 + c]krs)− Ci(krs)]

}
, (A.3)

where

Ci(x) = −
∫ ∞

x

cos t

t
dt, Si(x) =

∫ x

0

sin t

t
dt. (A.4)

The redshift-space power spectrum of the halo model may be evaluated as follows. Tinker
investigated the formulation for the redshift-space correlation function in a halo model [52],
in which the redshift-space correlation function is obtained by [36, 53]

ξ(s⊥, s∥) =

∫
ξR (r)P(vz)dvz, (A.5)
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ũNFW(k;M) =

∫
r≤rvir

d3xρ(x|M)e−ik·x
∫
r≤rvir

d3xρ(x|M)

=
4πρsr3s
M

{
sin(krs) [Si([1 + c]krs)− Si(krs)]

− sin ckrs
(1 + c)krs

+ cos(krs) [Ci([1 + c]krs)− Ci(krs)]

}
, (A.3)

where

Ci(x) = −
∫ ∞

x

cos t

t
dt, Si(x) =

∫ x

0

sin t

t
dt. (A.4)

The redshift-space power spectrum of the halo model may be evaluated as follows. Tinker
investigated the formulation for the redshift-space correlation function in a halo model [52],
in which the redshift-space correlation function is obtained by [36, 53]

ξ(s⊥, s∥) =

∫
ξR (r)P(vz)dvz, (A.5)

– 24 –

JCAP08(2013)019

χ2 =
∑

i[P
obs.
2 (ki) − P theo.

2 (ki)]2/[∆P obs.
2 (ki)]2, where P obs.

2 (ki) and ∆P obs.
2 (ki), are the

observed values and errors, and P theo.
2 (ki) is the corresponding theoretical value. See

reference [5] for details.
Figure 4 shows the 1 sigma and 2 sigma contours of ∆χ2 on the parameter plane σ̃v

and γ, where the growth factor and the growth rate are parametrized as

D1(a) = a exp

[∫ a

0

da′

a′
(Ωm(a′)γ − 1)

]
, (2.3)

f(a) =
d logD1(a)

d log a
= Ωm(a)γ , (2.4)

where Ωm(a) is the matter density parameter at the scale factor a. Here we fixed the other
parameters ns = 0.97, Ωm = 0.28, Ωb = 0.046, σ8 = 0.8 and assumed the cold dark matter
model with a cosmological constant (ΛCDM model) as the background universe model. In
each panel, the dotted curve, solid curve, and the dashed curve are the Single, Brightest,
and All LRG sample, respectively. The left (right) panel used the data with k ≤ 0.2hMpc−1

(k ≤ 0.3hMpc−1). The value γ = 0.55 is the prediction of the model on the basis of the
general relativity [24]. Though our theoretical model is very simple, the results clearly show
that the contamination of the satellite galaxies (NBLRGs) significantly biases the parameter
estimation. This figure also indicates that the results are influenced by including the brightest
LRGs consisting of the multiple systems.

3 Halo model description of satellite Finger-of-God

In this section, we consider the FoG effect of satellite galaxies based on the halo model
picture [25–27]. In the halo model, the power spectrum of LRGs are decomposed into 1-
halo and 2-halo terms. Then we write the anisotropic power spectrum in the redshift-space
consisting of the 1-halo and 2-halo terms,

PLRG(k, µ) = P 1h(k, µ) + P 2h(k, µ). (3.1)

We here consider the sample which consists of the central galaxies and the satellite galaxies,
and adopt the following expressions (3.2) and (3.11) for P 1h(k, µ) and P 2h(k, µ), respectively.
A brief summary of the derivation for a general case is described in the appendix (See also
below for details).

One-halo term is given by

P 1h(k, µ) =
1

n̄2

∫
dM

dn

dM

[
2⟨Ncen⟩⟨Nsat⟩p̃cs(k, µ;M) + ⟨Nsat(Nsat − 1)⟩p̃ss(k, µ;M)

]
,(3.2)

where we adopt the halo mass function dn/dM given by [28] and n̄ is the mean number
density of LRGs given by n̄ =

∫
dM(dn/dM)NHOD(M) and NHOD(M) is the halo occupation

distribution (i.e., the average number of galaxies inside the halo with mass M). We use the
following form of the HOD of central LRGs and satellite LRGs [29]

NHOD(M) = ⟨Ncen⟩(1 + ⟨Nsat⟩), (3.3)

⟨Ncen⟩ =
1

2

[
1 + erf

(
log10(M)− log10(Mmin)

σlogM

)]
, (3.4)

⟨Nsat⟩ = fcol(M)

(
M −Mcut

M1

)α
, (3.5)
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Figure 5. HOD for LRGs based on [8].

where erf(x) is the error function. We adopt Mmin = 5.7× 1013M⊙/h, σlogM = 0.7, Mcut =
3.5 × 1013M⊙/h, M1 = 3.5 × 1014M⊙/h, and α = 1 to match the HOD of SDSS DR7 LRG
catalog [8] as shown in figure 5. Assuming the number of groups with Nsat satellites is Poisson
distributed [30], the averaged satellite-satellite pair number ⟨Nsat(Nsat− 1)⟩ per halo goes to
⟨Ncen⟩⟨Nsat⟩2. We also take into account the missing galaxies due to the fiber collision by
multiplying the satellite HOD with a following mass-dependent factor

fcol(M) = Acol +Bcol

(
M −Mcut

M1

)
, (3.6)

where 1− fcol(M) represent the fraction of missing satellite LRGs due to the fiber collision
effect for the host halo mass of M . The factor Acol and Acol + Bcol corresponds to fcol(M)
for M = Mcut and M = M1 where the averaged number of satellites is 0 and 1 respectively.
Here we set Acol = 0.7 and Bcol = −0.05 to match the number fraction of NBLRGs and the
number of NBLRG pairs in groups. We do not consider the fiber collision effect on central
HOD, for simplicity.

Central LRGs locate near the halo center and thus their velocity difference relative to the
host halo should be small. Note that it is difficult to verify that each central LRG is located at
the center of each halo in observational data. However, 20-40% of brightest LRGs are found to
be off-centered (satellite) galaxies using lensing and cross-correlation analysis [12]. Therefore,
large part of the NBLRGs are off-centered and their velocity should be the main source of the
FoG effect. The functions p̃cs(k, µ;M) and p̃ss(k, µ;M) are the Fourier transform of central-
satellite and satellite-satellite distribution inside the halo with the mass ofM , and the internal
motion of satellite LRGs elongate the distributions in the line-of-sight direction. We assume
that the internal velocity of the satellite LRGs has a Gaussian distribution determined by
virial velocity as σv,off(M) = (GM/2Rvir)1/2, in which the virial radius of the halo with mass
of M is Rvir = (3M/4πρ̄m(z)∆vir(z))1/3 with ∆vir = 265 at z = 0.32. When the satellite

– 8 –
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robustness of the best-fit HOD under the adopted parameteriza-
tion, we do not intend to perform such iterations in this paper.

We also tried to fit the data with a more flexible HOD param-
eterization, which uses a spline curve for the satellite mean occu-
pation function (similar to what is used in Fig. 19c of Zehavi et al.
2005). We found that the HOD is adjusted to fit almost every
feature in wp(rp), and the modeling may result in solutions that
are not seen in galaxy formation models. For instance, for the
brightest MB <!20:5 sample, the best-fit satellite mean occupa-
tion function has an inflection and flattens out toward the low
halo mass end, which allows it to fit the high amplitude and steep

slope ofwp(rp) on small scales that are vulnerable to slitmask cor-
rections. Therefore, we conclude that this more flexible HOD pa-
rameterization might be ‘‘overfitting’’ the data, and that to robustly
interpret the present data does not require an HOD form more
flexible than our five-parameter model.

4.2. Results for SDSS Galaxies

Themodeling results for SDSS galaxies using the five-parameter
model described in x 3.2 are shown in Figure 2. To be concise,
only the results of the samples that are most relevant to the evo-
lution connection between DEEP2 and SDSS galaxies (see x 6)

Fig. 2.—Similar to Fig. 1, but for SDSS galaxy samples. [See the electronic edition of the Journal for a color version of this figure.]

ZHENG, COIL, & ZEHAVI766 Vol. 667

Zheng, Coil & Zehavi (’07)

SDSS galaxies (z~0)
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satisfy the following Jeans condition (Yoshikawa et al.
2000) :

hSPH [ c
s

(nGogas)1@2 , (1)

where is the smoothing length of gas particles, is thehSPH c
ssound speed, G is the gravitational constant, and is theogasgas density of gas particles. Except for the fact that these

cold gas particles are ignored in computing the gas density
of hot gas particles, all other SPH interactions are left
unchanged. This decoupling scheme is a phenomenological
treatment of multiphase gas dynamics and should be inter-
preted as an approximate prescription of galaxy formation.

Galaxies in our simulations are identiÐed as clumps of
cold and dense gas particles that satisfy criterion (1) and

ogas \ 102o6
b
(z) , (2)

where is the mean baryon density at redshift z. Figure 1o6
b
(z)

shows the scatter plots of gas particles in the density-

temperature plane. The blue points indicate the cold and
dense gas particles satisfying criteria (1) and (2), green points
indicate di†use cold gas particles that satisfy criteria (1) and

ogas \ 102o6
b
(z) ,

and red points represent all other hot gas particles. This
indicates that the above criteria for the galaxy particles
properly segregate the cold and dense gas particles. We
group these particles using the friend-of-friend (FOF) algo-
rithm (Davis et al. 1985) with linking length b

g
\ 0.0164

and identify the resulting clumps as ““ galaxies,ÏÏ(1 ] z)l6
where is the comoving mean particle separa-l6 \ L box/NDM1@3
tion. The proper choice of linking length is not clear, and we
simply adopt the value of Pearce et al. (1999) here. In this
paper we consider only galaxies with masses greater than

which is equivalent to 40 times each gasMmin,g \ 1011 M
_

,
particle mass and is close to a nominal mass resolution of

FIG. 2.ÈDistribution of gas particles, dark matter particles, galaxies, and dark halos in the volume of 75 ] 75 ] 30 (h~1 Mpc)3 model at z \ 0. Upper
right, gas particles ; upper left, dark matter particles ; lower right, galaxies ; lower left, DM cores. Yoshikawa, et al. (’01)
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FIG. 3.ÈSame as Fig. 2, but for z \ 2

baryonic matter.1 As noted in ° 2.3, the mass functions of
simulated galaxies are roughly consistent with those from
semianalytic modeling of galaxy formation, which justiÐes
our galaxy criteria empirically to some extent. We show the
number of galaxies identiÐed in our simulation and the
adopted linking length (in parentheses) in Table 1.

2.3. IdentiÐcation of Dark Halos and Dark Matter Cores
The FOF algorithm is also applied in identifying dark

halos. The linking length for dark halos is set to satisfyb
hthe equation

*
c
(z)

18n2 \A b
h

0.2l6
B~3

, (3)

1 SPH gas density is smoothed over about 30 nearest neighbor gas
particles.

where is the mean overdensity of spherically virialized*
c
(z)

objects formed at redshift z. We compute at each red-*
c
(z)

shift using a Ðtting formula by Kitayama & Suto (1996). At
z \ 0, for instance, and*

c
\ 335 b

h
\ 0.164l6.

We also identify the surviving high-density substructures
in dark halos, which we call DM cores. IdentiÐcation of
substructures in dark halos is a technically challenging
problem, and several objective methods have been pro-
posed so far (Gelb & Bertschinger 1994 ; Eisenstein & Hut
1998 ; Klypin et al. 1999 ; Springel et al. 2000). In order to
identify DM cores in our simulation, we adopt the hierar-
chical FOF (HFOF) method Klypin, & Krav-(Gottlo" ber,
tsov 1999). In the HFOF method we apply the conventional
FOF method with a set of di†erent linking length : b

c
\

and where is the maximum linkinglmax/4, lmax/2, lmax, lmaxlength. For each linking length, gravitationally bound
groups with more than 20 particles are identiÐed as DM
cores. The maximum linking length is set to lmax \ 0.05l6.

Yoshikawa, et al. (’01)
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FIG. 7.ÈJoint probability distributions of overdensity Ðelds for dark halos and galaxies with dark matter overdensity smoothed over h~1 MpcR
s
\ 12

(upper panels) and h~1 Mpc (lower panels) at redshifts z \ 0, 1, and 2. Solid lines : Conditional mean for each object. Dashed lines : TheoreticalR
s
\ 4 d6

i
(d

m
)

prediction of conditional mean by TS.
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