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標準宇宙モデル（ΛCDMモデル）
たかだか６個のパラメーターで、138億年にわたる
宇宙の成り立ち・進化を説明するミニマルモデル

•（一般相対論にもとづく）膨張宇宙のダイナミクス
•（断熱ゆらぎを初期条件とする）宇宙の構造形成



ダークマター(DM)

Fritz Zwicky

銀河の回転曲線

弾丸銀河団
赤い部分：X線観測で測ったガスの質量分布
青い部分：重力レンズ観測で測った質量分布

存在自体は 1934年からすでに指摘

かみのけ座銀河団の質量
の運動学的見積もり

M33



CDM：標準宇宙モデルの屋台骨
標準モデル確立前から認められきた１つのコンセンサス

宇宙には “コールド”ダークマターが必要

e.g., Peebles (’82), Blumenthal et al. (’82), Bond et al. (’82), …

(cold dark matter, CDM)

重力相互作用しかせず、かつ十分過去から非相対論的粒子
で速度分散が十分小さい (mDM ≫ TDM)

c.f.  ニュートリノは最近になって非相対論的になった
“ホット” ダークマターznr ≃ 190 (mν /0.1 eV)

（今後もくつがえることはない？）



なぜ、CDMが必要か？
ダークマターが、非相対論的粒子

かつ “コールド” だと

•バリオンの追いつき現象

ボトムアップ型階層的クラスタリング描像

•宇宙背景放射の小さな非等方性

重力不安定性にもとづく構造形成から、

ダークマターハローを形成サイト
とした星・銀河形成の促進

観測とマッチする

Planck Collaboration: The cosmological legacy of Planck

Fig. 9. Planck CMB power spectra. These are foreground-subtracted, frequency-averaged, cross-half-mission angular power spectra
for temperature (top), the temperature-polarization cross-spectrum (middle), the E mode of polarization (bottom left) and the lensing
potential (bottom right). Within ⇤CDM these spectra contain the majority of the cosmological information available from Planck,
and the blue lines show the best-fitting model. The uncertainties of the TT spectrum are dominated by sampling variance, rather than
by noise or foreground residuals, at all scales below about ` = 1800 – a scale at which the CMB information is essentially exhausted
within the framework of the ⇤CDM model. The T E spectrum is about as constraining as the TT one, while the EE spectrum still
has a sizeable contribution from noise. The lensing spectrum represents the highest signal-to-noise ratio detection of CMB lensing
to date, exceeding 40�. The anisotropy power spectra use a standard binning scheme (which changes abruptly at ` = 30), but are
plotted here with a multipole axis that goes smoothly from logarithmic at low ` to linear at high `.
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密度ゆらぎの（線形）進化



CDMによる宇宙の構造形成
基本レシピ

重力 & 宇宙（加速）膨張の下で、その運動を解く 

CDM粒子（+ バリオン）を初期条件に従ってばらまき、

宇宙論的重力多体系（粒子数無限大 ）N → ∞

 : 宇宙のスケール因子a(t)  : CDM粒子の質量m
  : ニュートンの重力定数G

�pi

dt
= �Gm2

a

N�

j �=i

�xi � �xj

|�xi � �xj |3 �pi = ma2 d�xi

dt

(宇宙膨張を記述)

(ニュートン)

出来上がったCDMの質量分布に銀河をばらまく（非自明な問題）

(i = 1,2,⋯, N)

（観測と比較するためには、さらに）



CDMによる宇宙の構造形成

https://www.nao.ac.jp/news/science/2021/20210910-cfca.html

Uchuu simulations

Ishiyama et al. (’21)粒子数を有限 → 宇宙論的N体シミュレーション

L = 2,000 h−1 Mpc N = 12,8003



CDMによる宇宙の構造形成
赤方偏移18.3
2.1億年

http://www.mpa-garching.mpg.de/galform/millennium/

赤方偏移 5.7
10億年

赤方偏移 1.4
47億年

赤方偏移 0（現在）
138億年

31.25 Mpc/h

1億光年

小さな初期の密度ゆらぎ

ダークマターハローの形成
 (= 力学平衡の自己重力束縛系)

重力による降着でクラスタリング（密
集）が発達した非一様質量分布を形成
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Springel et al. (’08)

⟨ρhalo⟩/ρm ≃ 200 − 300

中心密度のスロープが  と
いうほぼ普遍的な密度構造をもつ
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Figure 4. Spherically averaged density profile of the Aq-A halo at z = 0,
at different numerical resolutions. Each of the profiles is plotted as a thick
line for radii that are expected to be converged according to the resolution
criteria of Power et al. (2003). These work very well for our simulation
set. We continue the measurements as thin solid lines down to 2ε, where ε

is the Plummer-equivalent gravitational softening length in the notation of
Springel et al. (2001b). The dotted vertical lines mark the scale 2.8ε, beyond
which the gravitational force law is Newtonian. The mass resolution changes
by a factor of 1835 from the lowest to the highest resolution simulation in
this series. Excellent convergence is achieved over the entire radial range
where it is expected.

Figure 5. Local logarithmic slope of the density profiles as a function
of radius for the Aq-A halo simulated at different numerical resolution.
Only the radial region that should be converged according to the criteria
of Power et al. (2003) is shown. Note that the large fluctuations in the
outer parts are caused by substructures but nevertheless reproduce well
between simulations. In this regime, we expect significant halo-to-halo
scatter.

Figure 6. Differential subhalo abundance by mass in the ‘A’ halo within the
radius r50. We show the count of subhaloes per logarithmic mass interval
for different resolution simulations of the same halo. The bottom panel
shows the same data but multiplied by a factor M2

sub to compress the vertical
dynamic range. The dashed lines in both panels show a power law dN/dM ∝
M−1.9. For each of the resolutions, the vertical dotted lines in the lower panel
mark the masses of subhaloes that contain 100 particles.

3.1 Subhalo counts and substructure mass fraction

In Fig. 6, we show the differential abundance of subhaloes by mass
(i.e. the number of subhaloes per unit mass interval) in our ‘A’
halo within r50, and we compare results for simulations of the same
object at different mass resolution. For masses above ∼5×108 M%,
the number of subhaloes is small and large halo-to-halo scatter may
be expected (see below). However, for lower masses a smooth mass
spectrum is present that is well described by a power law over
many orders of magnitude. Multiplication by M2

sub compresses the
vertical scale drastically, so that the slope of this power law and
deviations from it can be better studied. This is shown in the bottom
panel of Fig. 6. We see that resolution effects become noticeable
as a reduction in the number of objects at masses below a few
hundred particles, but for sufficiently well-resolved subhaloes, very
good convergence is reached. There is good evidence from the fully
converged part of the differential mass function that it exhibits a
true power-law behaviour, and that the slope of this power law is
shallower than −2, though not by much. Our results are best fitted
by a power law dN/dM ∝ M−1.9, the same slope found by Gao
et al. (2004), but significantly steeper than Helmi, White & Springel
(2002) found for their rich cluster halo. The exact value obtained for
the slope in a formal fit varies slightly between −1.87 and −1.93,
depending on the mass range selected for the fit; the steepest value
of −1.93 is obtained when the fit is restricted to the mass range
106–107 M% for the Aq-A-1 simulation.

The small tilt of the slope n = −1.9 away from −2 is quite impor-
tant. For n = −2, the total predicted mass in substructures smaller

C© 2008 The Authors. Journal compilation C© 2008 RAS, MNRAS 391, 1685–1711

Downloaded from
 https://academ

ic.oup.com
/m

nras/article/391/4/1685/1747035 by KYOTO UNIVERSITY M
edical Library user on 01 October 2021

1692 V. Springel et al.

Figure 4. Spherically averaged density profile of the Aq-A halo at z = 0,
at different numerical resolutions. Each of the profiles is plotted as a thick
line for radii that are expected to be converged according to the resolution
criteria of Power et al. (2003). These work very well for our simulation
set. We continue the measurements as thin solid lines down to 2ε, where ε

is the Plummer-equivalent gravitational softening length in the notation of
Springel et al. (2001b). The dotted vertical lines mark the scale 2.8ε, beyond
which the gravitational force law is Newtonian. The mass resolution changes
by a factor of 1835 from the lowest to the highest resolution simulation in
this series. Excellent convergence is achieved over the entire radial range
where it is expected.

Figure 5. Local logarithmic slope of the density profiles as a function
of radius for the Aq-A halo simulated at different numerical resolution.
Only the radial region that should be converged according to the criteria
of Power et al. (2003) is shown. Note that the large fluctuations in the
outer parts are caused by substructures but nevertheless reproduce well
between simulations. In this regime, we expect significant halo-to-halo
scatter.

Figure 6. Differential subhalo abundance by mass in the ‘A’ halo within the
radius r50. We show the count of subhaloes per logarithmic mass interval
for different resolution simulations of the same halo. The bottom panel
shows the same data but multiplied by a factor M2

sub to compress the vertical
dynamic range. The dashed lines in both panels show a power law dN/dM ∝
M−1.9. For each of the resolutions, the vertical dotted lines in the lower panel
mark the masses of subhaloes that contain 100 particles.

3.1 Subhalo counts and substructure mass fraction

In Fig. 6, we show the differential abundance of subhaloes by mass
(i.e. the number of subhaloes per unit mass interval) in our ‘A’
halo within r50, and we compare results for simulations of the same
object at different mass resolution. For masses above ∼5×108 M%,
the number of subhaloes is small and large halo-to-halo scatter may
be expected (see below). However, for lower masses a smooth mass
spectrum is present that is well described by a power law over
many orders of magnitude. Multiplication by M2

sub compresses the
vertical scale drastically, so that the slope of this power law and
deviations from it can be better studied. This is shown in the bottom
panel of Fig. 6. We see that resolution effects become noticeable
as a reduction in the number of objects at masses below a few
hundred particles, but for sufficiently well-resolved subhaloes, very
good convergence is reached. There is good evidence from the fully
converged part of the differential mass function that it exhibits a
true power-law behaviour, and that the slope of this power law is
shallower than −2, though not by much. Our results are best fitted
by a power law dN/dM ∝ M−1.9, the same slope found by Gao
et al. (2004), but significantly steeper than Helmi, White & Springel
(2002) found for their rich cluster halo. The exact value obtained for
the slope in a formal fit varies slightly between −1.87 and −1.93,
depending on the mass range selected for the fit; the steepest value
of −1.93 is obtained when the fit is restricted to the mass range
106–107 M% for the Aq-A-1 simulation.

The small tilt of the slope n = −1.9 away from −2 is quite impor-
tant. For n = −2, the total predicted mass in substructures smaller

C© 2008 The Authors. Journal compilation C© 2008 RAS, MNRAS 391, 1685–1711

Downloaded from https://academic.oup.com/mnras/article/391/4/1685/1747035 by KYOTO UNIVERSITY Medical Library user on 01 October 2021

1692 V. Springel et al.

Figure 4. Spherically averaged density profile of the Aq-A halo at z = 0,
at different numerical resolutions. Each of the profiles is plotted as a thick
line for radii that are expected to be converged according to the resolution
criteria of Power et al. (2003). These work very well for our simulation
set. We continue the measurements as thin solid lines down to 2ε, where ε

is the Plummer-equivalent gravitational softening length in the notation of
Springel et al. (2001b). The dotted vertical lines mark the scale 2.8ε, beyond
which the gravitational force law is Newtonian. The mass resolution changes
by a factor of 1835 from the lowest to the highest resolution simulation in
this series. Excellent convergence is achieved over the entire radial range
where it is expected.

Figure 5. Local logarithmic slope of the density profiles as a function
of radius for the Aq-A halo simulated at different numerical resolution.
Only the radial region that should be converged according to the criteria
of Power et al. (2003) is shown. Note that the large fluctuations in the
outer parts are caused by substructures but nevertheless reproduce well
between simulations. In this regime, we expect significant halo-to-halo
scatter.

Figure 6. Differential subhalo abundance by mass in the ‘A’ halo within the
radius r50. We show the count of subhaloes per logarithmic mass interval
for different resolution simulations of the same halo. The bottom panel
shows the same data but multiplied by a factor M2

sub to compress the vertical
dynamic range. The dashed lines in both panels show a power law dN/dM ∝
M−1.9. For each of the resolutions, the vertical dotted lines in the lower panel
mark the masses of subhaloes that contain 100 particles.

3.1 Subhalo counts and substructure mass fraction

In Fig. 6, we show the differential abundance of subhaloes by mass
(i.e. the number of subhaloes per unit mass interval) in our ‘A’
halo within r50, and we compare results for simulations of the same
object at different mass resolution. For masses above ∼5×108 M%,
the number of subhaloes is small and large halo-to-halo scatter may
be expected (see below). However, for lower masses a smooth mass
spectrum is present that is well described by a power law over
many orders of magnitude. Multiplication by M2

sub compresses the
vertical scale drastically, so that the slope of this power law and
deviations from it can be better studied. This is shown in the bottom
panel of Fig. 6. We see that resolution effects become noticeable
as a reduction in the number of objects at masses below a few
hundred particles, but for sufficiently well-resolved subhaloes, very
good convergence is reached. There is good evidence from the fully
converged part of the differential mass function that it exhibits a
true power-law behaviour, and that the slope of this power law is
shallower than −2, though not by much. Our results are best fitted
by a power law dN/dM ∝ M−1.9, the same slope found by Gao
et al. (2004), but significantly steeper than Helmi, White & Springel
(2002) found for their rich cluster halo. The exact value obtained for
the slope in a formal fit varies slightly between −1.87 and −1.93,
depending on the mass range selected for the fit; the steepest value
of −1.93 is obtained when the fit is restricted to the mass range
106–107 M% for the Aq-A-1 simulation.

The small tilt of the slope n = −1.9 away from −2 is quite impor-
tant. For n = −2, the total predicted mass in substructures smaller

C© 2008 The Authors. Journal compilation C© 2008 RAS, MNRAS 391, 1685–1711

Downloaded from https://academic.oup.com/mnras/article/391/4/1685/1747035 by KYOTO UNIVERSITY Medical Library user on 01 October 2021

1692 V. Springel et al.

Figure 4. Spherically averaged density profile of the Aq-A halo at z = 0,
at different numerical resolutions. Each of the profiles is plotted as a thick
line for radii that are expected to be converged according to the resolution
criteria of Power et al. (2003). These work very well for our simulation
set. We continue the measurements as thin solid lines down to 2ε, where ε

is the Plummer-equivalent gravitational softening length in the notation of
Springel et al. (2001b). The dotted vertical lines mark the scale 2.8ε, beyond
which the gravitational force law is Newtonian. The mass resolution changes
by a factor of 1835 from the lowest to the highest resolution simulation in
this series. Excellent convergence is achieved over the entire radial range
where it is expected.

Figure 5. Local logarithmic slope of the density profiles as a function
of radius for the Aq-A halo simulated at different numerical resolution.
Only the radial region that should be converged according to the criteria
of Power et al. (2003) is shown. Note that the large fluctuations in the
outer parts are caused by substructures but nevertheless reproduce well
between simulations. In this regime, we expect significant halo-to-halo
scatter.

Figure 6. Differential subhalo abundance by mass in the ‘A’ halo within the
radius r50. We show the count of subhaloes per logarithmic mass interval
for different resolution simulations of the same halo. The bottom panel
shows the same data but multiplied by a factor M2

sub to compress the vertical
dynamic range. The dashed lines in both panels show a power law dN/dM ∝
M−1.9. For each of the resolutions, the vertical dotted lines in the lower panel
mark the masses of subhaloes that contain 100 particles.

3.1 Subhalo counts and substructure mass fraction

In Fig. 6, we show the differential abundance of subhaloes by mass
(i.e. the number of subhaloes per unit mass interval) in our ‘A’
halo within r50, and we compare results for simulations of the same
object at different mass resolution. For masses above ∼5×108 M%,
the number of subhaloes is small and large halo-to-halo scatter may
be expected (see below). However, for lower masses a smooth mass
spectrum is present that is well described by a power law over
many orders of magnitude. Multiplication by M2

sub compresses the
vertical scale drastically, so that the slope of this power law and
deviations from it can be better studied. This is shown in the bottom
panel of Fig. 6. We see that resolution effects become noticeable
as a reduction in the number of objects at masses below a few
hundred particles, but for sufficiently well-resolved subhaloes, very
good convergence is reached. There is good evidence from the fully
converged part of the differential mass function that it exhibits a
true power-law behaviour, and that the slope of this power law is
shallower than −2, though not by much. Our results are best fitted
by a power law dN/dM ∝ M−1.9, the same slope found by Gao
et al. (2004), but significantly steeper than Helmi, White & Springel
(2002) found for their rich cluster halo. The exact value obtained for
the slope in a formal fit varies slightly between −1.87 and −1.93,
depending on the mass range selected for the fit; the steepest value
of −1.93 is obtained when the fit is restricted to the mass range
106–107 M% for the Aq-A-1 simulation.

The small tilt of the slope n = −1.9 away from −2 is quite impor-
tant. For n = −2, the total predicted mass in substructures smaller

C© 2008 The Authors. Journal compilation C© 2008 RAS, MNRAS 391, 1685–1711

D
ow

nloaded from
 https://academ

ic.oup.com
/m

nras/article/391/4/1685/1747035 by KYO
TO

 U
N

IVER
SITY M

edical Library user on 01 O
ctober 2021

1692 V. Springel et al.

Figure 4. Spherically averaged density profile of the Aq-A halo at z = 0,
at different numerical resolutions. Each of the profiles is plotted as a thick
line for radii that are expected to be converged according to the resolution
criteria of Power et al. (2003). These work very well for our simulation
set. We continue the measurements as thin solid lines down to 2ε, where ε

is the Plummer-equivalent gravitational softening length in the notation of
Springel et al. (2001b). The dotted vertical lines mark the scale 2.8ε, beyond
which the gravitational force law is Newtonian. The mass resolution changes
by a factor of 1835 from the lowest to the highest resolution simulation in
this series. Excellent convergence is achieved over the entire radial range
where it is expected.

Figure 5. Local logarithmic slope of the density profiles as a function
of radius for the Aq-A halo simulated at different numerical resolution.
Only the radial region that should be converged according to the criteria
of Power et al. (2003) is shown. Note that the large fluctuations in the
outer parts are caused by substructures but nevertheless reproduce well
between simulations. In this regime, we expect significant halo-to-halo
scatter.

Figure 6. Differential subhalo abundance by mass in the ‘A’ halo within the
radius r50. We show the count of subhaloes per logarithmic mass interval
for different resolution simulations of the same halo. The bottom panel
shows the same data but multiplied by a factor M2

sub to compress the vertical
dynamic range. The dashed lines in both panels show a power law dN/dM ∝
M−1.9. For each of the resolutions, the vertical dotted lines in the lower panel
mark the masses of subhaloes that contain 100 particles.

3.1 Subhalo counts and substructure mass fraction
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be expected (see below). However, for lower masses a smooth mass
spectrum is present that is well described by a power law over
many orders of magnitude. Multiplication by M2
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vertical scale drastically, so that the slope of this power law and
deviations from it can be better studied. This is shown in the bottom
panel of Fig. 6. We see that resolution effects become noticeable
as a reduction in the number of objects at masses below a few
hundred particles, but for sufficiently well-resolved subhaloes, very
good convergence is reached. There is good evidence from the fully
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CDMによる宇宙の構造形成
自己重力多体系のタイムスケール

e.g., Binney & Tremaine (’87, ’08)
「Galactic Dynamics」

初期条件
力学平衡

(ビリアル)

熱平衡
(不安定!!)

自由落下時間 （2体）緩和時間

→無衝突系 →衝突系
 : 質量密度ρ
 : 粒子数N

tff ∼ (G ρ)−1/2 trelax ∼ (N/ln N) tff

宇宙の構造形成では（ ）、 ：> kpc tff ∼ tage & N → ∞

•無衝突系 → ヴラソフ-ポアソン系として記述

•初期条件の痕跡を何らかの形で今でも残している
（無衝突ボルツマン）



宇宙論的ヴラソフ-ポアソン方程式

：
宇宙のスケール因子
a(t)

冷たい初期条件 (シングルストリーム条件)：
デルタ関数

30CHAPTER 4. ANALYTIC APPROACHES TO NONLINEAR STRUCTURE FORMATION

perturbative solution. To do this, notice that the displacement field is the vector quan-
tity whose dynamical degree of freedom is divided to two parts: longitudinal (ψk,k) and
transverse (εijkψj,k) parts. While Eq. (4.13) directly leads to the evolution equation for
longitudinal mode, the equation for transverse mode is obtained by taking the rotation
to Eq. (4.11) with respect to Eulerian coordinate, i.e., ∇× (ẍ+2Hẋ) = 0. A set of basic
equations then becomes [46]
( ∂2

∂t2
+ 2H

∂

∂t
− 4πG ρm

)
ψk,k =− εijkεipq ψj,p

( ∂2

∂t2
+ 2H

∂

∂t
− 2πG ρm

)
ψk,q

− 1

2
εijkεpqrψi,pψj,q

( ∂2

∂t2
+ 2H

∂
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where ψj,k = ∂ψj/∂qk. The right-hand-side of the above equations represent the non-linear
source terms, which have to be evaluated by order-by-order calculation. Once we get the
perturbative solutions for longitudinal and transverse modes (i.e., ψk,k and εijkψj,k), a
final step is to explicitly construct the displacement field itself. This is not trivial at all,
but can be systematically done in Fourier space (e.g., [46]).

4.3 (Eulerian) Perturbation theory

Collisionless Boltzmann equation (Vlasov-Poisson system)

[
∂

∂t
+

p

ma2
∂

∂x
−m

∂Ψ

∂x

∂

∂p

]
f(x,p) = 0, (4.23)

supplemented with the Poisson equation:

∇2Ψ(x) = 4πGa2
[
m

a3

∫
d3p f(x,p)− ρm

]
. (4.24)

Here, m is the mass of CDM (+baryon) particle.

Single-stream approximation

Ansatz f(x,p) = n a3 {1 + δm(x)} δD
[
p−mav(x)

]
. (4.25)

With this ansatz, taking the zeroth and first velocity moments of Eq. (4.23) yields

∂δm
∂t

+
1

a
∇ [(1 + δm)v] = 0, (4.26)

∂v

∂t
+

1

a
(v ·∇)v = −1

a

∂Ψ

∂x
, (4.27)

1

a2
∇2Ψ = 4πG ρm δm. (4.28)
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perturbative solution. To do this, notice that the displacement field is the vector quan-
tity whose dynamical degree of freedom is divided to two parts: longitudinal (ψk,k) and
transverse (εijkψj,k) parts. While Eq. (4.13) directly leads to the evolution equation for
longitudinal mode, the equation for transverse mode is obtained by taking the rotation
to Eq. (4.11) with respect to Eulerian coordinate, i.e., ∇× (ẍ+2Hẋ) = 0. A set of basic
equations then becomes [46]
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where ψj,k = ∂ψj/∂qk. The right-hand-side of the above equations represent the non-linear
source terms, which have to be evaluated by order-by-order calculation. Once we get the
perturbative solutions for longitudinal and transverse modes (i.e., ψk,k and εijkψj,k), a
final step is to explicitly construct the displacement field itself. This is not trivial at all,
but can be systematically done in Fourier space (e.g., [46]).
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supplemented with the Poisson equation:

∇2Ψ(x) = 4πGa2
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m
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d3p f(x,p)− ρm

]
. (4.24)

Here, m is the mass of CDM (+baryon) particle.

Single-stream approximation

Ansatz f(x,p) = n a3 {1 + δm(x)} δD
[
p−mav(x)

]
. (4.25)

With this ansatz, taking the zeroth and first velocity moments of Eq. (4.23) yields
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perturbative solution. To do this, notice that the displacement field is the vector quan-
tity whose dynamical degree of freedom is divided to two parts: longitudinal (ψk,k) and
transverse (εijkψj,k) parts. While Eq. (4.13) directly leads to the evolution equation for
longitudinal mode, the equation for transverse mode is obtained by taking the rotation
to Eq. (4.11) with respect to Eulerian coordinate, i.e., ∇× (ẍ+2Hẋ) = 0. A set of basic
equations then becomes [46]
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∂
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)
ψp,k, (4.22)

where ψj,k = ∂ψj/∂qk. The right-hand-side of the above equations represent the non-linear
source terms, which have to be evaluated by order-by-order calculation. Once we get the
perturbative solutions for longitudinal and transverse modes (i.e., ψk,k and εijkψj,k), a
final step is to explicitly construct the displacement field itself. This is not trivial at all,
but can be systematically done in Fourier space (e.g., [46]).
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Collisionless Boltzmann equation (Vlasov-Poisson system)
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]
f(x,p) = 0, (4.23)

supplemented with the Poisson equation:

∇2Ψ(x) = 4πGa2
[
m

a3

∫
d3p f(x,p)− ρm

]
. (4.24)

Here, m is the mass of CDM (+baryon) particle.

Single-stream approximation

Ansatz f(x,p) = n a3 {1 + δm(x)} δD
[
p−mav(x)

]
. (4.25)

With this ansatz, taking the zeroth and first velocity moments of Eq. (4.23) yields

∂δm
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+
1
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∇ [(1 + δm)v] = 0, (4.26)

∂v
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+

1
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(v ·∇)v = −1
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∂x
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1

a2
∇2Ψ = 4πG ρm δm. (4.28)

Newton potential

�

�

分布関数
６次元位相空間におけるCDM粒子分布の時間発展を記述

近年、数値シミュレーションも可能に（後述）
(Yoshikawa et al. ’13; Hahn & Angulo ’16; Sousbie & Colombi ’16)

→ CDM特有の性質が現れる



位相空間で見た冷たい初期条件の運命
１次元重力系の場合

速
度

密
度

位置 位置 位置 位置 位置

位相空間

シングルストリーム マルチストリーム構造の発達
（＝ハローの形成）

密度分布

シェルクロッシング

発散！

小さな密度ムラをおいた場合

組み替えや交差はしない



スプラッシュバック半径
シングルストリームとマルチストリームの境界面

overdensity, namely, Rsp
mn, Rsp

50%, and Rsp
87% (corresponding to

the mean, median, and 87th percentile of the particle apocenter
distribution). Generally, the distributions of Rsp and Msp are
reasonably well described by log-normal functions, except for a
tail toward positive values. The tails are stronger in Msp/M200m
than in Rsp/R200m, presumably because the splashback mass
can increase due to large subhalos that have crossed into the
halo but not yet influenced Rsp. The tails are weakest for Rsp

50%

and Msp
50% and increase toward higher percentiles. For example,

the Msp/M200m distribution of the 87th percentile (orange lines
in Figure 2) has a peak that is slightly shifted off the median
value. The distribution of the enclosed overdensity Δsp is much
wider due to the combined scatter from Rsp and Msp but shows
no systematically discernible tails.

As the residuals from the median values are nearly log-
normal, we will hereafter quantify the distributions as the
median Rsp or Msp and the logarithmic 68% scatter in dex.
Figure 2 hints at some of the most important trends: the scatter
is smallest for low percentiles, low Γ, and large halo masses. In
contrast, redshift does not have a major impact on the scatter
(not shown in Figure 2). We find that the scatter, expressed in
units of dex, can be approximated as

p, 3sp 0 pT T T T O T� � ( � �O( ( )

where p is the percentile divided by 100 and pT is zero for Rsp
mn

and Msp
mn. The parameters differ slightly for Rsp andMsp and are

given in Table 4. They were derived from a least-squares fit to
the measured scatter in the Γ–Rsp relation of the fiducial and
Planck samples at redshifts 0.2, 0.5, 1, 2, 4, and 8 and in the
peak-height bins shown in Figure 3 (we ignore the scatter at
z= 0, which is artificially increased; see Paper I). The scatter in

the enclosed overdensity Δsp is well approximated by the
scatter in Rsp and Msp added in quadrature,

3 . 4M R
2 2

sp sp sp
T T T� �% ( )

For example, the scatter at intermediate masses ( 1O � ) and
accretion rates ( 1( � ) is about 0.045 dex in both Rsp

mn and
Msp

mn and increases to about 0.055 dex for the 87th percentile.
The lowest scatter of about 0.02 dex occurs at 0.5( x and

3O x . We note that Equation (3) extrapolates to lower (and
even negative) scatter but should not be taken seriously below

0.02T � . The highest scatter occurs at low masses ( 0.5O � )
and high accretion rates ( 10( � ), about 0.08 dex for Rsp

mn and

0.1 dex for Rsp
87%, resulting in a scatter of about 0.2 dex

in sp
87%% .

We note that Equation (3) does not describe the scatter at
z = 0 or, more generally, at the final redshift of a simulation. At
those snapshots, the scatter is increased significantly by the
correction term introduced to balance the asymmetric time
distribution of particle splashbacks (Paper I). This term de-
biases the results, on average, but induces additional scatter that
strongly depends on Γ because the extrapolation in time is less
reliable for rapidly evolving halos. In particular, the scatter is
barely increased at low accretion rates ( 11( ) but increased
by up to a factor of 2 at high accretion rates. Finally, we caution
that (due to the tails in the distributions) the 2σ (i.e., 95%)
scatter can be slightly larger than twice the 1σ (i.e., 68%)
scatter. The difference exhibits a rather complex dependence
on mass and redshift, and we refrain from adding further
complexity to our fitting function.

Figure 1. Comparison of conventional “virial” and splashback radii (Rvir and Rsp, shown as orange and white circles). The image shows the projected density through
a slice in the L0125 simulation that is h30 Mpc1� wide and deep and h15 Mpc1� tall. The density field is visualized using the GOTETRA code (P. Mansfield et al.
2017, in preparation). Radii are shown for all halos with N 1000200m . (equivalent to a mass of h M1.4 1011 1q �

:), and the mass of the central halo is
M h M1.2 10200m

14 1� q �
: (corresponding to almost a million particles). The splashback radii shown are defined as Rsp

87%, which corresponds most closely to the
density drop measured by the SHELLFISH code (see Section 4.2). For a small fraction of halos, SPARTA could not determine a splashback radius because they had
recently been subhalos.
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赤丸：ビリアル半径シングルストリーム領域

マルチストリーム領域



研究の動機
シングルストリーム領域（大スケール）

初期条件の痕跡が残っている（重力の非線形性が弱い）

観測から宇宙論パラメーターや加速膨張の起源に迫れる
精密な構造形成の理論計算を通して、

宇宙膨張の影響を強く受ける

流体近似による記述ができる（後述）



研究の動機
シェルクロッシング・マルチストリーム領域（小スケール）

CDM特有の性質として現れる
→ 逆に、CDMからのずれを検証する窓となる

• Self-interacting dark matter (SIDM)

• Warm dark matter (WDM)

• Fuzzy dark matter (FDM)

• Primordial black holes (PBH)

ʲ ʢ̰ʣܭڀݚըɺํڀݚ๏ͳͲ 1©ʢ͖ͭͮʣ ʳ
ֶज़มֵʢ̖ʣʢܭըʣ ̎

ΔͨΊɺີ౓ϓϩ͜ىʹ཰తޮ͕׵ಉ࢜ͷΤωϧΪʔަࢠཚΛ௨ͯ͡μʔΫϚλʔཻࢄͯ
ϑΝΠϧ͕ͳ·͞ΕɺʮίΞʯͱݺ͹ΕΔখεέʔϧͷߏ଄͕࡞ΒΕΔɻ͜ͷίΞͷαΠζ
͸μʔΫϚλʔͷࣗݾ૬࡞ޓ༻ͷ͞ڧʹґଘ͢Δɻ

• ϑΝδʔμʔΫϚλʔʢۃΊ͍ͯܰΞΫγΦϯͳͲʣɿ௨ৗΞΫγΦϯ͸ CDMͱͯ͠ৼΔ
෣͏ͨΊɺߏ଄ܗ੒ͷ؍఺͔Β͸WIMPͱ۠ผ͢Δ͜ͱ͸Ͱ͖ͳ͍ɻ͔͠͠ͳ͕Βͦͷ࣭
ྔ͕ 10−22 eVͷΑ͏ʹۃ୺ʹ͍ܰ৔߹ɺυɾϒϩΠ೾௕͕ఱจֶతʹϚΫϩͳεέʔϧʹ
ΒΕΔɻ͜ͷΑ͏ͳީ͑ߟΒΕΔͱ࡞଄͕ߏͿͨΊɺྫ͑͹ᛙখۜՏͷத৺෦ʹಛ௃తͳٴ
ิΛ૯ͯ͡ϑΝδʔμʔΫϚλʔʢFDMʣͱݺͿɻ

• ϒϥοΫϗʔϧʢPrimordial࢝ݪ Black Hole; PBHʣɿӉ஦ॳظʹ૬సҠͳͲͰܗ੒͞Ε͏
ΔPBH΋μʔΫϚλʔͷީิͰ͸͋Δ͕ɺ༷ʑͳ؍ଌత੍͔ݶΒɺಉ࣌ʹWIMPͳͲͷૉ
ଘ͢ΔՄೳੑ͕ٞ࿦͞Ε͍ͯΔɻେ͖͍εέʔϧͰͷ෼෍͸CDMڞతμʔΫϚλʔͱࢠཻ

ͷ৔߹ͱಉͩ͡ͱ͑ߟΒΕ͍ͯΔ͕ɺϋϩʔத৺෦ͳͲʹ͓͍ͯ PBHपΓʹWIMPΛޮ
཰Α߱͘ண͠ɺۃΊͯີ౓ͷ͍ߴεύΠΫͱݺ͹ΕΔߏ଄Λ࡞Δ͜ͱ͕ࢦఠ͞Ε͍ͯΔɻɹ

冷たい 
ダークマター

暖かい 
ダークマター

自己相互作用 
ダークマター

ファジー 
ダークマター

粒子質量 
>GeV-TeV

粒子質量 
keV程度

相互作用 
反応率

粒子質量 
10-22 eV程度

• 多様な質量のハロー 
• NFWプロファイル

• 小質量ハロー消失 
• NFWプロファイル

• 多様な質量のハロー 
• プロファイルにコア

• 多様な質量のハロー 
• 量子力学的効果

CDM WDM SIDM FDM通
称

物
理
的
性
質

天
体
的
特
徴

ਤ 1: ༷ʑͳμʔΫϚλʔީิཻࢠͷ৔߹ʹظ଴͞Ε
Δɺখεέʔϧʹ͓͚Δ෼෍ͷҧ͍ɻPBH͸͜͜Ͱ͸
͍ࣔͯ͠ͳ͍͕ɺϋϩʔத৺෦Λআ͚͹ CDMͱಉ༷
ͷߏ଄Λ༗͢Δɻ

͜ΕΒͷՄೳੑ͸ɺ௨ৗ࠷ॳʹཧ࿦
తʹࢦఠ͞Εͨ΋ͷͷɺͦͷॏཁੑ͕
ཱ֬͢ΔͨΊʹ͸ɺେن໛਺஋γϛϡ
ϨʔγϣϯΛ༻͍͔͕ͨܽ͜͢ূݕͱ
ͷͰ͖ͳ͍΋ͷͰ͋ͬͨɻӉ஦ͷߏ଄
ͳܗ੒͸ۜՏεέʔϧͳͲͰ͸ඇઢܗ
ਐԽΛ͢ΔͨΊɺ७ਮʹཧ࿦ɾղੳత
ʹղ͘ͷ͕ෆՄೳʹͳΔͷ͕ݪҼͰ͋
Δɻैͬͯɺຊڀݚʹ͓͍ͯ΋਺஋γ
ϛϡϨʔγϣϯͷ։ൃ͸ओཁͳ໾ׂΛ
୲͏͜ͱͱͳΔɻ͔͠͠ͳ͕Βɺ਺஋
γϛϡϨʔγϣϯʹ΋࣮ݱతʹେ͖ͳ
໰୊͕͍͔͖ͭͭ͘·ͱ͏ɻ५୔ͳܭ
͓ʹڥ؀ڀݚͷࠓࡢϦιʔε͕͋Δࢉ
͍ͯ͑͞ɺ͏͑ߟΔ෺ཧϓϩηεΛ໢
ཏతʹؚΊ্ͨͰߏ଄ܗ੒ͷڀݚΛߦ
͏͜ͱ͸࣮࣭ෆՄೳͰ͋Δɻ͞Βʹɺ
౷ܭతʹ༗ҙͳٞ࿦ΛՄೳʹ͢ΔͨΊ
ʹ͸ɺ͜ͷΑ͏ͳγϛϡϨʔγϣϯΛ

গͳ͘ͱ΋਺ඦʹ౉ͬͯ܁Γฦ͞ͳͯ͘͸ͳΒͳ͍ɻ໰୊͸ non-WIMPμʔΫϚλʔͷ৔߹ʹ
ΑΓਂࠁͰɺ֤Ϟσϧʹ͖ͭগͳ͘ͱ΋਺ݸͷࣗ༝ύϥϝʔλʢμʔΫϚλʔ࣭ྔɺࢄཚஅ໘ੵɺ
౳ʣ͕ଘ͢ࡏΔɻμʔΫϚλʔ෼෍ͷۃڀతཧղΛಘΔͨΊʹ͸ɺͦͷ๲େͳଟ࣍ݩύϥϝʔλ
ۭؒͷҰ఺Ұ఺ʹ͖ͭෳ਺ͷγϛϡϨʔγϣϯΛ͢Δ͜ͱ͕ٻΊΒΕΔɻ
ͳ͓ɺཧ࿦త੒ՌΛ࠷େ؍ʹݶଌ΁ϑΟʔυόοΫ͢Δ্ͰɺఱͷՏۜՏ͔ΒۜՏஂεέʔϧ

ʹ͓ΑͿɺߏ଄ܗ੒Λแׅతʹཧղ͢Δ͜ͱ΋͍·ͩຊ࣭తͰ͋ΔɻॏྗϨϯζɾXઢ؍ଌͳͲ
͔ΒಘΒΕΔ๛෋ͳ؍ଌత৘ใ͔ΒμʔΫϚλʔީิΛफ़ผ͢Δ্Ͱɺີ౓ߏ଄Ҏ֎ʹ଎౓෼෍
΋ؚΊͨɺҐஔɾ଎౓ ॏྗਐԽͷಛੑͷղ໌͕ෆՄܽͰ͋Δɻ͜ͷ໰୊ͷղܗͷඇઢۭؒݩ6࣍
໌͸ֶज़తʹҙٛਂ͍͚ͩͰͳ͘ɺԤभӉ஦ؔػͷ Gaia΍೔ຊͷ JASMINEܭըͳͲɺҐஔఱ
จֶʹΑΔߴਫ਼౓μʔΫϚλʔ୳ࠪΛՄೳʹ͠ɺ࣍ੈ୅ۜՏ؍ଌσʔλ͔ΒμʔΫϚλʔͷਖ਼ମ
ղ໌ʹܾఆతͳূڌΛ΋ͨΒ͠ಘΔɻͨͩɺ࣌ݱ఺Ͱɺͦ͏ͨ͠؍఺͔ΒڀݚΛߦͳ͍ͬͯΔά
ϧʔϓ͸ੈքతʹ΋ݶΒΕ͓ͯΓɺߴ౓ͳ౷ܭతख๏ʹ΋ͱͮ͘࠷దͳμʔΫϚλʔݕग़͋Δ͍
͸फ़ผΛ͢ΔͨΊͷํ๏࿦ͷ։ൃɾߟҊࣗମ΋ɺޙࠓਐΊΔ΂͖՝୊Ͱ͋Δɻ೔ຊΛ࢝Ίੈք֤

ʲ ʢ̰ʣܭڀݚըɺํڀݚ๏ͳͲ 1©ʢ͖ͭͮʣ ʳ
ֶज़มֵʢ̖ʣʢܭըʣ ̎

ΔͨΊɺີ౓ϓϩ͜ىʹ཰తޮ͕׵ಉ࢜ͷΤωϧΪʔަࢠཚΛ௨ͯ͡μʔΫϚλʔཻࢄͯ
ϑΝΠϧ͕ͳ·͞ΕɺʮίΞʯͱݺ͹ΕΔখεέʔϧͷߏ଄͕࡞ΒΕΔɻ͜ͷίΞͷαΠζ
͸μʔΫϚλʔͷࣗݾ૬࡞ޓ༻ͷ͞ڧʹґଘ͢Δɻ

• ϑΝδʔμʔΫϚλʔʢۃΊ͍ͯܰΞΫγΦϯͳͲʣɿ௨ৗΞΫγΦϯ͸ CDMͱͯ͠ৼΔ
෣͏ͨΊɺߏ଄ܗ੒ͷ؍఺͔Β͸WIMPͱ۠ผ͢Δ͜ͱ͸Ͱ͖ͳ͍ɻ͔͠͠ͳ͕Βͦͷ࣭
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গͳ͘ͱ΋਺ඦʹ౉ͬͯ܁Γฦ͞ͳͯ͘͸ͳΒͳ͍ɻ໰୊͸ non-WIMPμʔΫϚλʔͷ৔߹ʹ
ΑΓਂࠁͰɺ֤Ϟσϧʹ͖ͭগͳ͘ͱ΋਺ݸͷࣗ༝ύϥϝʔλʢμʔΫϚλʔ࣭ྔɺࢄཚஅ໘ੵɺ
౳ʣ͕ଘ͢ࡏΔɻμʔΫϚλʔ෼෍ͷۃڀతཧղΛಘΔͨΊʹ͸ɺͦͷ๲େͳଟ࣍ݩύϥϝʔλ
ۭؒͷҰ఺Ұ఺ʹ͖ͭෳ਺ͷγϛϡϨʔγϣϯΛ͢Δ͜ͱ͕ٻΊΒΕΔɻ
ͳ͓ɺཧ࿦త੒ՌΛ࠷େ؍ʹݶଌ΁ϑΟʔυόοΫ͢Δ্ͰɺఱͷՏۜՏ͔ΒۜՏஂεέʔϧ

ʹ͓ΑͿɺߏ଄ܗ੒Λแׅతʹཧղ͢Δ͜ͱ΋͍·ͩຊ࣭తͰ͋ΔɻॏྗϨϯζɾXઢ؍ଌͳͲ
͔ΒಘΒΕΔ๛෋ͳ؍ଌత৘ใ͔ΒμʔΫϚλʔީิΛफ़ผ͢Δ্Ͱɺີ౓ߏ଄Ҏ֎ʹ଎౓෼෍
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ղ໌ʹܾఆతͳূڌΛ΋ͨΒ͠ಘΔɻͨͩɺ࣌ݱ఺Ͱɺͦ͏ͨ͠؍఺͔ΒڀݚΛߦͳ͍ͬͯΔά
ϧʔϓ͸ੈքతʹ΋ݶΒΕ͓ͯΓɺߴ౓ͳ౷ܭతख๏ʹ΋ͱͮ͘࠷దͳμʔΫϚλʔݕग़͋Δ͍
͸फ़ผΛ͢ΔͨΊͷํ๏࿦ͷ։ൃɾߟҊࣗମ΋ɺޙࠓਐΊΔ΂͖՝୊Ͱ͋Δɻ೔ຊΛ࢝Ίੈք֤

SIDM

WDM

FDM

PBH

CDMに代わるダークマター候補：

小スケールでの構造形成の違いが顕著になりうる
そのためにも、CDMでの正確な計算は重要



CDM優勢宇宙の非線形構造形成
大スケールから小スケールまで

非線形構造形成のフォワードモデリングの開発

•シェルクロッシング（＋マルチストリーム領域）での

ヴラソフ-ポアソンシミュレーションとの比較

解析計算を駆使した宇宙論への応用と非線形構造形成
の理解に向けた取り組み

•シングルストリーム領域での

ラグランジュ高次摂動論と

AT, Nishimichi & Jeong, 
PRD 98, 103532 (’18); 103, 023501 (’21); arXiv:2109.06734

Saga, AT & Colombi, 
PRL 121, 241302 (2018) (’18); arXiv:21??.????? (in prep.)



フォワードモデリングの開発
シングルストリーム領域での

AT, Nishimichi & Jeong, 
PRD 98, 103532 (’18); 103, 023501 (’21); arXiv:2109.06734

+ Osato, Wang (in progress)



ターゲット：銀河サーベイ観測

観測の統計精度向上に伴い、高精度の理論予言が不可欠：

銀河をトレーサーとして、大スケールの質量分布
（大規模構造）をプローブ→ 豊富な宇宙論情報

•バリオン音響振動
•赤方偏移空間ゆがみ

-銀河バイアス
-赤方偏移空間ゆがみ

→ 摂動論にもとづく解析計算を理論テンプレートとして応用

銀河サーベイ

10 S. Alam et al.

Figure 3. BAO signals in the measured post-reconstruction power spectrum (left panels) and correlation function (right panels) and predictions of the best-fit
BAO models (curves). To isolate the BAO in the monopole (top panels), predictions of a smooth model with the best-fit cosmological parameters but no BAO
feature have been subtracted, and the same smooth model has been divided out in the power spectrum panel. For clarity, vertical offsets of ±0.15 (power
spectrum) and ±0.004 (correlation function) have been added to the points and curves for the high- and low-redshift bins, while the intermediate redshift
bin is unshifted. For the quadrupole (middle panels), we subtract the quadrupole of the smooth model power spectrum, and for the correlation function we
subtract the quadrupole of a model that has the same parameters as the best-fit but with ✏ = 0. If reconstruction were perfect and the fiducial model were
exactly correct, the curves and points in these panels would be flat; oscillations in the model curves indicate best-fit ✏ 6= 0. The bottom panels show the
measurements for the 0.4 < z < 0.6 redshift bin decomposed into the component of the separations transverse to and along the line of sight, based on
x(p, µ) = x0(p) + L2(µ)x2(p), where x represents either s

2 multiplied by the correlation function or the BAO component power spectrum displayed in the
upper panels, p represents either the separation or the Fourier mode, L2 is the 2nd order Legendre polynomial, p|| = µp, and p? =

p
p2 � µ2p2.

c� 2016 RAS, MNRAS 000, 1–38
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Figure 5. The measured pre-reconstruction correlation function (left) and power spectrum (middle) in the directions perpendicular and parallel to the line of
sight, shown for the NGC only in the redshift range 0.50 < z < 0.75. In each panel, the color scale shows the data and the contours show the prediction of the
best-fit model. The anisotropy of the contours seen in both plots reflects a combination of RSD and the AP effect, and holds most of the information used to
separately constrain DM (z)/rd, H(z)rd, and f�8. The BAO ring can be seen in two dimensions on the correlation function plot. To more clearly show the
anisotropic BAO ring in the power spectrum, the right panel plots the two-dimensional power-spectrum divided by the best-fit smooth component. The wiggles
seen in this panel are analogous to the oscillations seen in the top left panel of Fig 3.

Table 4. Summary table of pre-reconstruction full-shape constraints on the parameter combinations DM ⇥
�
rd,fid/rd

�
, H⇥

�
rd/rd,fid

�
, and f�8(z) derived

in the supporting papers for each of our three overlapping redshift bins

Measurement redshift Satpathy et al. Beutler et al. (b) Grieb et al. Sánchez et al.
⇠(s) multipoles P (k) multipoles P (k) wedges ⇠(s) wedges

DM ⇥
�
rd,fid/rd

�
[Mpc] z = 0.38 1476 ± 33 1549 ± 41 1525 ± 25 1501 ± 27

DM ⇥
�
rd,fid/rd

�
[Mpc] z = 0.51 1985 ± 41 2015 ± 53 1990 ± 32 2010 ± 30

DM ⇥
�
rd,fid/rd

�
[Mpc] z = 0.61 2287 ± 54 2270 ± 57 2281 ± 43 2286 ± 37

H ⇥
�
rd/rd,fid

�
[km s�1Mpc�1] z = 0.38 79.3 ± 3.3 82.5 ± 3.2 81.2 ± 2.3 82.5 ± 2.4

H ⇥
�
rd/rd,fid

�
[km s�1Mpc�1] z = 0.51 88.3 ± 4.1 88.4 ± 4.1 87.0 ± 2.4 90.2 ± 2.5

H ⇥
�
rd/rd,fid

�
[km s�1Mpc�1] z = 0.61 99.5 ± 4.4 97.0 ± 4.0 94.9 ± 2.5 97.3 ± 2.7

f�8 z = 0.38 0.430 ± 0.054 0.479 ± 0.054 0.498 ± 0.045 0.468 ± 0.053
f�8 z = 0.51 0.452 ± 0.058 0.454 ± 0.051 0.448 ± 0.038 0.470 ± 0.042
f�8 z = 0.61 0.456 ± 0.052 0.409 ± 0.044 0.409 ± 0.041 0.440 ± 0.039

ods is consistent with what we observe in mocks (see Section 7.2
and Fig. 10). In all cases the µ-wedges analyses give significantly
tighter constraints than the multipole analyses, in both configura-
tion space and Fourier space. The consensus constraints, described
in §8.2 below, are slightly tighter than those of the individual wedge
analyses. At all three redshifts and for all three quantities, mapping
distance, expansion rate, and the growth of structure, the 68% con-
fidence contour for the consensus results overlaps the 68% confi-
dence contour derived from Planck 2015 data assuming a ⇤CDM
cosmology. We illustrate the combination of these full shape results
with the post-reconstruction BAO results in Fig. 11 below.
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perturbative solution. To do this, notice that the displacement field is the vector quan-
tity whose dynamical degree of freedom is divided to two parts: longitudinal (ψk,k) and
transverse (εijkψj,k) parts. While Eq. (4.13) directly leads to the evolution equation for
longitudinal mode, the equation for transverse mode is obtained by taking the rotation
to Eq. (4.11) with respect to Eulerian coordinate, i.e., ∇× (ẍ+2Hẋ) = 0. A set of basic
equations then becomes [46]
( ∂2

∂t2
+ 2H

∂

∂t
− 4πG ρm

)
ψk,k =− εijkεipq ψj,p

( ∂2

∂t2
+ 2H

∂

∂t
− 2πG ρm

)
ψk,q

− 1

2
εijkεpqrψi,pψj,q

( ∂2

∂t2
+ 2H

∂

∂t
− 4π

3
ρm
)
ψk,r, (4.21)

( ∂2

∂t2
+ 2H

∂

∂t

)
εijk ψj,k =− εijk ψp,j

( ∂2

∂t2
+ 2H

∂

∂t

)
ψp,k, (4.22)

where ψj,k = ∂ψj/∂qk. The right-hand-side of the above equations represent the non-linear
source terms, which have to be evaluated by order-by-order calculation. Once we get the
perturbative solutions for longitudinal and transverse modes (i.e., ψk,k and εijkψj,k), a
final step is to explicitly construct the displacement field itself. This is not trivial at all,
but can be systematically done in Fourier space (e.g., [46]).

4.3 (Eulerian) Perturbation theory

Collisionless Boltzmann equation (Vlasov-Poisson system)

[
∂

∂t
+

p

ma2
∂

∂x
−m

∂Ψ

∂x

∂

∂p

]
f(x,p) = 0, (4.23)

supplemented with the Poisson equation:

∇2Ψ(x) = 4πGa2
[
m

a3

∫
d3p f(x,p)− ρm

]
. (4.24)

Here, m is the mass of CDM (+baryon) particle.

Single-stream approximation

Ansatz f(x,p) = n a3 {1 + δm(x)} δD
[
p−mav(x)

]
. (4.25)

With this ansatz, taking the zeroth and first velocity moments of Eq. (4.23) yields

∂δm
∂t

+
1

a
∇ [(1 + δm)v] = 0, (4.26)

∂v

∂t
+

1

a
(v ·∇)v = −1

a

∂Ψ

∂x
, (4.27)

1

a2
∇2Ψ = 4πG ρm δm. (4.28)

質量密度ゆらぎ 速度場
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final step is to explicitly construct the displacement field itself. This is not trivial at all,
but can be systematically done in Fourier space (e.g., [46]).

4.3 (Eulerian) Perturbation theory

Collisionless Boltzmann equation (Vlasov-Poisson system)
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∂x
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∂p

]
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supplemented with the Poisson equation:

∇2Ψ(x) = 4πGa2
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m

a3

∫
d3p f(x,p)− ρm

]
. (4.24)

Here, m is the mass of CDM (+baryon) particle.

Single-stream approximation

Ansatz f(x,p) = n a3 {1 + δm(x)} δD
[
p−mav(x)

]
. (4.25)

With this ansatz, taking the zeroth and first velocity moments of Eq. (4.23) yields
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a
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a2
∇2Ψ = 4πG ρm δm. (4.28)
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圧力ゼロ流体に帰着

流体方程式を、渦なし（ ）を課して摂動的に解く：∇ × v = 0

δ = δ1 + δ2 + ⋯ θ = θ1 + θ2 + ⋯ θ ≡ − ∇ ⋅ v/(aH f )

ヴラソフ-ポアソン方程式

Juszkiewicz (’81), Vishniac (’83), Goroff et al. (’86), Suto & Sasaki 
(’91), Makino, Sasaki & Suto (’92), Jain & Bertschinger (’94), ...
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II. SOLVING PERTURBATION THEORY KERNELS NUMERICALLY

To solve Eqs. (6) and (7), we expand the quantities δ and θ as

δ(k; t) = δ(1)(k; t) + δ(2)(k; t) + · · · , θ(k; t) = θ(1)(k; t) + θ(2)(k; t) + · · · , (8)

Since we are particularly interested in the late-time evolution dominated by the growing mode2, the solutions for
perturbations are expressed as

δ(n)(k; t) =
∫

d3k1 · · · d3kn

(2π)3(n−1)
δD(k − k12···n)Fn(k1, · · · , kn; t) δ0(k1) · · · δ0(kn),

θ(n)(k; t) =
∫

d3k1 · · · d3kn

(2π)3(n−1)
δD(k − k12···n)Gn(k1, · · · ,kn; t) δ0(k1) · · · δ0(kn), (9)

where δ0 is the random initial density field. Then, defining the operator of the matrix form (here a is the scale factor
of the Universe)

L̂(k) ≡





a
d

da
1

3
2

(
H0

H(a)

)2 Ωm,0

a3
−

(
csk

aH

)2

a
d

da
+

{
2 +

Ḣ

H2
+

(
cvk

aH

)2
}




, (10)

the evolution equations for the kernels Fn and Gn are written as

L̂(k1···n)




Fn(k1, · · · ,kn; a)

Gn(k1, · · · , kn; a)



 =




Sn(k1, · · · , kn; a)

Tn(k1, · · · ,kn; a)



 . (11)

The source functions Sn and Tn represent the nonlinear mode coupling, and are written in terms of the lower-oder
perturbed quantities. The explicit form of these functions is derived from the basic equations (6) and (7), and we will
summarize below up to the third order:

A. Source functions

Linear order

S1(k; a) = 0,

T1(k; a) = 0 (12)

Second order

S2(k1, k2; a) = −1
2

{
α(k1, k2)G1(k1)F1(k2) + α(k2, k1)G1(k2)F1(k1)

}
,

T2(k1, k2; a) = −1
2
β(k1, k2) G1(k1)G1(k2) (13)

The source functions given above are symmetric with respect to the exchange of arguments, i.e., S2(k1, k2) =
S2(k2, k1), T2(k1, k2) = T2(k2, k1). Thus, numerically solving Eq. (11), we obtain the symmetrized PT kernel
for F2 and G2.

2 In the presence of effective stress tensor, the late-time evolution may not necessarily be dominated by the growing mode, however, we
here consider the case that the EFTofLSS corrections are small.
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Fn(k1, · · · ,kn) �
(1)(k1; t) · · · �(1)(kn; t)

宇宙モデルに依らない 確率的

パワースペクトル
��(k; t)�(k�; t)� = (2�)3 �D(k + k�) P (|k|; t)

線形密度場 

について統計平均
δ(1)

P (k; t) = P11(k; t) + P22(k; t) + P13(k; t) + · · ·
線形オーダー 1ループオーダー（高次）
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P0(k), and any statistical quantity is constructed with P0. We have

〈δ0(k)〉 = 0, (4.49)

〈δ0(k1)δ0(k2)〉 = (2π)3 δD(k12)P0(k) (4.50)

〈δ0(k1)δ0(k2)δ0(k3)〉 = 0, (4.51)

〈δ0(k1)δ0(k2)δ0(k3)δ0(k4)〉 = (2π)6
[
δD(k12)δD(k34)P0(k1)P0(k2) + (cyclic perm.)

]
,

(4.52)
...

In general, for positive integer n,

〈δ0(k1) · · · δ0(k2n+1)〉 = 0, (4.53)

〈δ0(k1) · · · δ0(k2n)〉 =
∑

all pair associations p

∏

pairs (i,j)

〈δ0(ki)δ0(kj)〉. (4.54)

These properties are known as Wick’s theorem or Isserlis’ theorem.

Statistical calculations

• Power spectrum : 〈δ(k1)δ(k2)〉 = (2π)3δD(k12)P (k1)

An explicit calculation of the ensemble average at next-to-leading order (called one-
loop) leads to

〈δ(k1)δ(k2)〉 # 〈δ1(k1)δ1(k2)〉+ 〈δ2(k1)δ2(k2)〉+ 〈δ1(k1)δ3(k2)〉+ 〈δ3(k1)δ1(k2)〉+ · · · .
(4.55)

We thus obtain

P (k, a) # {D1(a)}2 P0(k) + {D1(a)}4
{
P22(k) + P13(k)

}
. (4.56)

The first term at RHS is nothing but the linear power spectrum. The parenthesis
represents the contributions from the higher-order PT, given by

P22(k) = 2

∫
d3p

(2π)3
{F2(k − p,p)}2 P0(|k − p|)P0(p), (4.57)

P13(k) = 6P0(k)

∫
d3p

(2π)3
{F3(k,p,−p)}2 P0(p). (4.58)

Because of the different dependence on the linear growth factor, these nonlinear
contributions give rise to the scale-dependent growth of power spectrum.

• Bispectrum : 〈δ(k1)δ(k2)δ(k3)〉 = (2π)3 δD(k123)B(k1,k2,k3)

At leading-order, we have

〈δ(k1)δ(k2)δ(k3)〉 # 〈δ1(k1)δ1(k2)δ2(k3)〉+ 〈δ2(k1)δ1(k2)δ1(k3)〉
+ 〈δ1(k1)δ2(k2)δ1(k3)〉+ · · · . (4.59)

P11(|k � p|; t)P11(p; t)P22(k; t)
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P13(k; t) = 6P11(k; t) P11(p; t)

高次補正は多次元
積分で表せる

非線形重力進化の取り扱い
e.g., Bernardeau et al. 
Phys.Rep. 367, 1 (’02)



標準摂動論の応用

解析表式を駆使して、統計量を高速に計算できる

(  @ )k ≲ 0.2 h Mpc−1 z ≃ 0 − 0.5

とはいえ、
標準摂動論の適用範囲は狭い

•銀河バイアスの ‘一般的’ パラメトリゼーション

• UV敏感性の対処法（有効場理論によるパラメトリゼーション）

•赤方偏移空間ゆがみへの拡張と改善

銀河サーベイ観測の理論テンプレートとして

Desjacques et al. Phys.Rep. 733, 1 (’18)

e.g,. Carrasco et al. JHEP 09, 082 (’12)

AT et al. PRD 82, 063522 (’10)

宇宙論データ解析へ応用
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Figure 1. Left panel : the posterior distribution for the late-Universe parameters H0,⌦m and �8

obtained with priors on !b from Planck (gray contours) and BBN (blue contours). For comparison we
also show the Planck 2018 posterior (red contours) for the same model (flat ⇤CDM with massive neu-
trinos). Right panel : the monopole (black dots) and quadrupole (blue dots) power spectra moments
of the BOSS data for high-z (upper panel) and low-z (lower panel) north galactic cap (NGC) samples,
along with the best-fit theoretical model curves. The corresponding best-fit theoretical spectra are
plotted in solid black and blue. H0 is quoted in units [km/s/Mpc].

The outcome of our analyses is shown in figure 1, where we display the final triangle
plot (left panel) and best-fit spectra for two BOSS data samples with the biggest volume7

(right panel). The inferred cosmological parameters are given in table 1. We have chosen to
present the parameters H0, ⌦m and �8 as our main results because they are more common
in the LSS literature and because they are close to the actual principal components of the
BOSS data.

Our constraints on ⌦m and H0 are competitive with the Planck measurements for the
same cosmological model with varied neutrino masses.8 Moreover, the use of the full parame-
ter likelihood adopted in this work allows for a clear comparison between the two experiments
at the level of the fundamental ⇤CDM parameters. Our measurement of H0 is driven by
the geometric location of the BAO peaks, whereas the limits on ⌦m result from the com-
bination of both the geometric (distance) and shape information. �8 is measured through
redshift-space distortions. We performed several tests to ensure that our constraints are sat-

7These are high-z and low-z north galactic cap (NGC) samples.
8There are several caveats that should be mentioned at this point. First, we approximate the neutrino

sector with one massive eigenstate, which should be contrasted with the approximation of three degenerate
eigenstates used in Planck 2018. The di↵erence between these two approaches is a few percent at the matter
power spectrum level, and hence can be neglected for our purposes. Second, the Planck Legacy contours that
we show roughly correspond to the variation of the total neutrino mass in the range (0 � 0.24) eV, which is
somewhat di↵erent from our prior (0.06�0.18) eV. However, the e↵ect of weighting the Planck posterior with
our prior on

P
m⌫ is marginal. We show the original Planck contours for clarity.

– 6 –

Ivanov, Simonovic & Zaldarriaga, JCAP 05, 042 (’20)

１ループ有効場摂動論による
銀河パワースペクトル

BOSS DR 12 (CMASS)

BOSS DR 12 (LOWZ)
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（２点, ３点統計）

銀河分布の
統計量
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比較高次摂動計算線形進化
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宇宙論データ解析の流れ

+ 観測的効果
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obtained with priors on !b from Planck (gray contours) and BBN (blue contours). For comparison we
also show the Planck 2018 posterior (red contours) for the same model (flat ⇤CDM with massive neu-
trinos). Right panel : the monopole (black dots) and quadrupole (blue dots) power spectra moments
of the BOSS data for high-z (upper panel) and low-z (lower panel) north galactic cap (NGC) samples,
along with the best-fit theoretical model curves. The corresponding best-fit theoretical spectra are
plotted in solid black and blue. H0 is quoted in units [km/s/Mpc].

The outcome of our analyses is shown in figure 1, where we display the final triangle
plot (left panel) and best-fit spectra for two BOSS data samples with the biggest volume7

(right panel). The inferred cosmological parameters are given in table 1. We have chosen to
present the parameters H0, ⌦m and �8 as our main results because they are more common
in the LSS literature and because they are close to the actual principal components of the
BOSS data.

Our constraints on ⌦m and H0 are competitive with the Planck measurements for the
same cosmological model with varied neutrino masses.8 Moreover, the use of the full parame-
ter likelihood adopted in this work allows for a clear comparison between the two experiments
at the level of the fundamental ⇤CDM parameters. Our measurement of H0 is driven by
the geometric location of the BAO peaks, whereas the limits on ⌦m result from the com-
bination of both the geometric (distance) and shape information. �8 is measured through
redshift-space distortions. We performed several tests to ensure that our constraints are sat-

7These are high-z and low-z north galactic cap (NGC) samples.
8There are several caveats that should be mentioned at this point. First, we approximate the neutrino

sector with one massive eigenstate, which should be contrasted with the approximation of three degenerate
eigenstates used in Planck 2018. The di↵erence between these two approaches is a few percent at the matter
power spectrum level, and hence can be neglected for our purposes. Second, the Planck Legacy contours that
we show roughly correspond to the variation of the total neutrino mass in the range (0 � 0.24) eV, which is
somewhat di↵erent from our prior (0.06�0.18) eV. However, the e↵ect of weighting the Planck posterior with
our prior on

P
m⌫ is marginal. We show the original Planck contours for clarity.

– 6 –

Ivanov, Simonovic & Zaldarriaga, JCAP 05, 042 (’20)

１ループ有効場摂動論による
銀河パワースペクトル

BOSS DR 12 (CMASS)

BOSS DR 12 (LOWZ)



ベイジアンフォワードモデル

Jasche & Wandelt (’13),  Seljak et al. (’17), 
Cabass & Schmidt (’20), Schmidt (’20), …

より強い宇宙論パラメーターの制限
•観測情報を最大限に活かした解析

•観測効果を入れやすい

“密度場”レベルでの高速な理論計算が必要

4 N. Porqueres et al.

Figure 3. Comparison of ⌦m-f8 constraints from our method BORG-WL
(blue) and the standard analysis based on lensing tomographic power spectra
(orange). The contours correspond to the 68.3% and 95.5% highest poste-
rior density credible regions. Both posteriors are obtained by applying both
methods to the same simulated shear data, with four tomographic bins and
30 sources per square arcmin. The dashed lines indicate the true values of the
parameters.

(2019) to have an accurate description of the matter density at smaller
scales.

Here we focus on constraining three cosmological parameters
⌦m, ⌘ and f8, jointly with the density. We consider a flat Uni-
verse, so ⌦⇤ = 1 � ⌦m can be treated as a derived parameter. We
use the following uniform priors for the cosmological parameters:
⌦m⇠U[0.1, 0.8]; ⌘⇠U[0.4, 0.9]; and f8⇠U[0.1, 4.0]. To improve
the e�ciency of the sampler, we perform a coordinate transforma-
tion and sample ) 0 = (⌦m, ⌘, (8 ⌘ f8 (⌦m/0.3)0.5) instead of
) = (⌦m, ⌘,f8). This coordinate transformation reduces the corre-
lation length of the sampler by a factor of 4, making the inference
more e�cient.

4 MOCK DATA

To test and validate our method, we generated mock data using the
forward model illustrated in Fig. 1.

To generate the mock data, we assumed a standard ⇤CDM cos-
mology with the following set of parameters: ⌦m = 0.3175, ⌦⇤ =
0.6825, ⌦1 = 0.049, ⌘ = 0.677, f8 = 0.8, =B = 0.9624 with
H0 = 100⌘ km s�1 Mpc�1. Then, we generated Gaussian initial
conditions on a Cartesian grid of size (1 ⇥ 1 ⇥ 4) ⌘�1 Gpc, with
64 ⇥ 64 ⇥ 128 voxels. We evolved the primordial fluctuations via
LPT, accounting for light-cone e�ects. Final density fields are con-
structed by estimating the densities with a cloud-in-cell scheme from
simulated particles on the Cartesian grid. We generated tomographic
shear fields by applying the data model described in Sec. 2, assum-
ing the redshift distributions of sources shown in Fig. 2. Finally, we
added Gaussian pixel noise with a variance that corresponds to 30
sources per square arcmin, as expected to be obtained from the Euclid
survey (LaureÚs et al. 2011), and with an uncertainty on intrinsic el-
lipticity fn = 0.3 (Kilbinger 2015). The sources are then distributed
uniformly over the four tomographic bins.

5 RESULTS

5.1 Cosmology constraints and comparison to standard analysis

Here we present the mock-constraints on cosmology obtained by ap-
plying BORG-WL to the simulated data described in Sec. 4. We also
compare our results to one of the common techniques for analysing
shear data, i.e. an analysis of the lensing power spectra assuming a
Gaussian likelihood with a fixed covariance matrix.

To compare the results of BORG-WL to the standard 2-point statis-
tics approach, we focus on the angular power spectra ⇠01

✓ , defined
implicitly by

h^0 (✓)^1⇤ (✓0)i = (2c)2X⇡ (✓ � ✓0)⇠01
✓ , (8)

where 0 and 1 label the tomographic bins. Following the common ap-
proach in lensing analyses, we assume that the sampling distribution
of the ⇠01

✓ is Gaussian,

logL = �1
2
[d � m())]T C�1 [d � m())] + constant, (9)

where the data vector d contains the auto- and cross-power spec-
tra of the tomographic bins. C is the covariance matrix, which
is assumed to be fixed and computed at a fiducial cosmology
(⌦ 5

m ,f 5
8 , ⌘ 5 ) = (0.3, 0.8, 0.67). To compute the covariance ma-

trix, we used the Gaussian approximation in Kilbinger (2015),

Cov(⇠✓ ,⇠
0
✓ ) =

1
5sky ✓ �✓

(⇠✓ + #n )2 X✓✓0 (10)

where 5sky is the fraction of the sky observed by the survey, �✓ is
the width of the ✓-bin, X✓✓0 is a Kronecker delta, which makes the
covariance diagonal, and #n is the noise power given by f2

n /2=6,
with fn being the intrinsic dispersion of galaxy ellipticities and =6
being the mean number density of source galaxies on the sky. For
this analysis, we use broad uniform priors for ⌦m, f8 and ⌘ on the
intervals [0.05, 1.45], [0.3, 1.45] and [0.4, 0.9], su�ciently broad
that the posterior is una�ected. To compute the model prediction
m()), we use the Core Cosmology Library (Chisari et al. 2019).

Figure 3 shows the 68.3% and 95.5% credible regions for ⌦m
and f8 obtained with BORG-WL. For comparison, we added the
constraints from the standard power spectra analysis on the same
underlying data, showing that BORG-WL lifts the weak lensing de-
generacy and yields much tighter constraints on these parameters
than the standard analysis based on two-point summary statistics.
We note that the size of the posterior distribution is significantly
smaller than the adopted size for the prior distributions for ⌦m and
f8. We conclude that the constraints on these parameters should not
be a�ected by the specific choice of prior. Figure 3 is the main result
of this paper.

Figure 4 shows the full corner plot including ⌘ and the marginal
distributions. We computed the BORG-WL posteriors from 10000
samples after the burn-in phase, which is determined by examin-
ing the trace plots of the parameters in Fig. 7. These results show
that BORG-WL recovers the correct value of ⌦m and f8. Since the
lensing data is not informative about the value of ⌘ (Hall 2021),
this parameter is not well constrained, and the marginal distribu-
tion corresponds closely to the prior. For comparison, we added the
constraints from the standard analysis based on the lensing power
spectra. The corresponding posterior distributions are evaluated in
grids of 50⇥50 points. The comparison of the marginal distributions
shows that BORG-WL provides far more precise cosmology con-
straints than the standard method, improving the error bars of ⌦m by
a factor 5 and f8 by a factor 3 (see Table 1).

By building this Bayesian field-based approach, we can extract
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Figure 3. Comparison of ⌦m-f8 constraints from our method BORG-WL
(blue) and the standard analysis based on lensing tomographic power spectra
(orange). The contours correspond to the 68.3% and 95.5% highest poste-
rior density credible regions. Both posteriors are obtained by applying both
methods to the same simulated shear data, with four tomographic bins and
30 sources per square arcmin. The dashed lines indicate the true values of the
parameters.

(2019) to have an accurate description of the matter density at smaller
scales.

Here we focus on constraining three cosmological parameters
⌦m, ⌘ and f8, jointly with the density. We consider a flat Uni-
verse, so ⌦⇤ = 1 � ⌦m can be treated as a derived parameter. We
use the following uniform priors for the cosmological parameters:
⌦m⇠U[0.1, 0.8]; ⌘⇠U[0.4, 0.9]; and f8⇠U[0.1, 4.0]. To improve
the e�ciency of the sampler, we perform a coordinate transforma-
tion and sample ) 0 = (⌦m, ⌘, (8 ⌘ f8 (⌦m/0.3)0.5) instead of
) = (⌦m, ⌘,f8). This coordinate transformation reduces the corre-
lation length of the sampler by a factor of 4, making the inference
more e�cient.

4 MOCK DATA

To test and validate our method, we generated mock data using the
forward model illustrated in Fig. 1.

To generate the mock data, we assumed a standard ⇤CDM cos-
mology with the following set of parameters: ⌦m = 0.3175, ⌦⇤ =
0.6825, ⌦1 = 0.049, ⌘ = 0.677, f8 = 0.8, =B = 0.9624 with
H0 = 100⌘ km s�1 Mpc�1. Then, we generated Gaussian initial
conditions on a Cartesian grid of size (1 ⇥ 1 ⇥ 4) ⌘�1 Gpc, with
64 ⇥ 64 ⇥ 128 voxels. We evolved the primordial fluctuations via
LPT, accounting for light-cone e�ects. Final density fields are con-
structed by estimating the densities with a cloud-in-cell scheme from
simulated particles on the Cartesian grid. We generated tomographic
shear fields by applying the data model described in Sec. 2, assum-
ing the redshift distributions of sources shown in Fig. 2. Finally, we
added Gaussian pixel noise with a variance that corresponds to 30
sources per square arcmin, as expected to be obtained from the Euclid
survey (LaureÚs et al. 2011), and with an uncertainty on intrinsic el-
lipticity fn = 0.3 (Kilbinger 2015). The sources are then distributed
uniformly over the four tomographic bins.

5 RESULTS

5.1 Cosmology constraints and comparison to standard analysis

Here we present the mock-constraints on cosmology obtained by ap-
plying BORG-WL to the simulated data described in Sec. 4. We also
compare our results to one of the common techniques for analysing
shear data, i.e. an analysis of the lensing power spectra assuming a
Gaussian likelihood with a fixed covariance matrix.

To compare the results of BORG-WL to the standard 2-point statis-
tics approach, we focus on the angular power spectra ⇠01

✓ , defined
implicitly by

h^0 (✓)^1⇤ (✓0)i = (2c)2X⇡ (✓ � ✓0)⇠01
✓ , (8)

where 0 and 1 label the tomographic bins. Following the common ap-
proach in lensing analyses, we assume that the sampling distribution
of the ⇠01

✓ is Gaussian,

logL = �1
2
[d � m())]T C�1 [d � m())] + constant, (9)

where the data vector d contains the auto- and cross-power spec-
tra of the tomographic bins. C is the covariance matrix, which
is assumed to be fixed and computed at a fiducial cosmology
(⌦ 5

m ,f 5
8 , ⌘ 5 ) = (0.3, 0.8, 0.67). To compute the covariance ma-

trix, we used the Gaussian approximation in Kilbinger (2015),

Cov(⇠✓ ,⇠
0
✓ ) =

1
5sky ✓ �✓

(⇠✓ + #n )2 X✓✓0 (10)

where 5sky is the fraction of the sky observed by the survey, �✓ is
the width of the ✓-bin, X✓✓0 is a Kronecker delta, which makes the
covariance diagonal, and #n is the noise power given by f2

n /2=6,
with fn being the intrinsic dispersion of galaxy ellipticities and =6
being the mean number density of source galaxies on the sky. For
this analysis, we use broad uniform priors for ⌦m, f8 and ⌘ on the
intervals [0.05, 1.45], [0.3, 1.45] and [0.4, 0.9], su�ciently broad
that the posterior is una�ected. To compute the model prediction
m()), we use the Core Cosmology Library (Chisari et al. 2019).

Figure 3 shows the 68.3% and 95.5% credible regions for ⌦m
and f8 obtained with BORG-WL. For comparison, we added the
constraints from the standard power spectra analysis on the same
underlying data, showing that BORG-WL lifts the weak lensing de-
generacy and yields much tighter constraints on these parameters
than the standard analysis based on two-point summary statistics.
We note that the size of the posterior distribution is significantly
smaller than the adopted size for the prior distributions for ⌦m and
f8. We conclude that the constraints on these parameters should not
be a�ected by the specific choice of prior. Figure 3 is the main result
of this paper.

Figure 4 shows the full corner plot including ⌘ and the marginal
distributions. We computed the BORG-WL posteriors from 10000
samples after the burn-in phase, which is determined by examin-
ing the trace plots of the parameters in Fig. 7. These results show
that BORG-WL recovers the correct value of ⌦m and f8. Since the
lensing data is not informative about the value of ⌘ (Hall 2021),
this parameter is not well constrained, and the marginal distribu-
tion corresponds closely to the prior. For comparison, we added the
constraints from the standard analysis based on the lensing power
spectra. The corresponding posterior distributions are evaluated in
grids of 50⇥50 points. The comparison of the marginal distributions
shows that BORG-WL provides far more precise cosmology con-
straints than the standard method, improving the error bars of ⌦m by
a factor 5 and f8 by a factor 3 (see Table 1).

By building this Bayesian field-based approach, we can extract

MNRAS 000, 1–9 (2021)

Porqueres et al. (’21)

BORG-WL

従来の2点
統計

統計量ではなく、銀河の個数密度場そのものから、
初期条件や宇宙論パラメーターを直接推定する試み

（２点, ３点統計）

銀河分布の
統計量

（観測される）

宇宙論パラ
メーター

初期条件 線形パワー
スペクトル

比較高次摂動計算線形進化

CMBボルツマンコード

従来

宇宙論パラ
メーター

非線形進化 &
銀河の個数
密度場観測効果

線形密度
場の生成

比較
（観測される）

初期条件

CMBボルツマンコード

線形進化

フォワードモデル



GridSPT: “場”の高速摂動計算

標準摂動論にもとづく
グリッド上のランダム質量密度場に対する非線形重力進化計算

•高速フーリエ変換を用いた微分演算

•実空間の漸化公式を用いた場の逐次計算

５次のオーダーまでの摂動計算
（観測マスク効果入りの）パワースペクトル共分散行列

AT, Nishimichi & Jeong, 
PRD 98, 103532 (’18); 103, 023501 (’21)

密度場を5万/10万回生成
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GridSPT: 統計量の計算

解析的計算の結果を再現

δSPT ¼
Pn

i¼1 D
i
þδi, seen in Fig. 1. The corresponding

analytic predictions, taking account of the finite box and
high-k cutoff,4 are depicted as solid lines. We expect that,
for a sufficient number of grids, the GridSPT results
would converge to the analytic curves after we take an
ensemble average over many different random realizations
of the GridSPT density field.
Overall, the measured results reasonably agree with the

analytic predictions. However, a closer look at small scales
reveals a small discrepancy between GridSPT and analytic
calculations in both P1-loop and P2-loop. In particular, the
discrepancy is manifest in the two-loop correction, and
GridSPT calculations are prone to overestimate the analytic
prediction. This could happen possibly due to the accu-
mulation of a small numerical flaw at each order in
the GridSPT calculations. Or, the discretization made in
the GridSPT calculation changes the mode transfer effi-
ciency, and even with our setup of Ngrid ¼ 5123, this could
produce a visible systematics. In any case, in SPT, a higher-
order correction of the power spectrum is known to have a
heavy cancellation among multiple diagrams at the same
order with positive and negative contributions, and the
cancellation becomes more significant as we go to higher
order. Thus, even a small error on each diagram at lower
order may result in a noticeable systematics at higher-order
corrections through an imperfect cancellation.
In the right panel of Fig. 6, summing up all the PT

corrections, the GridSPT results are shown in green and
blue filled circles, which are compared with analytic PT
predictions depicted as solid lines. As anticipated, discrep-
ancy is manifest at two-loop order, while the one-loop

results show a tiny amount of error at high k, which
apparently looks insignificant. Although this point has to be
kept in mind in our subsequent analyses, the discrepancy
is large only at the scales where the deviation from the
N-body result, depicted as filled red circles, is significant.
Further, the discrepancy remains mild and is smaller than a
large underestimation found in the prediction based on
2LPT (filled gray circles).
Indeed, such a discrepancy is not clearly seen in the case

of the bispectrum. Figure 7 presents the measured results of
the PT contribution at each order, Btree and B1−loop, (left)
and their total amplitudes (right), which are compared with
N-body and 2LPT results. Here, the measurements of the
bispectrum are done in the equilateral configuration,
k1 ¼ k2 ¼ k3 ≡ k, and the results are plotted as functions
of k. The PT corrections Btree and B1−loop are defined as

Btreeðk1; k2; k3Þ ¼ D4
þ

1

N123

X

k1;k2;k3

δKk1þk2þk3;0

× ½δ1ðk1Þδ1ðk2Þδ2ðk3Þ þ ð2 permÞ&;
ð22Þ

B1−loopðk1; k2; k3Þ ¼ D6
þ

1

N123

X

k1;k2;k3

δKk1þk2þk3;0

× ½fδ1ðk1Þδ2ðk2Þδ3ðk3Þ þ ð5 permÞg
þ δ2ðk1Þδ2ðk2Þδ2ðk3Þ
þ fδ1ðk1Þδ1ðk2Þδ4ðk3Þ þ ð2 permÞg&:

ð23Þ

Note that in actual calculation of these expressions, we use
a fast estimator based on FFT (e.g., [40,41]). Only with the
single realization, the resultant bispectrum is rather noisy,

FIG. 6. (Left) Linear power spectrum (red), and one-loop (green) and two-loop (blue) corrections to the power spectrum at z ¼ 1. The
results measured from the GridSPT density fields (filled circles) are compared with those obtained from analytic PT calculations (solid).
(Right) Comparison of the total power spectrum at z ¼ 1 between GridSPT calculations at one-loop (green) and two-loop (blue) order
and N-body simulations (red). For comparison, the second-order Lagrangian PT prediction generated with 2LPT is also shown in gray
filled circles.

4To be precise, in analytic PT calculations, we introduced
the cutoff scales in the linear power spectrum, given by kmin¼
2π=Lbox≃6.28×10−3hMpc−1 and kmax¼kcut;2¼ð4=3ÞhMpc−1.

GRID-BASED CALCULATION FOR PERTURBATION … PHYS. REV. D 98, 103532 (2018)

103532-9

however, increasing the number of realizations up to 50,
shown in Fig. 8, the tree- and one-loop corrections are
found to reproduce the analytic PT results (solid lines) quite
well. Also, in the right panel, the overall behavior of the
one-loop prediction better agrees with the N-body simu-
lation than the 2LPT prediction (gray filled circles).

2. Cross-correlation

In order to systematically compare the GridSPT density
fields with N-body simulations, we calculate the cross-
correlation between them. First, we consider the density
field at each PT order and compute the cross-correlation
with the density field constructed from N-body simulations
in Fourier space. Figure 9 shows the cross-correlation
coefficients, rcorrðkÞ, defined by

rðnÞcorrðkÞ≡
P

jkj¼kRe½δnðkÞδN-bodyðkÞ%ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiP
jkj¼kjδnðkÞj2

P
jkj¼kjδN-bodyðkÞj2

q : ð24Þ

Note that −1 ≤ rðnÞcorr ≤ 1. The measured results at z ¼ 1
(left) and 0 (right) are shown up to the fifth order of
GridSPT density fields.
As shown in Fig. 9, all the correlations tend to get

suppressed at high k, and, at z ¼ 0, the suppression of
correlation appears prominent even on large scales. This is
indeed what is expected. An interesting point may be that
the correlation of the higher-order PT fields ðn ≥ 2Þ with
N-body is not monotonic and exhibits anticorrelation

(rðnÞcorr < 0) for a certain range of k.
Indeed, these nonmonotonic behaviors, together with a

strong damping at high k, are predicted by a resummed
PT treatment. In Fig. 9, we also show (solid lines) the
predictions of the same quantity based on the multipoint
propagator expansion [5] with regularized propagators,
called RegPT [16]. The RegPT predictions are made by
assuming that the evolved density field in N-body simu-
lation is described with the multipoint propagator expan-
sion at two-loop order. In Appendix B, we present a recipe

FIG. 8. Same as in Fig. 7, but the GridSPT results are averaged over 50 realizations. The error bars indicate the standard error of
the mean.

FIG. 7. (Left) Comparison of the tree-level (green) and one-loop (blue) corrections to the bispectrum measured from GridSPT density
fields (filled circles) with those obtained from analytic PT calculations (solid). The results at equilateral configuration ðk1 ¼ k2 ¼
k3 ≡ kÞ are plotted as function of k. (Right) Comparison of the total bispectrum for the equilateral configuration between GridSPT
calculations at tree-level (green) and one-loop (blue) order and N-body simulations (red). The second-order Lagrangian PT prediction
generated with 2LPT is also shown in gray filled circles.
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GridSPT averaged over 50 runs

SPT (解析計算)

P1−loop = P11 + (2 P13 + P22)

P2−loop = P11 + (2P13 + P22)
+(2 P15 + 2 P24 + P33)

B1−loop = 3 B112 + (3 B114 + 6 B123

+B222)

Btree = 3 B112

Ngrid=5123

Lbox=1,000 h-1Mpc

N体計算

N体計算

AT, Nishimichi & Jeong (’18)

（場のレベルで）
パワースペクトル

バイスペクトル 

(正三角形)



GridSPT: 赤方偏移空間ゆがみの実装
最近の進展

赤方偏移空間
（共動座標）

観測者の視線方向

実際の位置 銀河の視線方向の特異速度

ṽz ≡
1

aH { ̂z ⋅ v(x)}s = x + ṽz(x) ̂z

銀河サーベイの銀河は「赤方偏移空間」で観測される：

観測される銀河分布や統計量は非等方に
（視線方向に沿って）

実空間の計算結果から（補間なしに）赤方偏移空間
の密度場をポストプロセスで評価する方法を確立

新たに導出した展開公式をもとに、 δ(S)(s)δ(x) ṽz(x)

AT, Nishimichi & Jeong, arXiv:2109.06734
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パワースペクトル

点線の解析計算
とよく一致

1回試行

200回試行
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ここまでのまとめ
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ラグランジュ高次摂動論と
ヴラソフ-ポアソンシミュレーシ
ョンとの比較

シェルクロッシング（＋シングルストリーム領域）での

Saga, AT & Colombi, 
PRL 121, 241302 (2018) (’18); arXiv:21??.????? (in prep.)



シングルストリーム領域をこえる
流体近似にもとづく標準摂動論はシングルストリーム
領域での適用に限定される（実際はもっと狭い）

別の解析的
取り扱い

ラグランジュ摂動論

質量素片の運動を初期位置の関数として摂動的に解く手法
Moutarde et al. (’91); Bouchet et al. (’92); Buchert (’92); Buchert & Ehlers (’93); 
Bernardeau (’94), Bouchet et al. (’95), …, Matsubara (’15), Rampf & Frisch (’17)
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(~x, t)質量素片の
位置座標

位置座標の多価性を許せば、原理的にマルチストリーム領域を扱える
• • • •



Zel’dovich解
１次元系での厳密解

Zel’dovich (’70), Novikov (’69)

シミュレーション
Zel’dovich解

Shandarin & Zel’dovich (’89)

シェルクロッシング位相空間

：線形成長因子 : ラグランジュ座標の任意関数
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Then, Eqs. (7)–(9) are rewritten with

dx
dτ

= v, (13)

dv
dτ

= −∇xΦ, (14)

∇2
xΦ = 4πGρm a4 δ =

3
2

Ωm,0H
2
0 a δ, (15)

With the new expressions above, the solution is formally
written as:

x(q; τ) = x(q; τ0) +

Z τ

τ0

dτ ′ v(q; τ ′), (16)

v(q; τ) = v(q; τ0) −
Z τ

τ0

dτ ′ ∇xΦ(x(q; τ ′); τ ′), (17)

where the x(q; τ0) and v(q; τ0) are the initial condition given
at an initial time τ0, which will be specified below.

In what follows, we consider the dynamics of the cosmo-
logical system given above in a finite-size box of 0 ≤ x ≤ L,
imposing the periodic boundary condition. From Eq. (15),
the potential Φ satisfying the periodic boundary condition
is expressed in an integral form as:

Φ(x) =
3
2

Ωm,0H
2
0 a

×
Z L

0

dx′

"
−L

2

(„
|x − x′|

L
− 1

2

«2

− 1
12

)#
δ(x′). (18)

The derivation of this integral expression is presented in Ap-
pendix A. Then, the force exerted on a mass element at the
position x is given by:

F (x) ≡ −∇xΦ(x)

= −3
2

Ωm,0H
2
0 a
hZ L

0

dx′ δ(x
′)

2

˘
Θ(x − x′) − Θ(x′ − x)

¯

+
1
L

Z L

0

dx′ x′ δ(x′)
i
, (19)

where the function Θ(x) represents the Heaviside step func-
tion. In the above, we used the fact that the fluctuation aver-
aged over the space becomes vanishing, i.e.,

R L

0
dx′ δ(x′) =

0. Taking the limit L → ∞, the above expression recovers
the well-known result in the case with the infinite space.

2.2 Initial condition and pre-collapse dynamics

In one-dimensional case, the so-called Zel’dovich approxima-
tion gives an exact solution for the dynamics of mass sheet
before shell-crossing. The Zel’dovich solution also provides
a natural basis for the cold initial condition. The solution is
given by

x(q; τ) = q + ψ(q) D+(τ), v(q; τ) = ψ(q)
dD+(τ)

dτ
. (20)

Here, the function D+ is the linear growth factor satisfying
the following equation:
»

d2

dτ2
− 3

2
Ωm,0H

2
0 a(τ)

–
D+(τ) = 0. (21)

Note that in terms of the cosmic time t, Eq. (21) is reduced
to the standard form of the linear evolution equation:
»

d2

dt2
+ 2H(t)

d
dt

− 3
2

Ωm,0H
2
0

a3(t)

–
D+(t) = 0. (22)

The Zel’dovich solution in Eq. (20) contains an arbitrary
function called displacement field, ψ(q), which is related
to the linear density field δL(q) given at a very early time
(τini → −∞ or tini → 0):

dψ(q)
dq

D+(τini) = −δL(q; τini) = −δL(q) D+(τini) (23)

Since the Zel’dovich solution is exact before the shell-
crossing, we do not necessarily assume that the evolved den-
sity field δ(x) is small. One may thus consider the situa-
tion that at the region around a Lagrangian coordinate q0,
the density field becomes large, and the region will undergo
the shell-crossing at the time τ0. The conditions for shell-
crossing are generally described by1

∂x
∂q

˛̨
˛̨
q0

= 0,
∂2x
∂q2

˛̨
˛̨
q0

= 0,
∂3x
∂q3

˛̨
˛̨
q0

> 0. (24)

Denoting the time of shell-crossing by τ0, we may expand the
solution (20) at τ0 around the shell-crossing region below:

x(q; τ0) ( q0 + ψ(q0)D+(τ0) +


1 +

dψ(q0)
dq0

D+(τ0)

ff
(q − q0)

+
X

n=2

1
n!

dnψ(q0)
dqn

0

D+(τ0) (q − q0)
n. (25)

Using Eq. (23), the conditions for shell-crossing [Eq. (24)]
imply that

δL(q0) =
1

D+(τ0)
,

dδL(q)
dq

˛̨
˛̨
q0

= 0,
d2δL(q)

dq2

˛̨
˛̨
q0

< 0. (26)

That is, the region where the shell-crossing takes place cor-
responds to the local density peak, and the conditions for
the shell-crossing are equivalent to the peak constraints.

3 PERTURBATIVE TREATMENT OF
POST-COLLAPSE DYNAMICS

We are interested in the dynamics of mass sheet after the
shell-crossing, when the Zel’dovich solution is no longer valid
and the dynamics is governed by the the multi-stream flow.
In this section, extending the work by Colombi (2015), we
develop the perturbative calculations to deal with the multi-
stream motion around the shell-crossing.

3.1 Post-collapse perturbation theory

The basic formalism to treat post-collapse dynamics is as
follows. Starting with the cold initial conditions in Sec. 2.2,
we first follow the pre-collapse dynamics with the exact
Zel’dovich solution. Then, at the regions undergoing the
shell-crossing, we switch to a perturbative treatment, and
compute the backreaction to the Zel’dovich flow, based on
an explicit functional form of the displacement field around
the shell-crossing region. To be precise, we compute the force
exerted at each position, extrapolating the Zel’dovich flow
from Eq. (19). Integrating the force over the time, we ob-
tain the correction of the velocity to the Zel’dovich motion
from Eq. (16). Further integrating the corrected velocity over

1 The shell-crossing point is the inflection point for the mapping
from Lagrangian to Eulerian frame.

MNRAS 000, 1–21 (2015)
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v(q; ⌧) ⌘ a v(q; t) =  (q)
dD+(⌧)

d⌧ (dτ ≡
dt
a2 )

シェルクロッシングまで厳密

（c.f. 流体近似では無限次の展開が必要）



１次元 ポストコラプス摂動論
シェルクロッシングを超える取り扱い
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Figure 2. Snapshots of phase-space structure (upper inset) and density profile (lower inset) for the single-cluster formation in Einstein-
de Sitter universe. For the initial density contrast given in Eq. (68), results of N -body simulations are depicted as red lines, while the
analytic results with Zel’dovich solution are shown in green dotted lines. The blue solid lines are the prediction with basic post-collapse
PT treatment.

Figure 3. Same as in Fig. 2, but the variants of the post-collapse PT calculation including the higher-order corrections are compared
with N -body simulations (red): higher-order continuous (cyan dot-dashed), higher-order (black dotted), and higher-order spline (dashed
magenta).
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でも近似解 → 高次の摂動計算が必要
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1 BASIC EQUATIONS

We begin by writing down equations of motion for mass
element, which have to be solved with Poisson equation:

ẍ+ 2Hẋ = − 1
a2

∇x φ(x), (1)

∇2
x φ(x) = 4πGa2ρm δ(x). (2)

Taking the divergence and rotation, Eq. (1) with a help
of Eq. (2) yield

∇x ·
[
ẍ+ 2Hẋ

]
= −4πG ρm δ, (3)

∇x ×
[
ẍ+ 2Hẋ

]
= 0. (4)

In what follows, using the Lagrangian coordinate, q,
we will describe the motion of mass element in Eulerian
space, x. Introducing the displacement field Ψ, the relation
between the Eulerian and Lagrangian positions is given by

x(q, t) = q +Ψ(q, t). (5)

In Lagrangian coordinate, mass element is supposed to be
homogeneously distributed, i.e., ρm dnq = ρm(x) dnx with n
being the space dimension. In this report, we shall consider
the n = 2 and 3 cases. The density field δ is expressed as

δ(x) =
ρm(x)
ρm

− 1 =

∣∣∣∣
∂x
∂q

∣∣∣∣
−1

− 1. (6)

Below, following Matsubara (2015), we will derive the
evolution equations for displacement field. To do this, for
convenience, we introduce the quantities J and J defined
by

Jij ≡ ∂xi

∂qj

= δij +Ψi,j(q), (7)

J ≡ det(J). (8)

Note that J and J−1 are expressed in terms of J as follows:

J =






1
6
εijkεpqrJipJjqJkr (3D)

1
2
εijεpqJipJjq (2D)

(9)

(J−1)ij =






1
2J

εjkpεiqr Jkq Jpr (3D)

1
J
εikεjl Jlk (2D)

(10)

Here, the quantities εijk and εij represent the 3D and 2D
Levi-Civita symbols, respectively. Properties of Levi-Civita
symbols are summarized as1

(3D) : ε123 = 1 = ε231 = ε312, ε132 = −1 = ε213 = ε312,
εijkεklm = δilδjm − δimδjl,
εilmεjlm = 2δij , εijkεijk = 6

(2D) : ε12 = 1 = −ε21,
εijεik = δjk, εijεij = 2

(11)

Using the Lagrangian quantities defined above, Eqs. (3)
and (4) are rewritten with

εikpεjqrJkqJpr

(
T̂ − 4πG

3
ρm

)
Jij + 8πGρm = 0, (12)

JijεjkpJqk T̂ Jqp = 0. (13)

in 3D case, and

εilεjkJlk

(
T̂ − 2πG ρm

)
Jij + 4πGρm = 0, (14)

εpkJqk T̂ Jqp = 0. (15)

1 Subscripts 1, 2 and,3 correspond to qx, qy and qz , respectively.

c© 2017 The Authors
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基礎
方程式

Longitudinal:

Transverse:

2 Authors

in 2D case. Here, the differential operator, T̂ , is defined as
T̂ f(t) ≡ f̈(t) + 2Hḟ(t).

Noting that Jij is expressed as Jij = δij + Ψi,j , the
evolution equations derived above are further recast as those
of longitudinal and transverse parts of displacement field,
i.e., ∇q · Ψ and ∇q × Ψ. The resultant equations become
summarized below:

3D! "
(
T̂ − 4πG ρm

)
Ψk,k

= −εijkεipq Ψj,p

(
T̂ − 2πG ρm

)
ψk,q

− 1
2
εijkεpqr Ψi,pΨj,q

(
T̂ − 4πG

3
ρm

)
Ψk,r,

(16)

εijk T̂ Ψj,k = −εijk Ψp,j T̂ Ψp,k. (17)# $
2D! "

(
T̂ − 4πG ρm

)
Ψk,k

= −εilεjk Ψl,k

(
T̂ − 2πG ρm

)
ψi,j (18)

εpq T̂ Ψq,p = −εpq Ψk,qT̂ Ψk,p. (19)# $
Note that Eqs. (16) and (17) correspond to Eqs. (19)

and (31) of Matsubara (2015).

2 LAGRANGIAN PERTURBATION THEORY

Eqs. (16)–(19) are the basis to perturbatively solve displace-
ment field in 3D and 2D. In this section, we develop a per-
turbative expansion of Ψ, and present analytic expressions
for perturbative solutions in a specific initial condition:

Ψ(q, t) = Ψ(1)(q, t) +Ψ(2)(q, t) +Ψ(3)(q, t) + · · · (20)

To derive the analytic expressions relevant for standard
ΛCDM model, we employ the Einstein-de Sitter approxi-
mation. In this approximation, all the time-dependent func-
tions obtained in the Einstein de-Sitter Universe, which are
expressed in terms of the scale factor a(t), are recast as the
function of linear growth factor D1 by simply replacing a
with D1. Let us introduce the new time variable η:

η ≡ lnD1(t). (21)

Substituting Eq. (20) into Eqs. (16)–(19), in the Einstein-de

Sitter approximation, the following recurrence relations for
displacement field are obtained:

3D! "
( ∂2

∂η2
+

1
2
∂
∂η

− 3
2

)
Ψ(n)

k,k

= −
∑

m1+m2=n

εijkεipq Ψ
(m1)
j,p

( ∂2

∂η2
+

1
2
∂
∂η

− 3
4

)
ψ(m2)

k,q

− 1
2

∑

m1+m2+m3=n

εijkεpqr Ψ
(m1)
i,p Ψ(m2)

j,q

×
( ∂2

∂η2
+

1
2
∂
∂η

− 1
2

)
Ψ(m3)

k,r , (22)

εijk
( ∂2

∂η2
+

1
2
∂
∂η

)
Ψ(n)

j,k

= −
∑

m1+m2=n

εijk Ψ
(m1)
p,j

( ∂2

∂η2
+

1
2
∂
∂η

)
Ψ(m2)

p,k . (23)

# $
2D! "

( ∂2

∂η2
+

1
2
∂
∂η

− 3
2

)
Ψ(n)

k,k

= −
∑

m1+m2=n

εilεjk Ψ
(m1)
l,k

( ∂2

∂η2
+

1
2
∂
∂η

− 3
4

)
ψ(m2)

i,j

(24)

εpq
( ∂2

∂η2
+

1
2
∂
∂η

)
Ψ(n)

q,p

= −
∑

m1+m2=n

εpq Ψ
(m1)
k,q

( ∂2

∂η2
+

1
2
∂
∂η

)
Ψ(m2)

k,p . (25)

# $
Eqs. (22) and (23) exactly coincide with Eqs. (60) and

(61) of Matsubara (2015). The longitudinal- and transverse-
mode of the displacement field have different linear differen-
tial operators (at left-hand-side). To derive the higher-order
growth functions, the following Green functions are useful:

GL(η1, η2) =
2
5

(
eη1−η2 − e−(3/2)(η1−η2)

)
Θ(η1 − η2). (26)

for longitudinal mode, and

GT(η1, η2) = 2
(
1− e−(1/2)(η1−η2)

)
Θ(η1 − η2). (27)

for transverse mode. It is easy to check that these functions
satisfy G(η, η) = 0 and d

dηG(η1, η2)|η1=η2 = 1.
Below, we first give a linear-order displacement field

as initial condition. Then explicit forms of the higher-order
displacement fields are derived up to third order.

2.1 Initial condition (first order)

We consider the initial condition set at t = t0. For an an-
alytically tractable initial condition, the displacement field
is assumed to have a simple sinusoidal form with periodic
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in 2D case. Here, the differential operator, T̂ , is defined as
T̂ f(t) ≡ f̈(t) + 2Hḟ(t).

Noting that Jij is expressed as Jij = δij + Ψi,j , the
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(
T̂ − 4πG

3
ρm

)
Ψk,r,

(16)
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2D! "

(
T̂ − 4πG ρm

)
Ψk,k

= −εilεjk Ψl,k

(
T̂ − 2πG ρm
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ψi,j (18)

εpq T̂ Ψq,p = −εpq Ψk,qT̂ Ψk,p. (19)# $
Note that Eqs. (16) and (17) correspond to Eqs. (19)

and (31) of Matsubara (2015).
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3D! "
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∂η2
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1
2
∂
∂η

− 3
2
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Ψ(n)

k,k

= −
∑

m1+m2=n

εijkεipq Ψ
(m1)
j,p

( ∂2

∂η2
+

1
2
∂
∂η

− 3
4

)
ψ(m2)

k,q

− 1
2

∑

m1+m2+m3=n

εijkεpqr Ψ
(m1)
i,p Ψ(m2)

j,q

×
( ∂2

∂η2
+

1
2
∂
∂η

− 1
2

)
Ψ(m3)

k,r , (22)

εijk
( ∂2

∂η2
+

1
2
∂
∂η

)
Ψ(n)

j,k

= −
∑

m1+m2=n

εijk Ψ
(m1)
p,j

( ∂2

∂η2
+

1
2
∂
∂η

)
Ψ(m2)

p,k . (23)

# $
2D! "

( ∂2

∂η2
+

1
2
∂
∂η

− 3
2

)
Ψ(n)

k,k
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m1+m2=n

εilεjk Ψ
(m1)
l,k

( ∂2

∂η2
+

1
2
∂
∂η

− 3
4

)
ψ(m2)

i,j

(24)

εpq
( ∂2

∂η2
+

1
2
∂
∂η

)
Ψ(n)

q,p

= −
∑

m1+m2=n

εpq Ψ
(m1)
k,q

( ∂2

∂η2
+

1
2
∂
∂η

)
Ψ(m2)

k,p . (25)

# $
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To derive the analytic expressions relevant for standard
ΛCDM model, we employ the Einstein-de Sitter approxi-
mation. In this approximation, all the time-dependent func-
tions obtained in the Einstein de-Sitter Universe, which are
expressed in terms of the scale factor a(t), are recast as the
function of linear growth factor D1 by simply replacing a
with D1. Let us introduce the new time variable η:

η ≡ lnD1(t). (21)

Substituting Eq. (20) into Eqs. (16)–(19), in the Einstein-de

Sitter approximation, the following recurrence relations for
displacement field are obtained:
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Eqs. (22) and (23) exactly coincide with Eqs. (60) and

(61) of Matsubara (2015). The longitudinal- and transverse-
mode of the displacement field have different linear differen-
tial operators (at left-hand-side). To derive the higher-order
growth functions, the following Green functions are useful:

GL(η1, η2) =
2
5

(
eη1−η2 − e−(3/2)(η1−η2)

)
Θ(η1 − η2). (26)

for longitudinal mode, and

GT(η1, η2) = 2
(
1− e−(1/2)(η1−η2)

)
Θ(η1 − η2). (27)

for transverse mode. It is easy to check that these functions
satisfy G(η, η) = 0 and d

dηG(η1, η2)|η1=η2 = 1.
Below, we first give a linear-order displacement field

as initial condition. Then explicit forms of the higher-order
displacement fields are derived up to third order.

2.1 Initial condition (first order)

We consider the initial condition set at t = t0. For an an-
alytically tractable initial condition, the displacement field
is assumed to have a simple sinusoidal form with periodic
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in 2D case. Here, the differential operator, T̂ , is defined as
T̂ f(t) ≡ f̈(t) + 2Hḟ(t).

Noting that Jij is expressed as Jij = δij + Ψi,j , the
evolution equations derived above are further recast as those
of longitudinal and transverse parts of displacement field,
i.e., ∇q · Ψ and ∇q × Ψ. The resultant equations become
summarized below:
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Note that Eqs. (16) and (17) correspond to Eqs. (19)

and (31) of Matsubara (2015).

2 LAGRANGIAN PERTURBATION THEORY

Eqs. (16)–(19) are the basis to perturbatively solve displace-
ment field in 3D and 2D. In this section, we develop a per-
turbative expansion of Ψ, and present analytic expressions
for perturbative solutions in a specific initial condition:

Ψ(q, t) = Ψ(1)(q, t) +Ψ(2)(q, t) +Ψ(3)(q, t) + · · · (20)

To derive the analytic expressions relevant for standard
ΛCDM model, we employ the Einstein-de Sitter approxi-
mation. In this approximation, all the time-dependent func-
tions obtained in the Einstein de-Sitter Universe, which are
expressed in terms of the scale factor a(t), are recast as the
function of linear growth factor D1 by simply replacing a
with D1. Let us introduce the new time variable η:

η ≡ lnD1(t). (21)

Substituting Eq. (20) into Eqs. (16)–(19), in the Einstein-de

Sitter approximation, the following recurrence relations for
displacement field are obtained:
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Eqs. (22) and (23) exactly coincide with Eqs. (60) and

(61) of Matsubara (2015). The longitudinal- and transverse-
mode of the displacement field have different linear differen-
tial operators (at left-hand-side). To derive the higher-order
growth functions, the following Green functions are useful:

GL(η1, η2) =
2
5

(
eη1−η2 − e−(3/2)(η1−η2)

)
Θ(η1 − η2). (26)

for longitudinal mode, and

GT(η1, η2) = 2
(
1− e−(1/2)(η1−η2)

)
Θ(η1 − η2). (27)

for transverse mode. It is easy to check that these functions
satisfy G(η, η) = 0 and d

dηG(η1, η2)|η1=η2 = 1.
Below, we first give a linear-order displacement field

as initial condition. Then explicit forms of the higher-order
displacement fields are derived up to third order.

2.1 Initial condition (first order)

We consider the initial condition set at t = t0. For an an-
alytically tractable initial condition, the displacement field
is assumed to have a simple sinusoidal form with periodic
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in 2D case. Here, the differential operator, T̂ , is defined as
T̂ f(t) ≡ f̈(t) + 2Hḟ(t).

Noting that Jij is expressed as Jij = δij + Ψi,j , the
evolution equations derived above are further recast as those
of longitudinal and transverse parts of displacement field,
i.e., ∇q · Ψ and ∇q × Ψ. The resultant equations become
summarized below:
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Note that Eqs. (16) and (17) correspond to Eqs. (19)

and (31) of Matsubara (2015).

2 LAGRANGIAN PERTURBATION THEORY

Eqs. (16)–(19) are the basis to perturbatively solve displace-
ment field in 3D and 2D. In this section, we develop a per-
turbative expansion of Ψ, and present analytic expressions
for perturbative solutions in a specific initial condition:

Ψ(q, t) = Ψ(1)(q, t) +Ψ(2)(q, t) +Ψ(3)(q, t) + · · · (20)

To derive the analytic expressions relevant for standard
ΛCDM model, we employ the Einstein-de Sitter approxi-
mation. In this approximation, all the time-dependent func-
tions obtained in the Einstein de-Sitter Universe, which are
expressed in terms of the scale factor a(t), are recast as the
function of linear growth factor D1 by simply replacing a
with D1. Let us introduce the new time variable η:

η ≡ lnD1(t). (21)

Substituting Eq. (20) into Eqs. (16)–(19), in the Einstein-de

Sitter approximation, the following recurrence relations for
displacement field are obtained:
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Eqs. (22) and (23) exactly coincide with Eqs. (60) and

(61) of Matsubara (2015). The longitudinal- and transverse-
mode of the displacement field have different linear differen-
tial operators (at left-hand-side). To derive the higher-order
growth functions, the following Green functions are useful:

GL(η1, η2) =
2
5

(
eη1−η2 − e−(3/2)(η1−η2)

)
Θ(η1 − η2). (26)

for longitudinal mode, and

GT(η1, η2) = 2
(
1− e−(1/2)(η1−η2)

)
Θ(η1 − η2). (27)

for transverse mode. It is easy to check that these functions
satisfy G(η, η) = 0 and d

dηG(η1, η2)|η1=η2 = 1.
Below, we first give a linear-order displacement field

as initial condition. Then explicit forms of the higher-order
displacement fields are derived up to third order.

2.1 Initial condition (first order)

We consider the initial condition set at t = t0. For an an-
alytically tractable initial condition, the displacement field
is assumed to have a simple sinusoidal form with periodic
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一価性を仮定
x(q, t) = q + (q, t),

変移場ベクトル

３次元系
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とはいえ、変移場ベクトルを再構築するのは一般に容易ではない

（シングルストリーム）

Levi-civita symbol



初期条件とセットアップ

Figure 1 – Panneau du haut : densité projetée obtenue à la fin de la si-
mulation (c) de la Table 1. Les tranches correspondant aux plans x = 0,
y = 0 et z = 0 sont représentées. Panneau du bas : profil logarithmique de
la densité radiale ⇢(r) mesuré à di↵érent temps dans la simulation du pan-
neau de gauche (courbes en continu, pointillés et tirets). La courbe en tirets
correspond au temps dynamique représenté dans le panneau de gauche. Pour
indication, la pente �1.7 est montrée en rouge. A titre de comparaison, la
densité mesurée dans la simulation de très haute résolution (g) est représentée
par une courbe orange, à comparer directement à la courbe continue.
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2次～5次までの摂動解
変移場ベクトルのx成分： 解析表式
2次

3次

4次

5次



6次の摂動解
変移場ベクトルのx成分： 解析表式



7次の摂動解
解析表式変移場ベクトルのx成分：



8次の摂動解
解析表式変移場ベクトルのx成分：



10次の摂動解
解析表式変移場ベクトルのx成分：
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Resolving numerically Vlasov–Poisson equations for initially cold systems can be reduced 
to following the evolution of a three-dimensional sheet evolving in six-dimensional phase-
space. We describe a public parallel numerical algorithm consisting in representing the 
phase-space sheet with a conforming, self-adaptive simplicial tessellation of which the 
vertices follow the Lagrangian equations of motion. The algorithm is implemented both in 
six- and four-dimensional phase-space. Refinement of the tessellation mesh is performed 
using the bisection method and a local representation of the phase-space sheet at second 
order relying on additional tracers created when needed at runtime. In order to preserve 
in the best way the Hamiltonian nature of the system, refinement is anisotropic and 
constrained by measurements of local Poincaré invariants. Resolution of Poisson equation 
is performed using the fast Fourier method on a regular rectangular grid, similarly to 
particle in cells codes. To compute the density projected onto this grid, the intersection 
of the tessellation and the grid is calculated using the method of Franklin and Kankanhalli 
[65–67] generalised to linear order. As preliminary tests of the code, we study in four 
dimensional phase-space the evolution of an initially small patch in a chaotic potential 
and the cosmological collapse of a fluctuation composed of two sinusoidal waves. We also 
perform a “warm” dark matter simulation in six-dimensional phase-space that we use to 
check the parallel scaling of the code.

 2016 Elsevier Inc. All rights reserved.

1. Introduction

Stars in galaxies and dark matter in the Universe can be described as a smooth self-gravitating collisionless fluid follow-
ing Vlasov–Poisson equations,

∂ f
∂t

+ u.∇r f − ∇rφ.∇u f = 0, (1)

#rφ = 4πGρ = 4πG
∫

f (r,u, t) d3u, (2)
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力の計算

•標準的なリープフロッグ法によるヴァーテックスの運動積分

•グリッド密度場への厳密公式による射影 FFTによるポア
ソンソルバー

Phase-space sheet tesselation: 3D

Phase-space sheet tesselation: 3D

分布関数は６次元位相空間中の３次元超曲面で表される

github上でコードも公開 https://github.com/thierry-sousbie/dice
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結果：位相空間

Cold dark matter structure around collapse 7

Figure 2. Phase-space structure for two and three sine waves initial conditions at collapse time: Q1D-2SIN (top left), ANI-2SIN (center left), SYM-2SIN (bottom

left), Q1D-3SIN (top right), ANI-3SIN (center right), and SYM-3SIN (bottom right). The intersection of the phase-space sheet with the y = 0 plane for two
sine waves and y = z = 0 hyper-plane for three sine waves is displayed in (x, vx ) subspace. Simulation results are compared to standard LPT predictions,
that are supplemented with the blue line, denoted by “EXT”, which corresponds to the formal extrapolation to infinite order proposed by STC18 and sketched
in Sec. 4.1 for the collapse time. For completeness, the quasi one-dimensional approach (Rampf & Frisch 2017), denoted by Q1D, is also presented (see
Appendix B for details).

radial velocity dispersion v2
r , and infall velocity �vr are given by

⇢(r, t)/⇢̄ =
D
J�1(q, t)

E
⌦
, (4.2)

v2(r, t) =
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D
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, (4.4)
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J�1(q, t) (v(q, t) · x̂)

↵
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J�1(q, t)

↵
⌦

, (4.5)

where x̂ = x/r and r = |x | is the radial coordinate. In these
equations, we used the angle average defined by

h f (q)i⌦ =
π

d✓
2⇡

f (q)|x=x(q,t) , (4.6)

for two sine waves initial conditions, and

h f (q)i⌦ =
π

sin ✓d✓d�
4⇡

f (q)|x=x(q,t) , (4.7)

for three sine wave initial conditions. It is important to note that
the angular coordinates ✓ and � in the integrands are the Eulerian
coordinates, and the integrands should be evaluated in terms of the
Eulerian coordinate by solving the equation x = x(q, t).

To complete the analyses, we also study the pseudo phase-space
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sine waves and y = z = 0 hyper-plane for three sine waves is displayed in (x, vx ) subspace. Simulation results are compared to standard LPT predictions,
that are supplemented with the blue line, denoted by “EXT”, which corresponds to the formal extrapolation to infinite order proposed by STC18 and sketched
in Sec. 4.1 for the collapse time. For completeness, the quasi one-dimensional approach (Rampf & Frisch 2017), denoted by Q1D, is also presented (see
Appendix B for details).
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結果：位相空間
take-home message

•また、3軸同時のシェルクロッシングでも、

•一般に、３つの軸の振幅が同程度になるにつれ、

•とはいえ、振幅が全て３つの軸とも異なる場合

摂動展開の収束性は悪化

高次摂動計算（10次）でシミュレーションを再現

10次までの展開収束性を外挿することで再現可能

xLPT(q) = a +
1

b + c exp(d ne)
⟶ a

n → ∞  ：フィッティ
ングパラメーター

a ∼ e

ϵ3D ≡ (
ϵy

ϵx
,

ϵz

ϵx
)

ϵ3D → (1,1)

ϵ3D ≠ (1,1)

各ラグランジュ
点に対して

ϵ3D = (1,1)
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Figure 4. Same as Fig. 3 but for the three sine waves initial conditions, from
left to right, Q1D-3SIN [✏3D = (1/6, 1/8)], ANI-3SIN [✏3D = (3/4, 1/2)],
and SYM-3SIN [✏3D = (1, 1)], respectively. Note that in SYM-3SIN, the
closest snapshot from collapse we had at disposal from our Vlasov runs,
âsc = 0.03190, is significantly beyond actual shell-crossing time estimated
by the method described in Sec. A2, asc = 0.03155, which explains some
discrepancies between the theory and the simulation at small radii.

radii by Taylor expanding the equations of motion up to third order
in the Lagrangian coordinate q. For our sine-wave configurations,
whatever the order n of the perturbation order,1 three kinds of singu-
larities are expected at shell-crossing, as summarized in Table 2: the
classic one-dimensional pancake with a power-law profile at small

1 Strictly speaking, our calculations are performed for n  10, but it is
reasonable to expect that the result applies to arbitrary order.

Figure 5. Same as Fig. 3 but all analytical predictions are evaluated at
individual shell-crossing times computed at each perturbation order.

radii of the form (S1) ⇢(r) / r�2/3, valid for all the configurations
expect SYM-2SIN and SYM-3SIN; then (S2) ⇢(r) / r�4/3 and
(S3) ⇢(r) / r�2, for SYM-2SIN and SYM-3SIN, respectively. On
the other hand, velocities are expected to follow the same power-law
pattern whatever initial conditions or dimensionality, with logarith-
mic slopes equal to 2/3, 2/3, and 1/3 respectively, for v2, v2

r , and
�vr , which in turn implies Q(r) / r�7/3 for SYM-2SIN, r�3 for
SYM-3SIN, and r�5/3 for other configurations.

Figs. 3 and 4 consider LPT predictions for perturbation order n
calculated at “exact” theoretical collapse time a1sc and not at individ-
ual collapse time a(n)sc at this perturbation order, so shell-crossing is
not reached exactly, but gets nearer as n increases. Consequently, the
asymptotic slope is only approached approximately, and better so
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Figure 2. Phase-space structure for two and three sine waves initial conditions at collapse time: Q1D-2SIN (top left), ANI-2SIN (center left), SYM-2SIN (bottom

left), Q1D-3SIN (top right), ANI-3SIN (center right), and SYM-3SIN (bottom right). The intersection of the phase-space sheet with the y = 0 plane for two
sine waves and y = z = 0 hyper-plane for three sine waves is displayed in (x, vx ) subspace. Simulation results are compared to standard LPT predictions,
that are supplemented with the blue line, denoted by “EXT”, which corresponds to the formal extrapolation to infinite order proposed by STC18 and sketched
in Sec. 4.1 for the collapse time. For completeness, the quasi one-dimensional approach (Rampf & Frisch 2017), denoted by Q1D, is also presented (see
Appendix B for details).

radial velocity dispersion v2
r , and infall velocity �vr are given by

⇢(r, t)/⇢̄ =
D
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E
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, (4.5)

where x̂ = x/r and r = |x | is the radial coordinate. In these
equations, we used the angle average defined by

h f (q)i⌦ =
π

d✓
2⇡

f (q)|x=x(q,t) , (4.6)

for two sine waves initial conditions, and

h f (q)i⌦ =
π

sin ✓d✓d�
4⇡

f (q)|x=x(q,t) , (4.7)

for three sine wave initial conditions. It is important to note that
the angular coordinates ✓ and � in the integrands are the Eulerian
coordinates, and the integrands should be evaluated in terms of the
Eulerian coordinate by solving the equation x = x(q, t).

To complete the analyses, we also study the pseudo phase-space
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動径密度

速度分散

擬位相空間密度

Q1D-3SIN ANI-3SIN SYM-3SIN

ρ(r)
ρ

= ⟨J−1(q)⟩Ω

v2(r) =
⟨J−1(q)v2(q)⟩Ω

⟨J−1(q)⟩Ω

J =
∂x
∂q ：球平均⟨⋯⟩Ω

速度分散は密度よ
り収束性が悪い

Q(r) =
ρ(r)/ρ
v3(r)

Saga, AT & Colombi 
(in prep.)



結果：シェルクロッシング直後
２次元射影密度分布

摂動計算をバリステ
ィック近似で外挿：

x(q, t) ≃ x(q, tsc)

20 S.Saga et al.

Figure 14. Slices of the projected density shortly after shell-crossing: comparison of LPT using ballistic approximation to Vlasov runs. The left and right

groups of nine panels correspond respectively to Q1D-3SIN (top, middle and bottom line of panels: x = �1.55⇥10�4, y = �1.17⇥10�3 and z = �1.56⇥10�3

slice) and ANI-3SIN (x = �5.16 ⇥ 10�4, y = �2.15 ⇥ 10�4 and z = �5.47 ⇥ 10�4 slice), while the bottom group of three panels corresponds to SYM-3SIN
(z = �1.17⇥ 10�5 slice). On each group of panels, left, middle and right columns give respectively the 2nd order LPT prediction, the 10th order LPT prediction
and the Vlasov code measurements. Due to the symmetry of the system for SYM-3SIN, only one slice is shown for the bottom panels.
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Figure 16. Vorticity components shortly after shell-crossing: comparison of LPT with the ballistic approximation to Vlasov runs for Q1D-3SIN. The two-
dimensional slices are the same as those shown in the top left group of nine panels of Fig. 14, except that the slice considered changes from left to right,
while the vorticity component changes from top to bottom. Again, on each line of three panels, 2LPT (left panel) and 10LPT (middle panel) are compared to
simulation measurements (right panel).

Figure 17. Same as Fig. 16, but for ANI-3SIN. The two-dimensional slices considered are the same as in the top right group of nine panels of Fig. 14.
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simulation measurements (right panel).

Figure 17. Same as Fig. 16, but for ANI-3SIN. The two-dimensional slices considered are the same as in the top right group of nine panels of Fig. 14.
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Figure 18. Same as Fig. 16, but for SYM-3SIN. Due to the symmetry of the
initial conditions, only a x-y slice is shown, which is the same as in bottom
three panels of Fig. 14.

A3 Caustics

Caustics are regions where the determinant J of the Jacobian ma-
trix changes sign. At linear order in the local description of the
phase-space sheet, geometrically this means that the orientation of
the simplex changes in configuration space, which allows one to
define unambiguously regions corresponding to the intersections of
simplices with J � 0 and simplices with J < 0, where the sign of
J is directly estimated from the current orientation of the simplex
with respect to the original one. This is actually performed dur-
ing runtime by ColDICE which can output caustics directly when
needed. In 2D, the phase-space sheet is composed of a tessellation
of triangles, hence the caustics estimated this way are given by sets
of segments of which the ends are shown in Fig. 11. In 3D, the
caustics are given by sets of triangles, of which we compute the
intersection with the y = z = 0 plane to get again a set of segments
of which the extremities are shown in Fig. 12. Because we are us-
ing a leading order approach, the caustic lines or surfaces are not
necessarily smooth but should trace accurately enough the actual
caustics for the purpose of this work.

A4 Radial profiles

To measure radial profiles in logarithmic bins, each simplex is re-
placed with a large number of particles as explained for the 3D
case in Appendix A2 of C21. We refer to this work for the reader
interested in the details of this procedure, that we straightforwardly
generalized to the 2D case.

A5 Density field and vorticity: from linear to quadratic order

In this section, we aim to compute the following quantities:

• the jacobian of the transformation between initial and final
coordinates, J(q) as defined in equation (2.7);

• the Lagrangian projected density ⇢L(q) defined in equation
(5.3);

• the total Eulerian projected density, which stems from the su-
perposition of one or more folds of the phase-space sheet, as de-
scribed by equation (5.5);

• the Eulerian velocity field, given by equation (5.6);
• the vorticity, !2D and !3D, defined in equations (5.7) and

(5.8). Again, because the acceleration derives from a potential, local
vorticity on each phase-space sheet fold cancels. Only nonlinear
superposition of phase-space sheet folds contained in the first term
of these equations induces non-zero vorticity, while the second term
should not contribute, although we shall take it into account in our
numerical calculations.

In what follows, we explain how to compute the various quantities
defined above by exploiting the decomposition in simplices of the
phase-space sheet by ColDICE. In § A5.1, we introduce barycentric
coordinates, which are useful to define the position of any point
inside each simplex. In § A5.2, we show how the barycentric coor-
dinates can be used to perform calculations at the linear level inside
each simplex, in particular partial derivatives of a function, as al-
ready discussed for instance by Hahn et al. (2015). In § A5.3, we
generalize the procedure to the case when a quadratic description
of the phase-space sheet is available. Finally, in § A5.4, we describe
the way we sample various quantities described above on an high
resolution cartesian grid, by using proper sets of sampling particles
associated to each simplex.

A5.1 Barycentric coordinates

Since the phase-space sheet is sampled with simplices, it is useful
to define a well known local system of coordinates on each simplex.
Given the positions Xk , k = 1, · · · ,Ns of the simplex vertices, with
Ns = D + 1 where D is dimension of configuration space, and a
function g(X), one can define the following linear interpolation

glinear(X) =
Ns’
k=1
⇠kgk, (A2)

for

X = X linear ⌘
Ns’
k=1
⇠kXk, (A3)

where the barycentric coordinates ⇠k are positive quantities verify-
ing ⇠k = 1, ⇠k0,k = 0, for X = Xk and

Õ
k ⇠k = 1. When working

in Lagrangian space, the space of initial positions, the phase-space
sheet is flat and the linear interpolation

Qlinear =
Ns’
k=1
⇠kQk (A4)

is exact. In what follows, we shall therefore use equation (A4) to
define barycentric coordinates. With this definition of ⇠k , this means
that at given time t, equation (A3) remains valid, but only at the
linear level, since dynamical evolution of the phase-space sheet
produces curvature.
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Figure 18. Same as Fig. 16, but for SYM-3SIN. Due to the symmetry of the
initial conditions, only a x-y slice is shown, which is the same as in bottom
three panels of Fig. 14.
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phase-space sheet, geometrically this means that the orientation of
the simplex changes in configuration space, which allows one to
define unambiguously regions corresponding to the intersections of
simplices with J � 0 and simplices with J < 0, where the sign of
J is directly estimated from the current orientation of the simplex
with respect to the original one. This is actually performed dur-
ing runtime by ColDICE which can output caustics directly when
needed. In 2D, the phase-space sheet is composed of a tessellation
of triangles, hence the caustics estimated this way are given by sets
of segments of which the ends are shown in Fig. 11. In 3D, the
caustics are given by sets of triangles, of which we compute the
intersection with the y = z = 0 plane to get again a set of segments
of which the extremities are shown in Fig. 12. Because we are us-
ing a leading order approach, the caustic lines or surfaces are not
necessarily smooth but should trace accurately enough the actual
caustics for the purpose of this work.

A4 Radial profiles

To measure radial profiles in logarithmic bins, each simplex is re-
placed with a large number of particles as explained for the 3D
case in Appendix A2 of C21. We refer to this work for the reader
interested in the details of this procedure, that we straightforwardly
generalized to the 2D case.

A5 Density field and vorticity: from linear to quadratic order

In this section, we aim to compute the following quantities:

• the jacobian of the transformation between initial and final
coordinates, J(q) as defined in equation (2.7);

• the Lagrangian projected density ⇢L(q) defined in equation
(5.3);

• the total Eulerian projected density, which stems from the su-
perposition of one or more folds of the phase-space sheet, as de-
scribed by equation (5.5);

• the Eulerian velocity field, given by equation (5.6);
• the vorticity, !2D and !3D, defined in equations (5.7) and

(5.8). Again, because the acceleration derives from a potential, local
vorticity on each phase-space sheet fold cancels. Only nonlinear
superposition of phase-space sheet folds contained in the first term
of these equations induces non-zero vorticity, while the second term
should not contribute, although we shall take it into account in our
numerical calculations.

In what follows, we explain how to compute the various quantities
defined above by exploiting the decomposition in simplices of the
phase-space sheet by ColDICE. In § A5.1, we introduce barycentric
coordinates, which are useful to define the position of any point
inside each simplex. In § A5.2, we show how the barycentric coor-
dinates can be used to perform calculations at the linear level inside
each simplex, in particular partial derivatives of a function, as al-
ready discussed for instance by Hahn et al. (2015). In § A5.3, we
generalize the procedure to the case when a quadratic description
of the phase-space sheet is available. Finally, in § A5.4, we describe
the way we sample various quantities described above on an high
resolution cartesian grid, by using proper sets of sampling particles
associated to each simplex.

A5.1 Barycentric coordinates

Since the phase-space sheet is sampled with simplices, it is useful
to define a well known local system of coordinates on each simplex.
Given the positions Xk , k = 1, · · · ,Ns of the simplex vertices, with
Ns = D + 1 where D is dimension of configuration space, and a
function g(X), one can define the following linear interpolation

glinear(X) =
Ns’
k=1
⇠kgk, (A2)

for

X = X linear ⌘
Ns’
k=1
⇠kXk, (A3)

where the barycentric coordinates ⇠k are positive quantities verify-
ing ⇠k = 1, ⇠k0,k = 0, for X = Xk and

Õ
k ⇠k = 1. When working

in Lagrangian space, the space of initial positions, the phase-space
sheet is flat and the linear interpolation

Qlinear =
Ns’
k=1
⇠kQk (A4)

is exact. In what follows, we shall therefore use equation (A4) to
define barycentric coordinates. With this definition of ⇠k , this means
that at given time t, equation (A3) remains valid, but only at the
linear level, since dynamical evolution of the phase-space sheet
produces curvature.
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S. Colombi: Phase-space structure of protohalos: Vlasov versus particle-mesh

“CDM”, halo 1, Lsub=1.5pc, a=0.110

“CDM”, halo 2, Lsub=1.25pc, a=0.110

“CDM”, halo 3, Lsub=4pc, a=0.067

Sine waves, !=(1,1), Lsub=0.1L, a=0.040

Sine waves, !=(3/4,1/2), Lsub=0.1L, a=0.045

Sine waves, !=(1/6,1/8), Lsub=0.1L, a=0.110

Fig. 2. Three-dimensional spatial density ⇢(x) in typical configurations of protohalos studied in this work for the final snapshots of our highest force
resolution Vlasov runs. Left panels: initial conditions given by three crossed sine waves (from top to bottom): VLA-SYM-HRS with ✏ = (1, 1),
VLA-ANI2-HRS with ✏ = (3/4, 1/2), and VLA-Q1D-HR with ✏ = (1/6, 1/8). Right panels: protohalos extracted from our ‘CDM’ runs. Top

two panels: halo 1 and halo 2, extracted from VLA-CDM12.5-HR, respectively and bottom panel: halo 3, extracted from VLA-CDM25-HR.
The size of the subvolume on display as well as the expansion factor value are indicated in each panel. The spatial resolution scale in the left

panels is "r = L/512 ' 0.002L, which represents about 1/51 of the subcube size; in the two upper right panels, "r = L/512 ' 0.025 pc h
�1,

which corresponds respectively to about 1/61 and 1/51 of the subcube size in the top right and middle right panels; in the bottom right panel,
"r = L/512 ' 0.05 pc h

�1, which corresponds to about 1/82 of the subcube size.

ng, and for mass resolution analyses by considering di↵erent val-
ues of ns and np. In addition, as discussed in Sects. 3 and 4 below,
an asymmetry can appear during runtime in ColDICE because of
very small but cumulative rounding errors when projecting the

tessellation on the computational mesh due to the exact super-
position of the tessellation and the mesh. To try to remedy this,
a shift by half a voxel size is applied to the initial conditions
of the three-sine-wave simulations for some of the Vlasov runs
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シェルクロッシング後の進化
ヴラソフ-ポアソンシミュレーションの結果

Q1D-3SIN
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Fig. 14. Phase-space slice. Early time evolution of three-sine-wave simulations with various amplitudes. Except for the last row of panels which
is dedicated to PM simulations, the Vlasov runs with ✏ = (1/6, 1/8), (3/4, 1/2), and (1, 1) are considered in the left, middle, and right columns,
respectively, with time augmenting from top to bottom, starting shortly after the first shell crossing. In the two top rows of panels, the highest
resolution Vlasov runs with ng = ns = 512 are under scrutiny, when available, namely VLA-ANI2-FHR and VLA-SYM-FHR in the middle

and right columns, otherwise, VLA-Q1D-HR, VLA-ANI2-HRS, and VLA-SYM-HRS are considered, respectively for the left, middle, and right

column, with Ng = 512 and ns = 256. To complete the figure, the last row of panels shows, at the same time as the fourth row, the results obtained
from our highest resolution PM runs, with ng = np = 1024, namely (from left to right), PM-Q1D-UHR, PM-ANI2-UHR, and PM-SYM-UHR. In
this case is considered, as in Figs. 10–12, a very thin slice of particles with (y, z) 2 [�5 ⇥ 10�4, 5 ⇥ 10�4] as tracers of the phase-space sheet.

A66, page 22 of 35

ANI-3SINQ1D-3SIN SYM-3SIN

Colombi (’21)

ANI-3SIN

SYM-3SIN

位相空間で
の時間進化

3次元密度
分布の断面

中心付近をク
ローズアップ
（y=z=0）



S. Colombi: Phase-space structure of protohalos: Vlasov versus particle-mesh

Fig. 19. Time evolution of the radial density profile (left) and of the pseudo phase-space density (right). Top two panels: results obtained for the
three-sine-wave simulations for di↵erent values of ✏. Three regimes are considered: early time, mid time (multiplied by a factor 2 for clarity on
left panel), and late time (multiplied by a factor 7 in the left panel), as detailed in Table 2. The continuous curves of various colours correspond to
the highest resolution PM runs, namely PM-Q1D-UHR, PM-ANI1-HR, PM-ANI2-UHR, PM-ANI3-HR, and PM-SYM-UHR in Table 1. Only the
parts of the curves that are not supposed to be influenced by force softening are shown. In addition, the dashed curves of the same colour provide
the measurements obtained at early time in high resolution Vlasov simulations, namely VLA-Q1D-HR, VLA-ANI1-HRS, VLA-ANI2-HR, VLA-
ANI3-HRS, and VLA-SYM-HR. To emphasise the very clear power-law behaviour present at early time, the quantity actually displayed in the
left panel is r

↵⇢(r), with ↵ = 1.6. In addition, the thin lines indicate di↵erent slopes, in particular ⇢(r) / r
�2.25 and Q(r) / r

�1.875, as predicted
by the secondary spherical infall model; the dashed curves show Einasto profiles with parameters given in Table 4; finally, the three close very
thin lines in the top left panel also indicate small variations in the logarithmic slope: ↵ = 1.5, 1.6, and 1.7. Next two rows of panels: as in the
two top rows, but respectively for halos 1 and 2 extracted from the ‘CDM’ runs with L = 12.5 pc h

�1. Several values of the expansion factor are
considered to show various stages of the evolution. Again, the continuous curves of various colours correspond to the PM run PM-CDM12.5-HR.
They become thinner at small scales, where force softening is thought to influence the results. The dashed curves of the same colour correspond
to Vlasov simulations of the highest possible resolution available, namely VLA-CDM12.5-HR for a = 0.084 and 0.11, VLA-CDM12.5-MR for
a = 0.12, and VLA-CDM12.5-LR for a = 0.16. Mergers, which induce a temporary flattening of the density profile, are emphasised by thin lines
with ↵ = 0.
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Fig. 2. Three-dimensional spatial density ⇢(x) in typical configurations of protohalos studied in this work for the final snapshots of our highest force
resolution Vlasov runs. Left panels: initial conditions given by three crossed sine waves (from top to bottom): VLA-SYM-HRS with ✏ = (1, 1),
VLA-ANI2-HRS with ✏ = (3/4, 1/2), and VLA-Q1D-HR with ✏ = (1/6, 1/8). Right panels: protohalos extracted from our ‘CDM’ runs. Top

two panels: halo 1 and halo 2, extracted from VLA-CDM12.5-HR, respectively and bottom panel: halo 3, extracted from VLA-CDM25-HR.
The size of the subvolume on display as well as the expansion factor value are indicated in each panel. The spatial resolution scale in the left

panels is "r = L/512 ' 0.002L, which represents about 1/51 of the subcube size; in the two upper right panels, "r = L/512 ' 0.025 pc h
�1,

which corresponds respectively to about 1/61 and 1/51 of the subcube size in the top right and middle right panels; in the bottom right panel,
"r = L/512 ' 0.05 pc h

�1, which corresponds to about 1/82 of the subcube size.

ng, and for mass resolution analyses by considering di↵erent val-
ues of ns and np. In addition, as discussed in Sects. 3 and 4 below,
an asymmetry can appear during runtime in ColDICE because of
very small but cumulative rounding errors when projecting the

tessellation on the computational mesh due to the exact super-
position of the tessellation and the mesh. To try to remedy this,
a shift by half a voxel size is applied to the initial conditions
of the three-sine-wave simulations for some of the Vlasov runs
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ヴラソフ-ポアソン(+N体)シミュレーション
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Fig. 1. Total projected density on (x, y) plane of the ‘CDM’ simulations: comparison of ColDICE to PM. The logarithmic colour table changes
from dark blue to white and then to dark red when the density increases. Left and right panels: PM and ColDICE simulations, respectively, and
top and bottom: box size L = 12.5 and 25 pc h

�1, respectively. The simulations considered here are designated by PM-CDM12.5-HR (top left),
PM-CDM25-HR (bottom left), VLA-CDM12.5-HR (top right), and VLA-CDM25-HR (bottom right) in Table 1. The expansion factor indicated
in each panel corresponds to the last snapshot of the Vlasov runs. Additionally, in the right panels, circles indicate the halos selected for detailed
analyses.

Five di↵erent values of ✏ are considered (see Table 1), which
defines three kinds of initial conditions: quasi one-dimensional
(Q1D) with ✏ = (1/6, 1/8), where one amplitude domi-
nates over the other two; anisotropic (ANI1, ANI2, ANI3),
where the amplitude of each wave is di↵erent but remains
of the same order; and axisymmetric (SYM) with ✏ =
(1, 1). Information about the nomenclature used in the subse-
quent analyses is provided in Table 2, where three di↵erent
regimes and the corresponding values of the expansion fac-
tor are introduced. Early time corresponds to the early vio-
lent relaxation phase (ii) described in the Introduction. Mid

time corresponds to the intermediate step during which the sys-
tem is progressively relaxing to the NFW dynamical attrac-

tor, point (iii) in the Introduction, attained at what we call
late time.

The left panels of Fig. 2 display three-dimensional views of
the projected density in the central part of the computational
volume for the most evolved stages of the highest force reso-
lution Vlasov runs with ✏ = (1, 1) (SYM), (3/4, 1/2) (ANI2),
and (1/6, 1/8) (Q1D). They evidence the complex caustic pat-
tern building up during the early violent relaxation phase, to be
compared to the seemingly more intricate case of the CDM pro-
tohalos shown in the right panels.

Full details of all three-sine-wave simulations are given in
Table 1. A large number of simulations was performed for exten-
sive force resolution analyses by considering di↵erent values of
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S. Colombi: Phase-space structure of protohalos: Vlasov versus particle-mesh

Fig. 19. Time evolution of the radial density profile (left) and of the pseudo phase-space density (right). Top two panels: results obtained for the
three-sine-wave simulations for di↵erent values of ✏. Three regimes are considered: early time, mid time (multiplied by a factor 2 for clarity on
left panel), and late time (multiplied by a factor 7 in the left panel), as detailed in Table 2. The continuous curves of various colours correspond to
the highest resolution PM runs, namely PM-Q1D-UHR, PM-ANI1-HR, PM-ANI2-UHR, PM-ANI3-HR, and PM-SYM-UHR in Table 1. Only the
parts of the curves that are not supposed to be influenced by force softening are shown. In addition, the dashed curves of the same colour provide
the measurements obtained at early time in high resolution Vlasov simulations, namely VLA-Q1D-HR, VLA-ANI1-HRS, VLA-ANI2-HR, VLA-
ANI3-HRS, and VLA-SYM-HR. To emphasise the very clear power-law behaviour present at early time, the quantity actually displayed in the
left panel is r

↵⇢(r), with ↵ = 1.6. In addition, the thin lines indicate di↵erent slopes, in particular ⇢(r) / r
�2.25 and Q(r) / r

�1.875, as predicted
by the secondary spherical infall model; the dashed curves show Einasto profiles with parameters given in Table 4; finally, the three close very
thin lines in the top left panel also indicate small variations in the logarithmic slope: ↵ = 1.5, 1.6, and 1.7. Next two rows of panels: as in the
two top rows, but respectively for halos 1 and 2 extracted from the ‘CDM’ runs with L = 12.5 pc h

�1. Several values of the expansion factor are
considered to show various stages of the evolution. Again, the continuous curves of various colours correspond to the PM run PM-CDM12.5-HR.
They become thinner at small scales, where force softening is thought to influence the results. The dashed curves of the same colour correspond
to Vlasov simulations of the highest possible resolution available, namely VLA-CDM12.5-HR for a = 0.084 and 0.11, VLA-CDM12.5-MR for
a = 0.12, and VLA-CDM12.5-LR for a = 0.16. Mergers, which induce a temporary flattening of the density profile, are emphasised by thin lines
with ↵ = 0.
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Fig. 1. Total projected density on (x, y) plane of the ‘CDM’ simulations: comparison of ColDICE to PM. The logarithmic colour table changes
from dark blue to white and then to dark red when the density increases. Left and right panels: PM and ColDICE simulations, respectively, and
top and bottom: box size L = 12.5 and 25 pc h

�1, respectively. The simulations considered here are designated by PM-CDM12.5-HR (top left),
PM-CDM25-HR (bottom left), VLA-CDM12.5-HR (top right), and VLA-CDM25-HR (bottom right) in Table 1. The expansion factor indicated
in each panel corresponds to the last snapshot of the Vlasov runs. Additionally, in the right panels, circles indicate the halos selected for detailed
analyses.

Five di↵erent values of ✏ are considered (see Table 1), which
defines three kinds of initial conditions: quasi one-dimensional
(Q1D) with ✏ = (1/6, 1/8), where one amplitude domi-
nates over the other two; anisotropic (ANI1, ANI2, ANI3),
where the amplitude of each wave is di↵erent but remains
of the same order; and axisymmetric (SYM) with ✏ =
(1, 1). Information about the nomenclature used in the subse-
quent analyses is provided in Table 2, where three di↵erent
regimes and the corresponding values of the expansion fac-
tor are introduced. Early time corresponds to the early vio-
lent relaxation phase (ii) described in the Introduction. Mid

time corresponds to the intermediate step during which the sys-
tem is progressively relaxing to the NFW dynamical attrac-

tor, point (iii) in the Introduction, attained at what we call
late time.

The left panels of Fig. 2 display three-dimensional views of
the projected density in the central part of the computational
volume for the most evolved stages of the highest force reso-
lution Vlasov runs with ✏ = (1, 1) (SYM), (3/4, 1/2) (ANI2),
and (1/6, 1/8) (Q1D). They evidence the complex caustic pat-
tern building up during the early violent relaxation phase, to be
compared to the seemingly more intricate case of the CDM pro-
tohalos shown in the right panels.

Full details of all three-sine-wave simulations are given in
Table 1. A large number of simulations was performed for exten-
sive force resolution analyses by considering di↵erent values of
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Fig. 20. Time evolution of the radial density profile and the radial pseudo phase-space density: continued. Same as in Fig. 19, but for ‘CDM’ halos
3, 4, and 5, extracted from the ‘CDM’ runs with L = 25 pc h

�1. Halos 4 and 5 merge with halo 3. One of these mergers is clearly captured by the
orange curve corresponding to a = 0.3 in the top left panel.

the same kind of power-law profile, with ↵ ' 1.6± 0.1 (the error
is estimated by visual inspection), whatever ✏ = (✏a, ✏b) with
✏a > 0 and ✏b > 010. We note a trend of the slope to increase from
↵ ' 1.5 to ↵ ' 1.7�1.8 when going from quasi one-dimensional
to axisymmetric configuration, as indicated by the group of three
thin lines in the top left panel of Fig. 19.

10 Having one or two of the coordinates of the vector ✏ null reduces the
dimensionality of the problem, and obviously leads to di↵erent slopes.

While the axisymmetric configuration is locally equivalent,
at leading order, to a spherical Gaussian overdensity, ⇢(r) /
1 � (2⇡r/L)2/2, r ⌧ L, the evolution of the system does not
lead to the expected slope ↵ = 2.25 predicted by the sec-
ondary spherical infall model (Gott 1975; Gunn 1977; Fillmore
& Goldreich 1984; Bertschinger 1985) and measured approxi
mately in three-dimensional N-body simulations of spheri-
cal Gaussian overdensities (e.g., Gosenca et al. 2017). One
has thus to keep in mind that the axisymmetric three sine
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擬位相空間密度

実線：N体
波線：ヴラソフ

Q(r) ∝ r−1.875

ランダム初期条件での
ハロー形成初期段階

Ng = 5123 Ns = 2563

Colombi (’21)

L = 25 pc/h



マルチストリーム領域の理解に向けて
ここまでのまとめ

１次元ポストコラプス摂動論 の３次元への拡張

高次ラグランジュ摂動論でシェルクロッシング時
と直後をかなり正確に記述できることがわかった

シェルクロッシング後に、普遍的な（？）カスプ
形成、かつ自己相似っぽいふるまい

一方、シミュレーションでは

やはり解析計算による動的理解が不可欠

（特殊な初期条件を除いて）

†

Colombi (’16), AT & Colombi (’17)
†が鍵になる



3次元ポストコラプス摂動論への道
準備的考察
ラグランジュ摂動論10次の結果に、1次元ポストコラプス摂
動論を組み合わせて、シェルクロッシング後の進化を予想

(y, z軸との相互作用を無視)

v x
/(

aH
)

マルチストリームの動的振る舞い（タイムスケール）のずれ

a=0.045 a=0.060

@ y=z=0 3rd crossing

2nd 
crossing

Q1D-3SIN

ヴラソフシミュレーション
10th LPT(3D) + 1D post-collapse PT

z x

y

x /L x /L x /L

→ 準1次元的な場合でも多次元（y,z軸方向）相互作用が本質的

a=0.080



まとめ
CDM優勢宇宙の非線形構造形成：研究の現状と展開

シングルストリーム領域：

シェルクロッシング・マルチストリーム領域：

宇宙論パラメーターの精密測定・重力理論検証の「窓」

•標準摂動論にもとづく解析計算の観測的応用

•フォワードモデリング： “密度場” を直接計算する手法の開発

CDM特有の性質が現れる→ CDMパラダイム検証の実験場

•ラグランジュ高次摂動計算によるシェルクロッシングの記述

•ヴラソフ・ポアソンシミュレーションとの比較


