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Outline
Relativistic distortions of observed large-scale structure as a novel 

cosmological signal, which will offer a new probe of gravity & cosmology

Introduction

Relativistic effects on large-scale galaxy distribution

Summary

Detectability of gravitational redshift effect and cosmological LPI test

Breton et al. arXiv:1803.04294 
Saga et al. arXiv: 2004.03772, arXiv:2109.06012, arXiv:2112.07727Based on
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Dis/concordance cosmology

Dark energy

Cold dark matter

Baryon

Lambda cold dark matter model

Minimal cosmological model that describes cosmic expansion and structure 
formation based on general relativity as underlying theory of gravity

Characterized by 6 parameters

Nevertheless, the model is not yet fully convincing:

•Tension:

•Mysterious components:

•Untested hypothesis:

Dark mater, Dark energy

General relativity, Gaussian initial condition, …

H0, S8, σ8 (?)late-time vs early-time observations 

Need further observational test !



Large-scale structure observations

Mapping the 3D galaxy distribution with galaxy redshift surveys

is powerful to probe late-time universe out to z>1
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Large-scale structure observations

Mapping the 3D galaxy distribution with galaxy redshift surveys

Angular position ( ) & redshift ( )θ z

Matter inhomogeneities over ~Gpc carry carries ample cosmological information

In particular,

•Redshift-space distortions

•Baryon acoustic oscillations

Key science

 &  dA(z) H(z)

 f(z) σ8(z)

Angular-diameter distance
Hubble parameter

Growth of structure

a  precision measurement of

is powerful to probe late-time universe out to z>1



Large-scale structure observations

Mapping the 3D galaxy distribution with galaxy redshift surveys

is powerful to probe late-time universe out to z~1

Angular position ( ) & redshift ( )θ z

Matter inhomogeneities over ~Gpc carry carries ample cosmological information

In particular,

•Redshift-space distortions

•Baryon acoustic oscillations

Major science
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 f(z) σ8(z)

Angular-diameter distance

Hubble parameter

Growth of structure

a  precision measurement of

measurements, the broadband clustering signal that carries
information on the AP effect or RSD is effectively
deweighted to capture only the BAO signature. These
measurements are used to explore the impact of BAO
measurements on models for dark energy in Sec. IV.
Results from the full-shape fits, without information from
reconstructed BAO measurements, are found in the central
region of Table III. These measurements include informa-
tion from the AP effect and are used to explore the impact
of growth measurements in Sec. VA summary of the BAO
and RSD measurements, including information from the
AP effect and reconstruction, is also found in Table III and
Fig. 1. These measurements are used to perform the global
cosmology fitting in Secs. VI and VII. The background to
each of these measurements is summarized below and
described in detail in the relevant references. All results in
Table III reflect the consensus values in the cases where
multiple measurements are made.
In this paper, we only include large-scale structure based

measurements from SDSS experiments. These are consis-
tent with those from other experiments, including 6dFGS
[51] and WiggleZ [53]. However, the non-SDSS experi-
ments do not add significantly to the measurements from
SDSS: for example, Carter et al. [125] showed that 6dFGS
only adds enough information to provide an improvement
of approximately 16% on the SDSS main galaxy sample
(MGS) results at low redshift, while the WiggleZ sample

has less than 10% of the effective volume of the BOSS
CMASS sample (see Table 1 of Ref. [126]). Given issues
with overlap between samples and the resulting compli-
cated covariance, we simply do not include these data.

1. Main galaxy sample (0.07< z< 0.2)

The first two generations of SDSS (SDSS-I and -II)
provided redshifts of nearly one million galaxies [127].
SDSS galaxies were selected with 14.5< r < 17.6 [128]
over a contiguous footprint of 6813 deg2 to perform
clustering measurements. The sample was further refined
to cover the redshift range 0.07< z < 0.2, include the
bright objects with Mr < −21.2, and include red objects
with g − r > 0.8. The resulting sample contains 63,163
galaxies intended to occupy the highest mass halos while
providing a roughly uniform number density over the full
redshift interval. The sample was used to perform a BAO
measurement from the reconstructed correlation function
[120] and an RSD measurement from the anisotropic
correlation function [121], both at an effective redshift
zeff ¼ 0.15. The BAO measurement was characterized with
DVðzÞ=rd and the RSD fit was performed using the
postreconstruction BAO fit as a prior. The likelihoods
from this work are found in the Supplementary Data
associated with Ref. [121]. We refer to this sample as
the “main galaxy sample” in the table and throughout
the paper.

FIG. 1. Top: distance measurements from the SDSS lineage of BAO measurements presented as a function of redshift. Measurements
include those from SDSS MGS [120,121], BOSS galaxies [57], eBOSS LRGs [68,69], eBOSS ELGs [71,72], eBOSS quasars [73,74],
the BOSSþ eBOSS Lyα autocorrelation, and the BOSSþ eBOSS Lyα-quasar cross-correlation measurements [75]. Also shown are the
BAO measurements from 6dFGS [51] and WiggleZ [53] for comparison to measurements from other redshift surveys. Red points
correspond to transverse BAO, green points correspond to radial BAO, and blue corresponds to an isotropic BAOmeasurement. The red,
green, and blue theory curves are not fit to the BAO data; they are the Planck best-fit predictions for a flatΛCDMmodel. Bottom: growth
rate measurements from the SDSS lineage of fσ8 measurements as a function of redshift. The measurements match the BAO samples
except for z > 2, where we do not report a measurement of the growth rate. In addition to the SDSS measurements, we include the
FastSound [122], Vipers [123], 6dFGS [124], andWiggleZ measurements for comparison. As for the upper panel, the theory curve is not
a fit, but a best-fit Planck model.
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restricting to a ΛCDM cosmology [204–206]. These
studies have found lower central values of σ8 than what
we find in our measurements from SDSS clustering or what
would be expected from Planck measurements. A recent
example is that found in the KiDS weak lensing analysis
[203]. In this study, BOSS galaxy clustering measurements
over redshift intervals 0.2< z < 0.5 and 0.5< z < 0.75
were used to further constrain σ8 and Ωm and reduce
the degeneracy between the two parameters. They find
S8 ¼ 0.766þ0.020

−0.014 , lower by 8.3# 2.6% relative to Planck
predictions. Their result using only the BOSS DR12
clustering data leads to an estimate σ8 ¼ 0.75þ0.045

−0.047 , about
two standard deviations lower than the central value in
result from all SDSS clustering (σ8 ¼ 0.85# 0.03).
In addition to the difference in methodologies, the SDSS

dataset includes a larger number of tracers over a larger
redshift range. We include results from six redshift regimes
and include postreconstruction BAO measurements where
possible. Even restricting to BOSS, the data we include is
substantially different, as we use the results from the BOSS
0.4< z < 0.6 dataset, and we do not directly use the 0.5<
z < 0.75 BOSS galaxy clustering data. Instead, the BOSS
z > 0.6 data were combined with the eBOSS LRG sample
[68]. The additional data generally favors fσ8 values that
are greater than those preferred by Planck (Fig. 7). Our
SDSS result thus represents the most complete representa-
tion of structure growth constraints from galaxy clustering
data and indicates no tension with Planck CMB measure-
ments, albeit with an implied prior that the shape of the
linear power spectrum matches that observed by the CMB.

B. Constraints on dark energy and curvature

As was demonstrated in Sec. IV, the main strength of the
BAO and SN distance measurements is to constrain

cosmological models with free curvature and varying dark
energy equation of state, respectively. As was shown in
Sec. V, the main strength of the growth measurements is in
constraining possible deviations from GR. We now explore
the complementarity of distance and growth measurements
by testing the same single-parameter extensions to ΛCDM
that were presented in Sec. IV, followed by models with
increasing degrees of freedom. The results are found in
Table VII.

1. ΩDE, H0, and σ8 parameters

First, the central values of the three parameters, ΩDE,
H0, and σ8, are all consistent with the prediction from the
best-fit ΛCDM model (Table VII) at 68% confidence,
regardless of the cosmological model that is assumed.
The largest fractional deviation from the ΛCDM predic-
tion is only 0.8%, in the case of σ8 in the ow0waCDM
model. That measurement is fully consistent with the
ΛCDM prediction of σ8 ¼ 0.8120# 0.0073 from CMB
data alone [46]. The robustness of σ8 measurements to
cosmological model provide further evidence that the
growth of structure can be described using GR in a ΛCDM
parametrization.
In addition, the precision on the three parameters does not

degrade significantly between the ΛCDM model and
expanded models. When expanding to the ow0waCDM
model, the precision on theΩDE andH0 parameters degrades
by factors of 1.5 and 2.1, respectively. The largest degra-
dation for σ8 precision occurs with the νwCDM model,
leading to a factor of 1.8 increase in the uncertainties. The
tight constraints offered in all models are a result of the
complementarity between observational probes.
As discussed in Sec. IV, interesting tensions appear

between the estimates of the current Hubble expansion rate

FIG. 11. Left: the Ωm–σ8 constraints for a ΛCDM model. A BBN-inspired prior on ωb and a prior of ns ¼ 0.96# 0.02 was assumed
for the SDSS and DES contours. Right: H0 vs Ωm under a ΛCDM model. In both panels, the 68% and 95% confidence intervals for the
BAOþ RSD data are shown in blue, the DES 3 × 2pt data are shown in red, and the Planck CMB and lensing data are shown in gray.
The faint, vertical purple bands represent the Pantheon constraints of Ωm ¼ 0.298# 0.022 [114]. In the right panel, the faint, brown
horizontal bands represent the Cepheid/SNe Ia measurements from Riess et al. [45], H0 ¼ 74.03# 1.42 km s−1 Mpc−1.

COMPLETED SDSS-IV EXTENDED BARYON OSCILLATION … PHYS. REV. D 103, 083533 (2021)

083533-27

restricting to a ΛCDM cosmology [204–206]. These
studies have found lower central values of σ8 than what
we find in our measurements from SDSS clustering or what
would be expected from Planck measurements. A recent
example is that found in the KiDS weak lensing analysis
[203]. In this study, BOSS galaxy clustering measurements
over redshift intervals 0.2< z < 0.5 and 0.5< z < 0.75
were used to further constrain σ8 and Ωm and reduce
the degeneracy between the two parameters. They find
S8 ¼ 0.766þ0.020

−0.014 , lower by 8.3# 2.6% relative to Planck
predictions. Their result using only the BOSS DR12
clustering data leads to an estimate σ8 ¼ 0.75þ0.045

−0.047 , about
two standard deviations lower than the central value in
result from all SDSS clustering (σ8 ¼ 0.85# 0.03).
In addition to the difference in methodologies, the SDSS

dataset includes a larger number of tracers over a larger
redshift range. We include results from six redshift regimes
and include postreconstruction BAO measurements where
possible. Even restricting to BOSS, the data we include is
substantially different, as we use the results from the BOSS
0.4< z < 0.6 dataset, and we do not directly use the 0.5<
z < 0.75 BOSS galaxy clustering data. Instead, the BOSS
z > 0.6 data were combined with the eBOSS LRG sample
[68]. The additional data generally favors fσ8 values that
are greater than those preferred by Planck (Fig. 7). Our
SDSS result thus represents the most complete representa-
tion of structure growth constraints from galaxy clustering
data and indicates no tension with Planck CMB measure-
ments, albeit with an implied prior that the shape of the
linear power spectrum matches that observed by the CMB.

B. Constraints on dark energy and curvature

As was demonstrated in Sec. IV, the main strength of the
BAO and SN distance measurements is to constrain

cosmological models with free curvature and varying dark
energy equation of state, respectively. As was shown in
Sec. V, the main strength of the growth measurements is in
constraining possible deviations from GR. We now explore
the complementarity of distance and growth measurements
by testing the same single-parameter extensions to ΛCDM
that were presented in Sec. IV, followed by models with
increasing degrees of freedom. The results are found in
Table VII.

1. ΩDE, H0, and σ8 parameters

First, the central values of the three parameters, ΩDE,
H0, and σ8, are all consistent with the prediction from the
best-fit ΛCDM model (Table VII) at 68% confidence,
regardless of the cosmological model that is assumed.
The largest fractional deviation from the ΛCDM predic-
tion is only 0.8%, in the case of σ8 in the ow0waCDM
model. That measurement is fully consistent with the
ΛCDM prediction of σ8 ¼ 0.8120# 0.0073 from CMB
data alone [46]. The robustness of σ8 measurements to
cosmological model provide further evidence that the
growth of structure can be described using GR in a ΛCDM
parametrization.
In addition, the precision on the three parameters does not

degrade significantly between the ΛCDM model and
expanded models. When expanding to the ow0waCDM
model, the precision on theΩDE andH0 parameters degrades
by factors of 1.5 and 2.1, respectively. The largest degra-
dation for σ8 precision occurs with the νwCDM model,
leading to a factor of 1.8 increase in the uncertainties. The
tight constraints offered in all models are a result of the
complementarity between observational probes.
As discussed in Sec. IV, interesting tensions appear

between the estimates of the current Hubble expansion rate

FIG. 11. Left: the Ωm–σ8 constraints for a ΛCDM model. A BBN-inspired prior on ωb and a prior of ns ¼ 0.96# 0.02 was assumed
for the SDSS and DES contours. Right: H0 vs Ωm under a ΛCDM model. In both panels, the 68% and 95% confidence intervals for the
BAOþ RSD data are shown in blue, the DES 3 × 2pt data are shown in red, and the Planck CMB and lensing data are shown in gray.
The faint, vertical purple bands represent the Pantheon constraints of Ωm ¼ 0.298# 0.022 [114]. In the right panel, the faint, brown
horizontal bands represent the Cepheid/SNe Ia measurements from Riess et al. [45], H0 ¼ 74.03# 1.42 km s−1 Mpc−1.

COMPLETED SDSS-IV EXTENDED BARYON OSCILLATION … PHYS. REV. D 103, 083533 (2021)

083533-27

Alam et al. (’21)

eBOSSBOSSSDSS main

ex
pa

ns
io

n 
hi

st
or

y
gr

ow
th

redshift

DH(z) = c/H(z)
DM(z) = (1 + z) dA(z)

f(z)σ8(z)



Cosmology from anisotropic clustering
Both method uses apparent anisotropies of galaxy clustering

(Supposing that galaxy distribution is statistically homogeneous & isotropic)

These anisotropies comes not only from 
Cosmology dependence of the conversion between

Measured redshift is not a cosmological redshift, 

(θ, z) ⟷ (s⊥, s∥)

comoving  
position

Angular position 
& redshift

but also from the fact that Alcock & Paczynski (’79)

Are there other missing effects detectable from future surveys ?

z → z + (v ⋅ ̂x)/c

If yes, are they beneficial to constrain/test cosmology and/or gravity ? 

: Peculiar velocity of galaxyv
: line-of-sight direction̂x

Q

Doppler effect :
Kaiser (’87)



Line-of-sight̂x :

What galaxy surveys really measure ?
An improved statistical precision with gigantic galaxy survey

may open up a possibility to detect interesting signals

Our measurement comes from light, and the information transported by 
photons is altered during their path from the source to the observer

~✓
z

Angular position
redshift

(Moving) SourceObserver

Key point

Light path cannot be straight in the presence of matter distribution  and 
receive relativistic corrections (e.g.,  gravitational redshifts & lensing)



Light propagation in an inhomogeneous universe

Consider the photon path in the perturbed Friedmann universe:

Null geodesic : ka =
dxa

d�

dka

d�
+ �a

bck
bkc = 0

Solving photon’s geodesic equation from source to observer

1 + z =
(kaua)S
(kaua)O

Redshift : Observer/source’s 
4-velocityua

kaka = 0

in the weak-field limit ( /c2,�/c2 ⌧ 1)

ds2 =
⇥
�(1 + 2 /c2)(c dt)2 + a2(t)(1� 2�/c2)�ijdx

idxj
⇤

+
Newton potential Curvature potential

Formalism

Affine parameter

Flat universe 
assumed



Generalized redshift space

(For rest-frame 
observer)

Observed galaxy (comoving) position, :⃗s

Sky 
position

Redshift

Standard RSD 
(Doppler)

Gravitational 
redshift

Transverse 
Doppler

Integrated 
Sachs-Wolfe

Energy shift of photon by special & general relativistic effects

Distortion of photon path by gravitational lensing
Shapiro time-delay

⃗s = ⃗x + ̂x { c
H

δz −
1
c2 ∫

χ(zobs)

0
dχ′ (ψ − ϕ)} − χ(zobs) ⃗α

: comoving distance
: line-of-sight direction

χ
̂x

e.g., Sasaki (’87), Pyne & Birkinshaw (’04), 
Yoo et al. (’09), Yoo (’10), Challinor & 

Lewis (’11), Bonvin & Durrer (’11), …

z = zobs � �z ;
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Z �(zobs)

0
d�0�(zobs)� �0

�(zobs)
r?( � �)

<latexit sha1_base64="f/G1oNVziESN4Qto3jDhGYJcX3M=">AAAC6nichVHLahRBFL3d8RHHRyZxI2YzOEQn4Ay3g6AIQtCNy0niJIFU0lRXajJFqh9U1wwkTS/duHQjkpWiiPgZbvwBF/kEyTKCGxfe7mkQHR+36apT595z61RVkGiVWsRjx506c/bc+ekLtYuXLl+Zqc/Orafx0AjZE7GOzWbAU6lVJHtWWS03EyN5GGi5Eew/KvIbI2lSFUdP7EEit0O+F6m+EtwS5defspEUGeM6GfD8QZv1DReZl2diZylnKrI+7mRMDFTr0M+YCRtxkOaL+W5B3RoXT2TbZTL/g4zdZhEPNPdZIk3SYt1UtVl3oBb9ehM7WEZjEngVaEIV3bj+DhjsQgwChhCChAgsYQ0cUvq2wAOEhLhtyIgzhFSZl5BDjbRDqpJUwYndp3GPVlsVG9G66JmWakG7aPoNKRuwgJ/xPZ7iJ/yAX/D7X3tlZY/CywHNwVgrE3/m2bW1b/9VhTRbGPxU/dOzhT7cK70q8p6UTHEKMdaPDl+crt1fXchu4ms8If+v8Bg/0gmi0VfxdkWuHkGNHsD7/bonwfpSx8OOt3KnufyweoppmIcb0KL7vgvL8Bi60KN9T5xZ57oz72r3ufvSPRqXuk6luQq/hPvmB9OpvIQ=</latexit><latexit sha1_base64="f/G1oNVziESN4Qto3jDhGYJcX3M=">AAAC6nichVHLahRBFL3d8RHHRyZxI2YzOEQn4Ay3g6AIQtCNy0niJIFU0lRXajJFqh9U1wwkTS/duHQjkpWiiPgZbvwBF/kEyTKCGxfe7mkQHR+36apT595z61RVkGiVWsRjx506c/bc+ekLtYuXLl+Zqc/Orafx0AjZE7GOzWbAU6lVJHtWWS03EyN5GGi5Eew/KvIbI2lSFUdP7EEit0O+F6m+EtwS5defspEUGeM6GfD8QZv1DReZl2diZylnKrI+7mRMDFTr0M+YCRtxkOaL+W5B3RoXT2TbZTL/g4zdZhEPNPdZIk3SYt1UtVl3oBb9ehM7WEZjEngVaEIV3bj+DhjsQgwChhCChAgsYQ0cUvq2wAOEhLhtyIgzhFSZl5BDjbRDqpJUwYndp3GPVlsVG9G66JmWakG7aPoNKRuwgJ/xPZ7iJ/yAX/D7X3tlZY/CywHNwVgrE3/m2bW1b/9VhTRbGPxU/dOzhT7cK70q8p6UTHEKMdaPDl+crt1fXchu4ms8If+v8Bg/0gmi0VfxdkWuHkGNHsD7/bonwfpSx8OOt3KnufyweoppmIcb0KL7vgvL8Bi60KN9T5xZ57oz72r3ufvSPRqXuk6luQq/hPvmB9OpvIQ=</latexit><latexit sha1_base64="f/G1oNVziESN4Qto3jDhGYJcX3M=">AAAC6nichVHLahRBFL3d8RHHRyZxI2YzOEQn4Ay3g6AIQtCNy0niJIFU0lRXajJFqh9U1wwkTS/duHQjkpWiiPgZbvwBF/kEyTKCGxfe7mkQHR+36apT595z61RVkGiVWsRjx506c/bc+ekLtYuXLl+Zqc/Orafx0AjZE7GOzWbAU6lVJHtWWS03EyN5GGi5Eew/KvIbI2lSFUdP7EEit0O+F6m+EtwS5defspEUGeM6GfD8QZv1DReZl2diZylnKrI+7mRMDFTr0M+YCRtxkOaL+W5B3RoXT2TbZTL/g4zdZhEPNPdZIk3SYt1UtVl3oBb9ehM7WEZjEngVaEIV3bj+DhjsQgwChhCChAgsYQ0cUvq2wAOEhLhtyIgzhFSZl5BDjbRDqpJUwYndp3GPVlsVG9G66JmWakG7aPoNKRuwgJ/xPZ7iJ/yAX/D7X3tlZY/CywHNwVgrE3/m2bW1b/9VhTRbGPxU/dOzhT7cK70q8p6UTHEKMdaPDl+crt1fXchu4ms8If+v8Bg/0gmi0VfxdkWuHkGNHsD7/bonwfpSx8OOt3KnufyweoppmIcb0KL7vgvL8Bi60KN9T5xZ57oz72r3ufvSPRqXuk6luQq/hPvmB9OpvIQ=</latexit><latexit sha1_base64="f/G1oNVziESN4Qto3jDhGYJcX3M=">AAAC6nichVHLahRBFL3d8RHHRyZxI2YzOEQn4Ay3g6AIQtCNy0niJIFU0lRXajJFqh9U1wwkTS/duHQjkpWiiPgZbvwBF/kEyTKCGxfe7mkQHR+36apT595z61RVkGiVWsRjx506c/bc+ekLtYuXLl+Zqc/Orafx0AjZE7GOzWbAU6lVJHtWWS03EyN5GGi5Eew/KvIbI2lSFUdP7EEit0O+F6m+EtwS5defspEUGeM6GfD8QZv1DReZl2diZylnKrI+7mRMDFTr0M+YCRtxkOaL+W5B3RoXT2TbZTL/g4zdZhEPNPdZIk3SYt1UtVl3oBb9ehM7WEZjEngVaEIV3bj+DhjsQgwChhCChAgsYQ0cUvq2wAOEhLhtyIgzhFSZl5BDjbRDqpJUwYndp3GPVlsVG9G66JmWakG7aPoNKRuwgJ/xPZ7iJ/yAX/D7X3tlZY/CywHNwVgrE3/m2bW1b/9VhTRbGPxU/dOzhT7cK70q8p6UTHEKMdaPDl+crt1fXchu4ms8If+v8Bg/0gmi0VfxdkWuHkGNHsD7/bonwfpSx8OOt3KnufyweoppmIcb0KL7vgvL8Bi60KN9T5xZ57oz72r3ufvSPRqXuk6luQq/hPvmB9OpvIQ=</latexit><latexit sha1_base64="f/G1oNVziESN4Qto3jDhGYJcX3M=">AAAC6nichVHLahRBFL3d8RHHRyZxI2YzOEQn4Ay3g6AIQtCNy0niJIFU0lRXajJFqh9U1wwkTS/duHQjkpWiiPgZbvwBF/kEyTKCGxfe7mkQHR+36apT595z61RVkGiVWsRjx506c/bc+ekLtYuXLl+Zqc/Orafx0AjZE7GOzWbAU6lVJHtWWS03EyN5GGi5Eew/KvIbI2lSFUdP7EEit0O+F6m+EtwS5defspEUGeM6GfD8QZv1DReZl2diZylnKrI+7mRMDFTr0M+YCRtxkOaL+W5B3RoXT2TbZTL/g4zdZhEPNPdZIk3SYt1UtVl3oBb9ehM7WEZjEngVaEIV3bj+DhjsQgwChhCChAgsYQ0cUvq2wAOEhLhtyIgzhFSZl5BDjbRDqpJUwYndp3GPVlsVG9G66JmWakG7aPoNKRuwgJ/xPZ7iJ/yAX/D7X3tlZY/CywHNwVgrE3/m2bW1b/9VhTRbGPxU/dOzhT7cK70q8p6UTHEKMdaPDl+crt1fXchu4ms8If+v8Bg/0gmi0VfxdkWuHkGNHsD7/bonwfpSx8OOt3KnufyweoppmIcb0KL7vgvL8Bi60KN9T5xZ57oz72r3ufvSPRqXuk6luQq/hPvmB9OpvIQ=</latexit>

~✓obs = ~✓source � ~↵
<latexit sha1_base64="99GjHEkDygEGgQWGdvXIIVckfkA=">AAAConichVFNSyNBEH2OusasrlEvgpdgVLxsqBFBEQTRi+zJGKOCI2FmtjWD88VMJxCH/AH/gAdP7iLLsj/Di15d9uBPEI8KXvZgZWZA/K6mu6tf1at63W34thVKoqsOpbOr+1NPpjf7ua//y0BucGgj9OqBKSqmZ3vBlqGHwrZcUZGWtMWWHwjdMWyxaewvt+ObDRGElueuy6Yvdhx9z7V2LVOXDFVzC1pDmJEma0LqrWqkBU7eM8LWK3DSsvU1iei2X+NIrkBFii3/0lFTp4DUVr3cL2j4Dg8m6nAg4EKyb0NHyGMbKgg+YzuIGAvYs+K4QAtZ5tY5S3CGzug+r3t82k5Rl8/tmmHMNrmLzTNgZh4T9I9+0y2d0x+6pv9v1oriGm0tTd6NhCv86sDhSPn+Q5bDu0TtkfWuZoldzMVaLdbux0j7FmbCbxwc3Zbn1yaiSfpBN6z/hK7ojG/gNu7M05JYO0aWP0B9/twvnY3pokpFtTRTWFxKvyKDUYxhit97FotYwSoq3PcnLnCJv8q48k0pKeUkVelIOcN4Yor2AGEuo6k=</latexit><latexit sha1_base64="99GjHEkDygEGgQWGdvXIIVckfkA=">AAAConichVFNSyNBEH2OusasrlEvgpdgVLxsqBFBEQTRi+zJGKOCI2FmtjWD88VMJxCH/AH/gAdP7iLLsj/Di15d9uBPEI8KXvZgZWZA/K6mu6tf1at63W34thVKoqsOpbOr+1NPpjf7ua//y0BucGgj9OqBKSqmZ3vBlqGHwrZcUZGWtMWWHwjdMWyxaewvt+ObDRGElueuy6Yvdhx9z7V2LVOXDFVzC1pDmJEma0LqrWqkBU7eM8LWK3DSsvU1iei2X+NIrkBFii3/0lFTp4DUVr3cL2j4Dg8m6nAg4EKyb0NHyGMbKgg+YzuIGAvYs+K4QAtZ5tY5S3CGzug+r3t82k5Rl8/tmmHMNrmLzTNgZh4T9I9+0y2d0x+6pv9v1oriGm0tTd6NhCv86sDhSPn+Q5bDu0TtkfWuZoldzMVaLdbux0j7FmbCbxwc3Zbn1yaiSfpBN6z/hK7ojG/gNu7M05JYO0aWP0B9/twvnY3pokpFtTRTWFxKvyKDUYxhit97FotYwSoq3PcnLnCJv8q48k0pKeUkVelIOcN4Yor2AGEuo6k=</latexit><latexit sha1_base64="99GjHEkDygEGgQWGdvXIIVckfkA=">AAAConichVFNSyNBEH2OusasrlEvgpdgVLxsqBFBEQTRi+zJGKOCI2FmtjWD88VMJxCH/AH/gAdP7iLLsj/Di15d9uBPEI8KXvZgZWZA/K6mu6tf1at63W34thVKoqsOpbOr+1NPpjf7ua//y0BucGgj9OqBKSqmZ3vBlqGHwrZcUZGWtMWWHwjdMWyxaewvt+ObDRGElueuy6Yvdhx9z7V2LVOXDFVzC1pDmJEma0LqrWqkBU7eM8LWK3DSsvU1iei2X+NIrkBFii3/0lFTp4DUVr3cL2j4Dg8m6nAg4EKyb0NHyGMbKgg+YzuIGAvYs+K4QAtZ5tY5S3CGzug+r3t82k5Rl8/tmmHMNrmLzTNgZh4T9I9+0y2d0x+6pv9v1oriGm0tTd6NhCv86sDhSPn+Q5bDu0TtkfWuZoldzMVaLdbux0j7FmbCbxwc3Zbn1yaiSfpBN6z/hK7ojG/gNu7M05JYO0aWP0B9/twvnY3pokpFtTRTWFxKvyKDUYxhit97FotYwSoq3PcnLnCJv8q48k0pKeUkVelIOcN4Yor2AGEuo6k=</latexit><latexit sha1_base64="99GjHEkDygEGgQWGdvXIIVckfkA=">AAAConichVFNSyNBEH2OusasrlEvgpdgVLxsqBFBEQTRi+zJGKOCI2FmtjWD88VMJxCH/AH/gAdP7iLLsj/Di15d9uBPEI8KXvZgZWZA/K6mu6tf1at63W34thVKoqsOpbOr+1NPpjf7ua//y0BucGgj9OqBKSqmZ3vBlqGHwrZcUZGWtMWWHwjdMWyxaewvt+ObDRGElueuy6Yvdhx9z7V2LVOXDFVzC1pDmJEma0LqrWqkBU7eM8LWK3DSsvU1iei2X+NIrkBFii3/0lFTp4DUVr3cL2j4Dg8m6nAg4EKyb0NHyGMbKgg+YzuIGAvYs+K4QAtZ5tY5S3CGzug+r3t82k5Rl8/tmmHMNrmLzTNgZh4T9I9+0y2d0x+6pv9v1oriGm0tTd6NhCv86sDhSPn+Q5bDu0TtkfWuZoldzMVaLdbux0j7FmbCbxwc3Zbn1yaiSfpBN6z/hK7ojG/gNu7M05JYO0aWP0B9/twvnY3pokpFtTRTWFxKvyKDUYxhit97FotYwSoq3PcnLnCJv8q48k0pKeUkVelIOcN4Yor2AGEuo6k=</latexit><latexit sha1_base64="99GjHEkDygEGgQWGdvXIIVckfkA=">AAAConichVFNSyNBEH2OusasrlEvgpdgVLxsqBFBEQTRi+zJGKOCI2FmtjWD88VMJxCH/AH/gAdP7iLLsj/Di15d9uBPEI8KXvZgZWZA/K6mu6tf1at63W34thVKoqsOpbOr+1NPpjf7ua//y0BucGgj9OqBKSqmZ3vBlqGHwrZcUZGWtMWWHwjdMWyxaewvt+ObDRGElueuy6Yvdhx9z7V2LVOXDFVzC1pDmJEma0LqrWqkBU7eM8LWK3DSsvU1iei2X+NIrkBFii3/0lFTp4DUVr3cL2j4Dg8m6nAg4EKyb0NHyGMbKgg+YzuIGAvYs+K4QAtZ5tY5S3CGzug+r3t82k5Rl8/tmmHMNrmLzTNgZh4T9I9+0y2d0x+6pv9v1oriGm0tTd6NhCv86sDhSPn+Q5bDu0TtkfWuZoldzMVaLdbux0j7FmbCbxwc3Zbn1yaiSfpBN6z/hK7ojG/gNu7M05JYO0aWP0B9/twvnY3pokpFtTRTWFxKvyKDUYxhit97FotYwSoq3PcnLnCJv8q48k0pKeUkVelIOcN4Yor2AGEuo6k=</latexit>



Simulating relativistic RSD: RayGalGroupSims
M-A. Breton, Y. Rasera, AT, O. Lacombe & S. Saga (’19)

Using standard N-body code (RAMSES)

• Storing potential data on light cone

 distorted angular position & redshift:→

Dark matter/halo distributions at many redshifts

• Tracing back the light ray to the source by direct integration 
of geodesic equation (assuming )Φ = − Ψ

1 + z =
(gµ⌫kµu⌫)s
(gµ⌫kµu⌫)o

 :null 4-vectorkμ  :observer’s or source’s 4-vectoruμ

Weak lensing, RSD, ISW, transverse Doppler, 
gravitational redshift, Shapiro time-delay, …

Compute propagation of photons in perturbed universe

Using C++11 template metaprogramming (Reverdy, 2014)

Take action in the instanciation process

MPI parallelized + Multithreading

Raytracing characteristics

ds2
= 0 (photon)

d
2
x

–

dv2
+ �

–
—“

dx
—

dv

dx
“

dv
= 0

Backward integration starting from the observer today

RK4 integrator with 4 steps per cell

Michel-Andrès Breton (LUTH) presentation 25/05/2017 3 / 14

http://www.projet-horizon.fr/

Y. Rasera, M-A. Breton, et al. (’21)



https://cosmo.obspm.fr/public-datasets/raygalgroupsims-relativistic-halo-catalogs/

Simulating relativistic RSD: RayGalGroupSims

•Narrow light cone, 2500 deg^2 (z<2.0)

•Full-sky light cone, 41,253 deg^2 (z<0.5)

CDM & wCDM (w=-1.2)Λ
Lbox = 2,625 h−1 Mpc

Nparticle = 4,0963 (mDM ≃ 2 × 1010 h−1 M⊙)

RAMSES

 halos,∼ 1.3 × 107  DM particles∼ 2 × 108
Each catalog contains

(subsample)



Real space

density_zoom2_realspace
observer
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0.1
v00001 

(Previous catalog)

625 h-1Mpc

zmax = 0.1

zmin = 0.04



‘Standard’ 
redshift space

Wide angle RSD & 
light-cone effects

density_RSDonly
observer
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0.1



density_allrelativisticeffects

All relativistic 
effects included

‘Observed’ 
redshift space

observer
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0.1



Difference maps

Lensing & ISW 
effects
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Standard RSD 
(Doppler)
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Gravitational 
redshift
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Transverse 
Doppler
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While the Doppler effect gives the largest impact on observed density fields,
we still see non-negligible contributions from gravitational redshift (GRS) effect

How can we detect it from galaxy surveys ?

Real-space density 
subtracted

Q



Observed 
redshift

Consider static galaxies at cosmological distance

−10−5

zobs ≡
Δλ
λ0

≃ ztrue − (1 + ztrue)
Φgal

c2

Hubble-Lemaître law :

w/o GRS

w/ GRS

dtrue

dobs

Apparent shift !

> ztrue

c z = H d

we cannot distinguish between cosmological & gravitational redshifts (GRS)
However,

≃

gravitational potential

Cosmological 
redshift

Gravitational 
redshift (GRS)

Detecting gravitational redshift from galaxies



Consider static galaxies at cosmological distance

True galaxy position

Suppose there are two galaxy populations 

heavy (light) galaxies receive a larger (smaller) GRS correction

Heavy

Heavy

Heavy

Light

Light
Light

c zobs = H dobs

Detecting gravitational redshift from galaxies

Using Hubble-Lemaître law



Consider static galaxies at cosmological distance

Heavy
Heavy

Light

Light
Heavy

Light

Using Hubble-Lemaître law
c zobs = H dobs

Observed galaxy position

Suppose there are two galaxy populations 

heavy (light) galaxies receive a larger (smaller) GRS correction

Detecting gravitational redshift from galaxies



Consider static galaxies at cosmological distance

Light

Using Hubble-Lemaître law
c zobs = H dobs

x1

x2

Heavy

Cross correlation between 
heavy & light galaxies

ξ(x1, x2) = ⟨δheavy(x1)δlight(x2)⟩

Usually, this is a function of 
|r | = |x2 − x1 |

Suppose there are two galaxy populations 

heavy (light) galaxies receive a larger (smaller) GRS correction

Observed galaxy position

r = x2 − x1

Detecting gravitational redshift from galaxies



Light

Using Hubble-Lemaître law
c zobs = H dobs

x1

x2

Heavy
r = x2 − x1

directional dependence : d ≡ (x1 + x2)/2

GRS effect can break statistical homogeneity:

Cross correlation between 
heavy & light galaxies

ξ(x1, x2) = ⟨δheavy(x1)δlight(x2)⟩

Usually, this is a function of 
|r | = |x2 − x1 |

Observed galaxy position

ΔΦ = Φheavy − Φlight < 0{1 −
1 + z

H
ΔΦ
c2

( ̂d ⋅ ∇r)}ξ(r) ;ξ(r)

Detecting gravitational redshift from galaxies



Dipole 
moment

Negative

μ ≡ ̂d ⋅ ̂r

ξdipole(r) ≡
3
2 ∫

1

−1
dμ μ ξ(x1, x2) ≃ ξsys

dipole(r) −
1 + z
H(z)

ΔΦ
c2

∂ξ(r)
∂r

Can we measure the relativistic dipole ?

(in our definition)

Q

GRS effect can break statistical homogeneity:

ΔΦ = Φheavy − Φlight < 0{1 −
1 + z

H
ΔΦ
c2

( ̂d ⋅ ∇r)}ξ(r) ;ξ(r)

directional dependence : d ≡ (x1 + x2)/2

Detecting gravitational redshift from galaxies

c.f. Bonvin et al. (‘14)



z=0.33
Small scales Large scales

992 S. Saga et al.

Figure 9. Same as Fig. 7 but for the dipole cross-correlation function at small scales.

Figure 10. Same as Fig. 8 but for the dipole cross-correlation function at small scales.

of the bias and redshift dependences. Nevertheless, at these scales,
the non-linear cross-talk between the Doppler and gravitational
redshift effects becomes important, and a simple superposition of the
predictions taking separately each effect into account would fail to

reproduce the simulation results. A proper treatment beyond linear
theory is thus crucial, and incorporating the non-perturbative halo
potential, our quasi-linear model gives a reasonable description of
the dipole cross-correlation at both large and small scales.

MNRAS 498, 981–1001 (2020)
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Figure 9. Same as Fig. 7 but for the dipole cross-correlation function at small scales.

Figure 10. Same as Fig. 8 but for the dipole cross-correlation function at small scales.

of the bias and redshift dependences. Nevertheless, at these scales,
the non-linear cross-talk between the Doppler and gravitational
redshift effects becomes important, and a simple superposition of the
predictions taking separately each effect into account would fail to

reproduce the simulation results. A proper treatment beyond linear
theory is thus crucial, and incorporating the non-perturbative halo
potential, our quasi-linear model gives a reasonable description of
the dipole cross-correlation at both large and small scales.
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Relativistic effects at quasi-linear scales 991

Figure 7. The gravitational redshift contribution to the dipole cross-correlation function on large scales at z = 0.33, 0.9, and 1.1 (from left to right). Top
and bottom panels show the different halo populations, data H1600×data H100, and data H800×data H100, respectively. Among these figures, we show
the predictions based on the linear theory (blue-dashed), quasi-linear predictions with the non-linear potential based on NFW profile (orange) and N-body
simulation (green). The black circles with errorbars are the result of N-body simulation.

Figure 8. Same as Fig. 7 but for the Doppler and gravitational redshift contributions to the dipole cross-correlation. In the left-hand panels, we show the dipole
moment including all the relativistic effects in N-body simulations (grey circle with errorbars).
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Figure 7. The gravitational redshift contribution to the dipole cross-correlation function on large scales at z = 0.33, 0.9, and 1.1 (from left to right). Top
and bottom panels show the different halo populations, data H1600×data H100, and data H800×data H100, respectively. Among these figures, we show
the predictions based on the linear theory (blue-dashed), quasi-linear predictions with the non-linear potential based on NFW profile (orange) and N-body
simulation (green). The black circles with errorbars are the result of N-body simulation.

Figure 8. Same as Fig. 7 but for the Doppler and gravitational redshift contributions to the dipole cross-correlation. In the left-hand panels, we show the dipole
moment including all the relativistic effects in N-body simulations (grey circle with errorbars).
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Figure 7. The gravitational redshift contribution to the dipole cross-correlation function on large scales at z = 0.33, 0.9, and 1.1 (from left to right). Top
and bottom panels show the different halo populations, data H1600×data H100, and data H800×data H100, respectively. Among these figures, we show
the predictions based on the linear theory (blue-dashed), quasi-linear predictions with the non-linear potential based on NFW profile (orange) and N-body
simulation (green). The black circles with errorbars are the result of N-body simulation.

Figure 8. Same as Fig. 7 but for the Doppler and gravitational redshift contributions to the dipole cross-correlation. In the left-hand panels, we show the dipole
moment including all the relativistic effects in N-body simulations (grey circle with errorbars).
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z=0.33
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Figure 9. Same as Fig. 7 but for the dipole cross-correlation function at small scales.

Figure 10. Same as Fig. 8 but for the dipole cross-correlation function at small scales.

of the bias and redshift dependences. Nevertheless, at these scales,
the non-linear cross-talk between the Doppler and gravitational
redshift effects becomes important, and a simple superposition of the
predictions taking separately each effect into account would fail to

reproduce the simulation results. A proper treatment beyond linear
theory is thus crucial, and incorporating the non-perturbative halo
potential, our quasi-linear model gives a reasonable description of
the dipole cross-correlation at both large and small scales.
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Figure 7. The gravitational redshift contribution to the dipole cross-correlation function on large scales at z = 0.33, 0.9, and 1.1 (from left to right). Top
and bottom panels show the different halo populations, data H1600×data H100, and data H800×data H100, respectively. Among these figures, we show
the predictions based on the linear theory (blue-dashed), quasi-linear predictions with the non-linear potential based on NFW profile (orange) and N-body
simulation (green). The black circles with errorbars are the result of N-body simulation.

Figure 8. Same as Fig. 7 but for the Doppler and gravitational redshift contributions to the dipole cross-correlation. In the left-hand panels, we show the dipole
moment including all the relativistic effects in N-body simulations (grey circle with errorbars).
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predictions taking separately each effect into account would fail to

reproduce the simulation results. A proper treatment beyond linear
theory is thus crucial, and incorporating the non-perturbative halo
potential, our quasi-linear model gives a reasonable description of
the dipole cross-correlation at both large and small scales.
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FIG. 4. Upper limits on the LPI-violating parameter ↵ as a function of the di↵erence of gravitational potentials by Pound-
Rebka-Snider experiments [2, 3], solar spectra measurements [6, 7, 51, 52], rockets and spacecraft experiments [5, 53, 54], null
experiments [9, 55–58], and observations of stars/quasars near the galactic center supermassive black hole [10, 11] as indicated
in the right table. (This figure is a reproduction of the original one proposed in Ref. [10], with our results added.)
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(2021), arXiv:2106.11699 [astro-ph.CO].

[12] M. Sasaki, MNRAS 228, 653 (1987).
[13] T. Matsubara, ApJ 537, L77 (2000), arXiv:astro-

ph/0004392 [astro-ph].
[14] R. A. C. Croft, MNRAS 434, 3008 (2013),

arXiv:1304.4124 [astro-ph.CO].
[15] J. Yoo, Classical and Quantum Gravity 31, 234001

(2014), arXiv:1409.3223 [astro-ph.CO].
[16] V. Tansella, C. Bonvin, R. Durrer, B. Ghosh, and E. Sel-

lentin, J. Cosmology Astropart. Phys. 2018, 019 (2018),
arXiv:1708.00492 [astro-ph.CO].

[17] P. McDonald, Journal of Cosmology and Astro-Particle
Physics 2009, 026 (2009), arXiv:0907.5220 [astro-
ph.CO].

[18] C. Bonvin, L. Hui, and E. Gaztañaga, Phys. Rev. D 89,
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[7] J. I. González Hernández, R. Rebolo, L. Pasquini, G. Lo
Curto, P. Molaro, E. Ca↵au, H. G. Ludwig, M. Ste↵en,
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M. Esposito, A. Suárez Mascareño, B. Toledo-Padrón,
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R. A. Probst, T. W. Hänsch, R. Holzwarth, A. Manescau,
T. Steinmetz, T. Udem, and T. Wilken, A&A 643, A146
(2020), arXiv:2009.10558 [astro-ph.SR].

[8] N. Leefer, C. T. M. Weber, A. Cingöz, J. R. Torgerson,
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Vol. 2 (2000) Weighing Photons, I 257

I had a silly notion that the thermal expansion and contraction of the compo-
nents would obscure the small shift we were seeking. First thing Monday morning
I rushed over to the Harvard Coop to buy an electric blanket to throw over the

Fig. 7. Glen Rebka at the lower end of the helium-filled column in Jefferson Physical Laboratory. He
is setting the seven photomultiplier gains in consultation, on a closed-circuit telephone, with Pound
sitting by the pulse-height analyzer (figure 6). Photograph taken in January 1960 by the Harvard News
Office.

G. Rebka

h=22.5 m

Source or 
detector

Source or detector 
@ roof of building

γ-ray

R. V. Pound Phys. perspect.256

Fig. 6. The author in the control room on the second floor of Jefferson Physical Laboratory.
Photograph taken in January 1960 by the Harvard News Office.

foil in an effort to reduce the effects of sun and night cold, but the room was not
heated. It was a very cold night, and the penthouse where the source unit (figure 5),
mounted on an hydraulic piston for calibration purposes was situated for the initial
run, was worrisomely cold. There was a very definite change in the asymmetry
measurement with that first inversion, of the correct sense, and we were quite
encouraged.

R. Pound

Pound, Phys. Perspect. 2 (’00) 224 →

Pound-Rebka experiment
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Rebka-Snider experiments [2, 3], solar spectra measurements [6, 7, 51, 52], rockets and spacecraft experiments [5, 53, 54], null
experiments [9, 55–58], and observations of stars/quasars near the galactic center supermassive black hole [10, 11] as indicated
in the right table. (This figure is a reproduction of the original one proposed in Ref. [10], with our results added.)
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083535 (2014), arXiv:1309.1321 [astro-ph.CO].

[19] C. Bonvin and P. Fleury, J. Cosmology Astropart. Phys.
2018, 061 (2018), arXiv:1803.02771 [astro-ph.CO].

[20] C. Bonvin, F. Oliveira Franco, and P. Fleury, J. Cosmol-
ogy Astropart. Phys. 2020, 004 (2020), arXiv:2004.06457
[astro-ph.CO].

[21] M.-A. Breton, Y. Rasera, A. Taruya, O. Lacombe, and
S. Saga, MNRAS 483, 2671 (2019), arXiv:1803.04294
[astro-ph.CO].

[22] S. Saga, A. Taruya, M.-A. Breton, and Y. Rasera, MN-
RAS 498, 981 (2020), arXiv:2004.03772 [astro-ph.CO].

[23] S. Saga, A. Taruya, M.-A. Breton, and Y. Rasera, arXiv
e-prints , arXiv:2109.06012 (2021), arXiv:2109.06012
[astro-ph.CO].

[24] F. Beutler and E. Di Dio, J. Cosmology Astropart. Phys.
2020, 048 (2020), arXiv:2004.08014 [astro-ph.CO].

[25] S. Alam, H. Zhu, R. A. C. Croft, S. Ho, E. Giusarma,
and D. P. Schneider, MNRAS 470, 2822 (2017),
arXiv:1709.07855 [astro-ph.CO].

[26] R. Wojtak, S. H. Hansen, and J. Hjorth, Nature 477, 567
(2011), arXiv:1109.6571 [astro-ph.CO].

[27] I. Sadeh, L. L. Feng, and O. Lahav, Phys. Rev. Lett. 114,
071103 (2015), arXiv:1410.5262 [astro-ph.CO].

[28] P. Jimeno, T. Broadhurst, J. Coupon, K. Umetsu, and

6

FIG. 4. Upper limits on the LPI-violating parameter ↵ as a function of the di↵erence of gravitational potentials by Pound-
Rebka-Snider experiments [2, 3], solar spectra measurements [6, 7, 51, 52], rockets and spacecraft experiments [5, 53, 54], null
experiments [9, 55–58], and observations of stars/quasars near the galactic center supermassive black hole [10, 11] as indicated
in the right table. (This figure is a reproduction of the original one proposed in Ref. [10], with our results added.)

and A0090402287. Numerical computation was also
carried out partly at the Yukawa Institute Com-
puter Facility. This work was supported by Grant-
in-Aid for JSPS Fellows No. 17J10553 (SS) and in
part by MEXT/JSPS KAKENHI Grant Numbers Nos.
JP17H06359, JP20H05861, and 21H01081 (AT). AT also
acknowledges the support from JST AIP Acceleration
Research Grant No. JP20317829, Japan. SS acknowl-
edges the support from Yukawa Institute for Theoretical
Physics (YITP) at Kyoto University, where this work was
completed during the visiting program. Also, discussions
during the workshop YITP-T-21-06 on “Galaxy shape
statistics and cosmology” were useful to complete this
work.

⇤ shohei.saga@obspm.fr
[1] C. M. Will, Theory and Experiment in Gravitational

Physics, 2nd ed. (Cambridge University Press, 2018).
[2] R. V. Pound and G. A. Rebka, Phys. Rev. Lett. 3, 439

(1959).
[3] R. V. Pound and J. L. Snider, Physical Review 140, 788

(1965).
[4] R. F. C. Vessot, M. W. Levine, E. M. Mattison,

E. L. Blomberg, T. E. Ho↵man, G. U. Nystrom, B. F.
Farrel, R. Decher, P. B. Eby, and C. R. Baugher,
Phys. Rev. Lett. 45, 2081 (1980).

[5] T. P. Krisher, J. D. Anderson, and J. K. Campbell,
Phys. Rev. Lett. 64, 1322 (1990).

[6] J. C. Lopresto, C. Schrader, and A. K. Pierce, ApJ 376,
757 (1991).
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R. A. Probst, T. W. Hänsch, R. Holzwarth, A. Manescau,
T. Steinmetz, T. Udem, and T. Wilken, A&A 643, A146
(2020), arXiv:2009.10558 [astro-ph.SR].

[8] N. Leefer, C. T. M. Weber, A. Cingöz, J. R. Torgerson,
and D. Budker, Phys. Rev. Lett. 111, 060801 (2013),
arXiv:1304.6940 [physics.atom-ph].

[9] S. Peil, S. Crane, J. L. Hanssen, T. B. Swanson,
and C. R. Ekstrom, Phys. Rev. A 87, 010102 (2013),
arXiv:1301.6145 [physics.atom-ph].

[10] A. Amorim et al. (GRAVITY), Phys. Rev. Lett. 122,
101102 (2019), arXiv:1902.04193 [astro-ph.GA].

[11] E. Mediavilla and J. Jiménez-Vicente, ApJ 914, 112
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Δν
ν0

= (1 + α)
ΔΦ
c2

violation of local position invariance (LPI)α ≠ 0 →

Amorim et al. (’19), modified

Potential depth

Andrea Ghez
found to be 20 km s−1 for the Keck and Gemini
observations.
The astrometric positions of S0-2 with re-

spect to Sgr A*were placed in a commonabsolute
astrometric reference frame by using a multistep

cross-matching and transformation process. We
adopted an improvedmethodology for obtaining
precise astrometry and a more accurate absolute
reference frame compared with that of previous
work (7). This resulted in an average astromet-

ric uncertainty for S0-2 of 1.1 milli–arc seconds
(mas) for speckle imaging and 0.26 mas for AO
imaging.
The astrometric and RV measurements are

combined in a global orbital model fitting using
a standard post-Newtonian approximation that
includes the first-order GR corrections on the
Newtonian equations ofmotion, the Römer time
delay due to variations in the light propagation
time between S0-2 and the observer, and the rela-
tivistic redshift. For the astrometric observables,
we ignore the negligible effect of light deflection
by the SMBHbut include a two-dimensional (2D)
linear drift of the gravitational center ofmass. This
drift accounts for systematic uncertainties in the
construction of the astrometric reference frame.
To our level of accuracy, the RV observable is (13)

RV ¼ vz0 þ VZ ;S0#2 þΥ
V 2
S0#2

2c
þ GM
cRS0#2

! "
ð1Þ

where c is the speed of light in a vacuum, vz0 is a
constant offset introduced to account for sys-
tematic uncertainties within our RV reduction,
VZ;S0#2 is the Newtonian line-of-sight velocity
of S0-2,V 2

S0#2=2c is the transverse Doppler shift
predicted by special relativity depending on
S0-2’s velocityVS0#2, andGM=cRS0#2 is the grav-
itational redshift predicted by GR incorporating
the SMBH gravitational parameterGM (gravita-
tional constant G and SMBHmassM) and the
distance,RS0#2, between S0-2 and the SMBH. U
is a scale parameter introduced to characterize
deviations from GR; its value is 0 in a purely
Newtonian model and 1 in GR (13). The model
has 14 parameters: 6 orbital parameters for S0-2,
the gravitational parameter of the SMBH (GM),
the distance to the GC R0, a 2D linear drift of the
SMBH parametrized by the 2D position (x0, y0)
and velocity ðvx0 ;vy0 Þ of the black hole from the
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Fig. 3. Measured deviation from Newtonian predictions. The fitted deviation from Newtonian
predictions, overlaid with the best-fitting orbit model (red line) corresponding to U = 0.88. The inset
shows the posterior probability distribution for U; 0.88 is the median value. The red shaded areas
show the model 68 and 95% confidence intervals. The observed RVs are shown as black circles, after
removing the Newtonian part of the model. Error bars indicate 1s uncertainties. For comparison,
we show the RV deviation expected for a purely relativistic signal (U = 1, dotted blue line) and for
a purely Newtonian model (U = 0, dashed blue line) for an orbit with the same orbital parameters.
Our measurement is consistent with the GR model at the 1s confidence level, whereas the Newtonian
model is excluded at >5s confidence.

Table 1. Estimation of the model parameters. Column four (Estimation) indicates the median of the marginalized 1D posterior. Column five (Statistical
uncertainty) indicates the half width of the 68% confidence interval centered on the median. Values for l denote the +1s and –1s uncertainties. Column six
(Systematic s from jackknife) indicates the 1s systematic uncertainty from the reference frame estimated from the jackknife analysis (13). M⊙, solar mass.

Parameter Description Maximum likelihood Estimation Statistical uncertainty Systematic s from jackknife

MBHð106M⊙Þ Black hole mass 3.984 3.975 0.058 0.026
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .

R0 (kpc) Distance to GC 7.971 7.959 0.059 0.032
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .

U Redshift parameter 0.80 0.88 0.16 0.047
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .

x0 (mas) x dynamical center 0.99 1.22 0.32 0.51
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .

y0 (mas) y dynamical center −0.85 −0.88 0.34 1.16
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .

vx0 (mas/year) x velocity −0.060 −0.077 0.018 0.14
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .

vy0 (mas/year) y velocity 0.221 0.226 0.019 0.066
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .

vz0 (km/s) z velocity −3.6 −6.2 3.7 0.79
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .

P (years) Period 16.041 16.042 0.0016 7.8 × 10−5
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .

T0 (years) Closest approach 2018.3765 2018.3763 0.0004 1.9 × 10−5
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .

e Eccentricity 0.886 0.8858 0.0004 2.8 × 10−5
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .

i (degrees) Inclination 133.88 133.82 0.18 0.13
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .

w (degrees) Argument of periapsis 66.03 66.11 0.24 0.077
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .

W (degrees) Angle to the ascending node 227.40 227.49 0.29 0.11
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .

NIRC2 offset (km/s) RV offset 80 81 19 0.8
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .

L (mas) Astrometric correlation length 21 28 24:6
#13:6 11.8

.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .

p Astrometric mixing coefficient 0.47 0.55 0.13 0.11
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .
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FIG. 4. Upper limits on the LPI-violating parameter ↵ as a function of the di↵erence of gravitational potentials by Pound-
Rebka-Snider experiments [2, 3], solar spectra measurements [6, 7, 51, 52], rockets and spacecraft experiments [5, 53, 54], null
experiments [9, 55–58], and observations of stars/quasars near the galactic center supermassive black hole [10, 11] as indicated
in the right table. (This figure is a reproduction of the original one proposed in Ref. [10], with our results added.)
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M. Esposito, A. Suárez Mascareño, B. Toledo-Padrón,
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M. Esposito, A. Suárez Mascareño, B. Toledo-Padrón,
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from the asymmetric galaxy clustering can probe
• potential depth ΔΦ ∼ 10−5

• distant universe of z ≳ 0.1
• scales (separation) of r ∼ 5 − 10 h−1 Mpc

Relativistic dipole experimentNew

  Q. What are the signal-to-noise ratio of relativistic dipole  
& expected constraint on LPI violation parameter   from upcoming surveys ?α

Q



Modeling & forecasting relativistic dipole

Analytical model of dipole cross correlation with

S. Saga, AT & M-A. Breton, Y. Rasera, arXiv:2109.06012 & arXiv:2112.07727

Assuming that observed galaxies reside at the center of halos,

• : potential at halo center described by NFW profileΔϕ ≡ ΦX − ΦY

• : Linear bias determined by halo mass bX, bY, & Δb ≡ bX − bY

•  (wide-angle) Doppler effect 
•gravitational redshift effect
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where the functions j` and PL(k) are, respectively, the
spherical Bessel function and the power spectrum of
the linear density fields defined by h�L(k)�L(k0)i =
(2⇡)3�D(k + k0)PL. In Eq. (4), all terms are propor-
tional to the di↵erential quantities, i.e., �b ⌘ bX � bY,
�� ⌘ �halo,X � �halo,Y, and �v2g ⌘ v2g,X � v2g,Y. Accord-
ingly, the non-vanishing dipole arises only when we cross-
correlate di↵erent biased objects, X 6= Y. In Eqs. (3) and
(4), we ignore the magnification bias that comes from the
fact that galaxy samples are flux limited. As shown in
Saga et al. [23], as long as we focus on small scales of our
interest, its e↵ect on the dipole signal is small and does
not change the following results.

Given the linear matter power spectrum and bias pa-
rameters, the remaining pieces to be specified for a quan-
titative prediction of ⇠XY,1 are �halo and v2g , which are
modeled by the universal halo density profile, called
Navarro-Frenk-White profile [34]. Assuming its func-
tional form characterized by halo mass and redshift, the
halo potential, �halo, is obtained by solving the Poisson
equation, while the velocity dispersion, v2g , is computed
from the Jeans equation [22, 23]. Here, we also add the
coherent motion of halos to v2g , following the Gaussian
linear density fields (e.g., Refs. [35–37]) In predicting the
dipole, a crucial aspect is that each of the galaxies to
cross-correlate does not strictly reside at the halo cen-
ter, and the presence of the o↵-centered galaxies induces
two competitive e↵ects, i.e., the diminution of the grav-
itational redshift and non-vanishing transverse Doppler
e↵ects, which can systematically change the dipole am-
plitude. We account for these following Refs. [38, 39],
and control their potential impact by introducing the o↵-
centering parameter Ro↵ .

Putting all ingredients together, we demonstrate the
analytical prediction of the dipole in Fig. 1, where we
show the results at z = 0.33, together with the measured
dipole in simulations incorporating longitudinal Doppler
and gravitational redshift e↵ects (black circles), and all
the relevant relativistic e↵ects (grey circles) [21]. Com-
paring black and grey circles with errorbars confirms that
the longitudinal Doppler and gravitational redshift ef-
fects are the major contributors to the dipole, and ac-
cordingly, it justifies the underlying assumption in our

FIG. 1. Dipole moment cross-correlating bX = 2.07 and
bY = 1.08 at z = 0.33 based on our model with varying
0  Ro↵/rvir  0.2 (red shaded curve). In the red shaded
curve, the lower and upper lines correspond to Ro↵/rvir = 0
and 0.2, respectively. The grey dashed line represents the an-
alytical prediction neglecting the halo potential, ��halo. The
circles with errorbars represent the simulation results taking
both Doppler and gravitational redshift e↵ects (black) and
all relevant relativistic e↵ects (grey) [22], whose errorbars are
estimated by using the jack-knife method. Note that the grey
data points are artificially shifted for presentation purposes.

model given in Eq. (4). In this figure, we vary the o↵-
centering parameter by the typical range for the simula-
tions, i.e., the o↵set of the deepest potential well from
the center of mass position which is the actual halo posi-
tion defined in simulations: 0  Ro↵/rvir  0.2 (see e.g.,
Ref. [39]). Within the statistical error, the prediction
depicted as a red shaded curve describes the simulation
results remarkably well down to 5Mpc/h, while the pre-
diction ignoring the halo potential (grey dashed) fails to
reproduce the negative dipole at small scales. This sug-
gests that the measurements of the dipole moment, hav-
ing particularly a negative amplitude at s <

⇠ 30Mpc/h,
provide us with the information about the gravitational
redshift e↵ect from the halo potential, which can be used
to test/constrain the LPI violation, as we will see in the
next section.
Test of Local Position Invariance.— Having confirmed

that the analytical predictions properly describe the
dipole signal at the scales of our interest, we next consider
quantitatively the prospects for constraining the LPI-
violation parameter ↵ in Eq. (1) from upcoming galaxy
surveys.
To this end, we perform the Fisher matrix analysis

involving several parameters together with ↵ as follows.

• cosmological parameters: the cosmological param-
eters that characterize the linear matter spectrum
PL and growth of structure are assumed to be deter-
mined by other cosmological probes e.g., cosmic mi-
crowave background (CMB) observations, and we
fix their fiducial values to the seven-year WMAP
results [40].

• bias parameter: the redshift-space distortions and
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analytical prediction of the dipole in Fig. 1, where we
show the results at z = 0.33, together with the measured
dipole in simulations incorporating longitudinal Doppler
and gravitational redshift e↵ects (black circles), and all
the relevant relativistic e↵ects (grey circles) [21]. Com-
paring black and grey circles with errorbars confirms that
the longitudinal Doppler and gravitational redshift ef-
fects are the major contributors to the dipole, and ac-
cordingly, it justifies the underlying assumption in our

FIG. 1. Dipole moment cross-correlating bX = 2.07 and
bY = 1.08 at z = 0.33 based on our model with varying
0  Ro↵/rvir  0.2 (red shaded curve). In the red shaded
curve, the lower and upper lines correspond to Ro↵/rvir = 0
and 0.2, respectively. The grey dashed line represents the an-
alytical prediction neglecting the halo potential, ��halo. The
circles with errorbars represent the simulation results taking
both Doppler and gravitational redshift e↵ects (black) and
all relevant relativistic e↵ects (grey) [22], whose errorbars are
estimated by using the jack-knife method. Note that the grey
data points are artificially shifted for presentation purposes.

model given in Eq. (4). In this figure, we vary the o↵-
centering parameter by the typical range for the simula-
tions, i.e., the o↵set of the deepest potential well from
the center of mass position which is the actual halo posi-
tion defined in simulations: 0  Ro↵/rvir  0.2 (see e.g.,
Ref. [39]). Within the statistical error, the prediction
depicted as a red shaded curve describes the simulation
results remarkably well down to 5Mpc/h, while the pre-
diction ignoring the halo potential (grey dashed) fails to
reproduce the negative dipole at small scales. This sug-
gests that the measurements of the dipole moment, hav-
ing particularly a negative amplitude at s <

⇠ 30Mpc/h,
provide us with the information about the gravitational
redshift e↵ect from the halo potential, which can be used
to test/constrain the LPI violation, as we will see in the
next section.
Test of Local Position Invariance.— Having confirmed

that the analytical predictions properly describe the
dipole signal at the scales of our interest, we next consider
quantitatively the prospects for constraining the LPI-
violation parameter ↵ in Eq. (1) from upcoming galaxy
surveys.
To this end, we perform the Fisher matrix analysis

involving several parameters together with ↵ as follows.

• cosmological parameters: the cosmological param-
eters that characterize the linear matter spectrum
PL and growth of structure are assumed to be deter-
mined by other cosmological probes e.g., cosmic mi-
crowave background (CMB) observations, and we
fix their fiducial values to the seven-year WMAP
results [40].

• bias parameter: the redshift-space distortions and
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(4), we ignore the magnification bias that comes from the
fact that galaxy samples are flux limited. As shown in
Saga et al. [23], as long as we focus on small scales of our
interest, its e↵ect on the dipole signal is small and does
not change the following results.

Given the linear matter power spectrum and bias pa-
rameters, the remaining pieces to be specified for a quan-
titative prediction of ⇠XY,1 are �halo and v2g , which are
modeled by the universal halo density profile, called
Navarro-Frenk-White profile [34]. Assuming its func-
tional form characterized by halo mass and redshift, the
halo potential, �halo, is obtained by solving the Poisson
equation, while the velocity dispersion, v2g , is computed
from the Jeans equation [22, 23]. Here, we also add the
coherent motion of halos to v2g , following the Gaussian
linear density fields (e.g., Refs. [35–37]) In predicting the
dipole, a crucial aspect is that each of the galaxies to
cross-correlate does not strictly reside at the halo cen-
ter, and the presence of the o↵-centered galaxies induces
two competitive e↵ects, i.e., the diminution of the grav-
itational redshift and non-vanishing transverse Doppler
e↵ects, which can systematically change the dipole am-
plitude. We account for these following Refs. [38, 39],
and control their potential impact by introducing the o↵-
centering parameter Ro↵ .

Putting all ingredients together, we demonstrate the
analytical prediction of the dipole in Fig. 1, where we
show the results at z = 0.33, together with the measured
dipole in simulations incorporating longitudinal Doppler
and gravitational redshift e↵ects (black circles), and all
the relevant relativistic e↵ects (grey circles) [21]. Com-
paring black and grey circles with errorbars confirms that
the longitudinal Doppler and gravitational redshift ef-
fects are the major contributors to the dipole, and ac-
cordingly, it justifies the underlying assumption in our

FIG. 1. Dipole moment cross-correlating bX = 2.07 and
bY = 1.08 at z = 0.33 based on our model with varying
0  Ro↵/rvir  0.2 (red shaded curve). In the red shaded
curve, the lower and upper lines correspond to Ro↵/rvir = 0
and 0.2, respectively. The grey dashed line represents the an-
alytical prediction neglecting the halo potential, ��halo. The
circles with errorbars represent the simulation results taking
both Doppler and gravitational redshift e↵ects (black) and
all relevant relativistic e↵ects (grey) [22], whose errorbars are
estimated by using the jack-knife method. Note that the grey
data points are artificially shifted for presentation purposes.

model given in Eq. (4). In this figure, we vary the o↵-
centering parameter by the typical range for the simula-
tions, i.e., the o↵set of the deepest potential well from
the center of mass position which is the actual halo posi-
tion defined in simulations: 0  Ro↵/rvir  0.2 (see e.g.,
Ref. [39]). Within the statistical error, the prediction
depicted as a red shaded curve describes the simulation
results remarkably well down to 5Mpc/h, while the pre-
diction ignoring the halo potential (grey dashed) fails to
reproduce the negative dipole at small scales. This sug-
gests that the measurements of the dipole moment, hav-
ing particularly a negative amplitude at s <

⇠ 30Mpc/h,
provide us with the information about the gravitational
redshift e↵ect from the halo potential, which can be used
to test/constrain the LPI violation, as we will see in the
next section.
Test of Local Position Invariance.— Having confirmed

that the analytical predictions properly describe the
dipole signal at the scales of our interest, we next consider
quantitatively the prospects for constraining the LPI-
violation parameter ↵ in Eq. (1) from upcoming galaxy
surveys.
To this end, we perform the Fisher matrix analysis

involving several parameters together with ↵ as follows.

• cosmological parameters: the cosmological param-
eters that characterize the linear matter spectrum
PL and growth of structure are assumed to be deter-
mined by other cosmological probes e.g., cosmic mi-
crowave background (CMB) observations, and we
fix their fiducial values to the seven-year WMAP
results [40].

• bias parameter: the redshift-space distortions and
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interest, its e↵ect on the dipole signal is small and does
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modeled by the universal halo density profile, called
Navarro-Frenk-White profile [34]. Assuming its func-
tional form characterized by halo mass and redshift, the
halo potential, �halo, is obtained by solving the Poisson
equation, while the velocity dispersion, v2g , is computed
from the Jeans equation [22, 23]. Here, we also add the
coherent motion of halos to v2g , following the Gaussian
linear density fields (e.g., Refs. [35–37]) In predicting the
dipole, a crucial aspect is that each of the galaxies to
cross-correlate does not strictly reside at the halo cen-
ter, and the presence of the o↵-centered galaxies induces
two competitive e↵ects, i.e., the diminution of the grav-
itational redshift and non-vanishing transverse Doppler
e↵ects, which can systematically change the dipole am-
plitude. We account for these following Refs. [38, 39],
and control their potential impact by introducing the o↵-
centering parameter Ro↵ .

Putting all ingredients together, we demonstrate the
analytical prediction of the dipole in Fig. 1, where we
show the results at z = 0.33, together with the measured
dipole in simulations incorporating longitudinal Doppler
and gravitational redshift e↵ects (black circles), and all
the relevant relativistic e↵ects (grey circles) [21]. Com-
paring black and grey circles with errorbars confirms that
the longitudinal Doppler and gravitational redshift ef-
fects are the major contributors to the dipole, and ac-
cordingly, it justifies the underlying assumption in our

FIG. 1. Dipole moment cross-correlating bX = 2.07 and
bY = 1.08 at z = 0.33 based on our model with varying
0  Ro↵/rvir  0.2 (red shaded curve). In the red shaded
curve, the lower and upper lines correspond to Ro↵/rvir = 0
and 0.2, respectively. The grey dashed line represents the an-
alytical prediction neglecting the halo potential, ��halo. The
circles with errorbars represent the simulation results taking
both Doppler and gravitational redshift e↵ects (black) and
all relevant relativistic e↵ects (grey) [22], whose errorbars are
estimated by using the jack-knife method. Note that the grey
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model given in Eq. (4). In this figure, we vary the o↵-
centering parameter by the typical range for the simula-
tions, i.e., the o↵set of the deepest potential well from
the center of mass position which is the actual halo posi-
tion defined in simulations: 0  Ro↵/rvir  0.2 (see e.g.,
Ref. [39]). Within the statistical error, the prediction
depicted as a red shaded curve describes the simulation
results remarkably well down to 5Mpc/h, while the pre-
diction ignoring the halo potential (grey dashed) fails to
reproduce the negative dipole at small scales. This sug-
gests that the measurements of the dipole moment, hav-
ing particularly a negative amplitude at s <

⇠ 30Mpc/h,
provide us with the information about the gravitational
redshift e↵ect from the halo potential, which can be used
to test/constrain the LPI violation, as we will see in the
next section.
Test of Local Position Invariance.— Having confirmed

that the analytical predictions properly describe the
dipole signal at the scales of our interest, we next consider
quantitatively the prospects for constraining the LPI-
violation parameter ↵ in Eq. (1) from upcoming galaxy
surveys.
To this end, we perform the Fisher matrix analysis

involving several parameters together with ↵ as follows.

• cosmological parameters: the cosmological param-
eters that characterize the linear matter spectrum
PL and growth of structure are assumed to be deter-
mined by other cosmological probes e.g., cosmic mi-
crowave background (CMB) observations, and we
fix their fiducial values to the seven-year WMAP
results [40].

• bias parameter: the redshift-space distortions and

3

tipoles)

⇠XY,1(s, d) = 2f�b
s

d

✓
⌅(1)
1 �

1

5
⌅(0)
2

◆

+
1

saH

 
���

�v2g
2

!

⇥

✓
bXbY +

3

5
(bX + bY)f +

3

7
f2

◆
⌅(�1)
1 , (4)

with the function ⌅(n)
` defined by

⌅(n)
` (s) ⌘

Z
k2 dk

2⇡2

j`(ks)

(ks)n
PL(k) , (5)

where the functions j` and PL(k) are, respectively, the
spherical Bessel function and the power spectrum of
the linear density fields defined by h�L(k)�L(k0)i =
(2⇡)3�D(k + k0)PL. In Eq. (4), all terms are propor-
tional to the di↵erential quantities, i.e., �b ⌘ bX � bY,
�� ⌘ �halo,X � �halo,Y, and �v2g ⌘ v2g,X � v2g,Y. Accord-
ingly, the non-vanishing dipole arises only when we cross-
correlate di↵erent biased objects, X 6= Y. In Eqs. (3) and
(4), we ignore the magnification bias that comes from the
fact that galaxy samples are flux limited. As shown in
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modeled by the universal halo density profile, called
Navarro-Frenk-White profile [34]. Assuming its func-
tional form characterized by halo mass and redshift, the
halo potential, �halo, is obtained by solving the Poisson
equation, while the velocity dispersion, v2g , is computed
from the Jeans equation [22, 23]. Here, we also add the
coherent motion of halos to v2g , following the Gaussian
linear density fields (e.g., Refs. [35–37]) In predicting the
dipole, a crucial aspect is that each of the galaxies to
cross-correlate does not strictly reside at the halo cen-
ter, and the presence of the o↵-centered galaxies induces
two competitive e↵ects, i.e., the diminution of the grav-
itational redshift and non-vanishing transverse Doppler
e↵ects, which can systematically change the dipole am-
plitude. We account for these following Refs. [38, 39],
and control their potential impact by introducing the o↵-
centering parameter Ro↵ .

Putting all ingredients together, we demonstrate the
analytical prediction of the dipole in Fig. 1, where we
show the results at z = 0.33, together with the measured
dipole in simulations incorporating longitudinal Doppler
and gravitational redshift e↵ects (black circles), and all
the relevant relativistic e↵ects (grey circles) [21]. Com-
paring black and grey circles with errorbars confirms that
the longitudinal Doppler and gravitational redshift ef-
fects are the major contributors to the dipole, and ac-
cordingly, it justifies the underlying assumption in our

FIG. 1. Dipole moment cross-correlating bX = 2.07 and
bY = 1.08 at z = 0.33 based on our model with varying
0  Ro↵/rvir  0.2 (red shaded curve). In the red shaded
curve, the lower and upper lines correspond to Ro↵/rvir = 0
and 0.2, respectively. The grey dashed line represents the an-
alytical prediction neglecting the halo potential, ��halo. The
circles with errorbars represent the simulation results taking
both Doppler and gravitational redshift e↵ects (black) and
all relevant relativistic e↵ects (grey) [22], whose errorbars are
estimated by using the jack-knife method. Note that the grey
data points are artificially shifted for presentation purposes.

model given in Eq. (4). In this figure, we vary the o↵-
centering parameter by the typical range for the simula-
tions, i.e., the o↵set of the deepest potential well from
the center of mass position which is the actual halo posi-
tion defined in simulations: 0  Ro↵/rvir  0.2 (see e.g.,
Ref. [39]). Within the statistical error, the prediction
depicted as a red shaded curve describes the simulation
results remarkably well down to 5Mpc/h, while the pre-
diction ignoring the halo potential (grey dashed) fails to
reproduce the negative dipole at small scales. This sug-
gests that the measurements of the dipole moment, hav-
ing particularly a negative amplitude at s <

⇠ 30Mpc/h,
provide us with the information about the gravitational
redshift e↵ect from the halo potential, which can be used
to test/constrain the LPI violation, as we will see in the
next section.
Test of Local Position Invariance.— Having confirmed

that the analytical predictions properly describe the
dipole signal at the scales of our interest, we next consider
quantitatively the prospects for constraining the LPI-
violation parameter ↵ in Eq. (1) from upcoming galaxy
surveys.
To this end, we perform the Fisher matrix analysis

involving several parameters together with ↵ as follows.

• cosmological parameters: the cosmological param-
eters that characterize the linear matter spectrum
PL and growth of structure are assumed to be deter-
mined by other cosmological probes e.g., cosmic mi-
crowave background (CMB) observations, and we
fix their fiducial values to the seven-year WMAP
results [40].

• bias parameter: the redshift-space distortions and
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Figure 4. (Top) Redshift dependence of the diagonal components of the co- 
variance matrix, fixing the separations to s = s ′ = 5 Mpc h −1 . Contributions 
from CV ×CV (red dotted), CV ×P (blue dot-dashed), and P ×P (magenta 
dashed) terms are separately plotted. For comparison, the square of the dipole 
moment, ( ξ1 ( s )) 2 , is also shown (black solid). (Bottom) Redshift dependence 
of the ratio, COV( s , s )/( ξXY,1 ( s )) 2 at s = 5 Mpc h −1 , with contributions from 
CV ×CV, CV ×P, and P ×P separately plotted. In both panels, the contributions 
from CV ×CV are multiplied by 10 5 for clarity. The depth of redshift, 
fractional sk y co v erage, bias, and number density are chosen to be the same 
as in Fig. 3 . 
as shown in Fig. 2 . In Saga et al. ( 2020 ), the zero-crossing point where 
the amplitude of the dipole moment eventually flips the sign is shown 
to scale as b X b Y /( b X − b Y ) | "φNL | { H 0 (1 + z )/ H ( z ) } , with "φNL 
defined by "φNL ≡ φNFW,0,X − φNFW,0,Y . For haloes considered here, 
the zero-crossing point typically appears at s ≈ 20–40 Mpc h −1 for the 
redshifts 0.1 ≤ z ≤ 1.7. Below this scale, the normalized covariance 
starts to fall-off, and a rather clear redshift dependence becomes 
manifest, compared to the one at large scales. This implies that the 
signal-to-noise ratio of the dipole moment would be dominated by 
the behaviour below the zero-crossing point. Although these features 
are common in all three panels, the amplitude of the ratio for the 
CV ×CV (left-hand panel) is substantially smaller than the other 
two contributions, meaning that the contribution coming from the 
cosmic variance is sub-dominant in the covariance matrix of the 
dipole moment. This is consistent with what was discussed in the 
previous section (see equation 33 below). The results of Fig. 3 thus 
show that the detectability of the relativistic dipole is mostly go v erned 
by the covariance structure of the CV ×P and P ×P terms below the 
zero-crossing point. 

In Fig. 4 , to see more clearly the redshift dependence of the 
normalized covariance at small scales, we fix the separation s to 
5 Mpc h −1 , and plot the three contributions as a function of the 
redshift, again focusing on the diagonal components of the covariance 
matrix. The upper panel of Fig. 4 shows the diagonal components 
of the covariance matrix and the square of the dipole moment, while 
the lower panel plots their ratios. It is to be noted that the ratio 
COV/( ξ 1 ) 2 exhibit a non-monotonic behaviour. That is, the result of 
each contribution first decreases with the redshift, and then turns to 
increase at z ! 0.5. These behaviours come from the competition 
of the redshift dependence between the numerator and denominator, 
as is explicitly shown in the upper panel. Due to the surv e y volume 

dependence of the covariance matrix dominated by the P ×P term, 
the numerator rapidly decreases at z ! 0.5 − 1, but beyond that, it 
asymptotically approaches a constant value. On the other hand, the 
denominator, ( ξ 1 ) 2 , monotonically decreases its amplitude through 
the redshift evolution of the linear growth factor and the halo potential 
at the centre. Thus, taking the ratio, COV/( ξ 1 ) 2 , yields a non-trivial 
behaviour which takes a minimum value around z ≈ 0.5. Although 
Fig. 4 shows a part of the covariance matrix, the trends seen in the 
diagonal component generically appear in the signal-to-noise ratio 
for various surv e y setup, and these indeed dominate the behaviours 
of the signal-to-noise ratio, as we will see later. 
4  RESULTS:  ESTIMATING  SI GNAL-TO-NO IS E  
RATI O  IN  U P C O M I N G  SURVEYS  
Provided the analytical model describing the relativistic dipole and 
the covariance matrix in the previous section, we are in a position to 
estimate the signal-to-noise ratio of the relativistic dipole. We define 
the signal-to-noise ratio, (S/N): 
(

S 
N 
)2 

≡
s max ∑ 

s ,s ′ = s min ξXY , 1 ( s ) COV −1 ( s , s ′ ) ξXY , 1 ( s ′ ) , (34) 
Here, the minimum and maximum separation, s min and s max , have to 
be specified in computing the signal-to-noise ratio. In what follows, 
we fix the maximum separation s max to 150 Mpc h −1 . As long as we 
set it to a scale larger than the zero-crossing point of the dipole signal 
(typically at 20–40 Mpc h −1 ), the change of s max hardly affects the 
signal-to-noise ratio. On the other hand, we see that our analytical 
prediction of the dipole quantitatively reproduces the simulation 
results even at s ∼ 5 Mpc h −1 , below which the dipole amplitude 
seems to be further increased with a ne gativ e sign. Howev er, the 
baryonic effects ignored in our analytical model and simulations 
potentially affect the dipole, and their impacts may have to be taken 
into account as a possible systematic effect, which needs further 
study. For this reason, we restrict the signal-to-noise estimation to 
the scales where such an effect is neglected, and set the minimum 
separation s min to 5 Mpc h −1 . 

Then, in Section 4.1, varying the minimum separation and redshift, 
we study the basic behaviours of the signal-to-noise ratio, and 
discuss its key properties. In Section 4.2, we change parameters for 
galaxy surv e ys and galaxy/halo clustering properties to investigate 
the general trend of the signal-to-noise ratio. Finally, Section 4.3 
estimates the signal-to-noise ratio for upcoming surv e ys. 
4.1 Scale and redshift dependence 
Let us look at the basic behaviour of the signal-to-noise ratio. First 
consider the dependence of the signal-to-noise ratio on the minimum 
separation s min . In Fig. 5 , assuming the same halo populations as 
considered in Figs 3 and 4 , we plot the signal-to-noise ratio with 
(solid) and without (dotted) the halo potential contributions, ξ εNL 

1 . 
Here, the results at different redshifts are shown as a function of s min , 
keeping the redshift depth fixed to "z = 0.1. Since the signal-to- 
noise ratio generally scales as (S / N) ∝ f 1 / 2 sky , the plotted results are 
normalized by f 1 / 2 sky . 

Overall, the signal-to-noise ratio generally gets increased as 
decreasing s min . A notable point is that in the presence of the 
halo potential term, the signal-to-noise ratio deviates from the one 
ignoring the halo potential at s " 40 Mpc h −1 . As decreasing the 
minimum separation, it first tends to stay constant, but eventually 
turns to increase, finally exceeding the signal-to-noise ratio without 
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baryon acoustic oscillations measurements provide
the constraint on b�8 with �8 being the fluctua-
tion amplitude smoothed at 8Mpc/h. Combining
the accurate CMB measurement for power spec-
trum normalization, we thus have the bias b with a
certain error, �b (see e.g., Refs. [41, 42]). We obtain
the error by performing another Fisher analysis for
these observations.

On top of these parameters that can be determined in-
dependently of the dipole moment, our theoretical tem-
plate based on Eq. (4) involves parameters associated
with the properties of halos for a given redshift:

• o↵-centering parameter Ro↵ : in principle, this pa-
rameter can be determined separately and accu-
rately from the even multipole moments of ⇠XY

(e.g., Ref. [38]). Here, we set the typical value of
0.2rvir as a fiducial value, and impose the Gaus-
sian prior with the expected errors �Roff = 0.01rvir,
where rvir is the virial radius of halos (see e.g.,
Refs. [38, 39, 43]).

• halo mass: the halo masses MX/Y are assumed
to be inferred from the bias parameters with er-
rors, �M = |@M/@b|�b, through the bias model de-
scribed by e.g., the Sheth-Tormen prescription [44].
We incorporate this error into our analysis as a
Gaussian prior. Thanks to this assumption, the de-
generacy between the LPI-violating parameter, ↵,
and potential di↵erence, ��, are broken, as seen in
Eq. (1). The systemic impact of assuming a specific
bias model would be reduced, once the halo masses
can be determined by a complementary probe, e.g.,
gravitational lensing measurements.

To sum up, we have five free parameters in the theoretical
template, i.e., ✓i = {↵, Ro↵,X/Y, and MX/Y}. With the
prescription given above, the test of LPI proposed here
will be performed under consistency with the standard
cosmological model.

Let us construct the 5 ⇥ 5 Fisher matrix for the nth
redshift bin of assuming surveys by

Fn,ij =
smaxX

s1,s2=smin

@⇠XY,1(s1, zn)

@✓i

⇥ COV�1(s1, s2, zn)
@⇠XY,1(s2, zn)

@✓j
, (6)

where the function COV(s1, s2, zn) represents the covari-
ance matrix, which is analytically evaluated by taking
only the dominant plane-parallel contributions, ignoring
also the non-Gaussian contribution. (see Refs. [23, 45, 46]
for the explicit form). The minimum separation is set to
be smin = 5Mpc/h, above which the analytical prediction
reproduces the simulations, and we expect to avoid the
systematics of baryonic e↵ects that will be addressed in

FIG. 2. Expected 1� error on the dipole around the fiducial
signal, i.e., Ro↵/rvir = 0.2 and ↵ = 0, for the future surveys
as indicated. The red and blue lines represent the di↵erence
between the fiducial signal and the one when ↵ = ±0.05 and
±0.01, respectively. The grey region represents the variation
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galaxies obtained from di↵erent surveys, assuming that
these surveys are maximally overlapped. We examine
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Note that splitting galaxies obtained from a single survey
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would also yield a non-zero dipole moment. However, its
detectability strongly depends on how we split the sam-
ple (see Ref. [23]). In this Letter, we do not consider the
situation involving such uncertainty, and instead focus
on a solid way that combines two observations without
splitting samples.

For illustration, Fig. 2 presents the expected errors of
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baryon acoustic oscillations measurements provide
the constraint on b�8 with �8 being the fluctua-
tion amplitude smoothed at 8Mpc/h. Combining
the accurate CMB measurement for power spec-
trum normalization, we thus have the bias b with a
certain error, �b (see e.g., Refs. [41, 42]). We obtain
the error by performing another Fisher analysis for
these observations.

On top of these parameters that can be determined in-
dependently of the dipole moment, our theoretical tem-
plate based on Eq. (4) involves parameters associated
with the properties of halos for a given redshift:

• o↵-centering parameter Ro↵ : in principle, this pa-
rameter can be determined separately and accu-
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(e.g., Ref. [38]). Here, we set the typical value of
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rors, �M = |@M/@b|�b, through the bias model de-
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We incorporate this error into our analysis as a
Gaussian prior. Thanks to this assumption, the de-
generacy between the LPI-violating parameter, ↵,
and potential di↵erence, ��, are broken, as seen in
Eq. (1). The systemic impact of assuming a specific
bias model would be reduced, once the halo masses
can be determined by a complementary probe, e.g.,
gravitational lensing measurements.

To sum up, we have five free parameters in the theoretical
template, i.e., ✓i = {↵, Ro↵,X/Y, and MX/Y}. With the
prescription given above, the test of LPI proposed here
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Figure 11. Expected signal-to-noise ratio for the cross-correlation between two di�erent samples without creating subsamples. The target samples are obtained
either from di�erent surveys or single survey listed in Table 1. The top (bottom) panel summarizes the results for which the cumulative signal-to-noise ratio

combining multiple redshift slices, given by
qÕ

I (S/N)2, is greater (less) than 2. The estimated values of the cumulative signal-to-noise ratio are summarized
in the legend (see parentheses). Note that the signal-to-noise ratio may be optimistic for the cases including the DESI-BGS sample (see the fourth paragraph in
Sec. 4.3.1 for details).
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), and we consistently reproduce qNFW (I," , 'o�) =

qNFW,0 (I,") . Adopting Eq. (5.2), we substitute q̄NFW into the
expression of nNL in Eq. (2.13), instead of the central potential
qNFW,0. Then the dipole cross-correlation with the suppressed halo
potential contribution is estimated through the analytical formulas
in Sec. 2.2.

Next consider the transverse Doppler e�ect from the o�-
centered galaxies. To estimate its qualitative impact, we compute
the velocity dispersion of galaxies, f2

E , which is expressed as a sum
of the two contributions (e.g., Sheth & Diaferio 2001):

f2
E (A , I,") = f2

vir (A, I,") + f2
halo (I,") . (5.3)

Here, the first and second terms at the right-hand side are originated
respectively from the virial motion within a halo and the large-scale
coherent motion of the host haloes. Note that the second term is
non-vanishing even if the galaxies reside at the centre of the haloes.
Although we include it for self-consistency, we confirmed that the
transverse Doppler e�ect is dominated by the virial motion.

To compute the velocity dispersion of the virial motion, f2
vir,

we adopt the halo model prescription and use the analytical formula
for the velocity dispersion of the NFW density profile (see Eq. (14)
of ˇokas & Mamon 2001):
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where the quantities 2, G, and function Li(G) respectively stand for
the concentration parameter (Bullock et al. 2001; Cooray & Sheth
2002), the radius normalized by the virial radius, G ⌘ A/Avir, and
the logarithmic integral function. The function 6(2) is defined as
6(2) ⌘ [ln(1 + 2) � 2/(1 + 2)]�1.

For the velocity dispersion, f2
halo, we estimate it using the

prediction of the peak theory based on the linear Gaussian density
fields (Bardeen et al. 1986; Sheth & Diaferio 2001):

f2
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where we define the function f= by
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Here the function , (G) = 3 91 (G)/G is the Fourier transform of the
real space top-hat window function, and the radius ' is related to
the mass of the halo " through " = 4cd̄'3

/3, where the quantity
d̄ is the background matter density.

Given the velocity dispersion from the above analytical formu-
lae, the total impact of the o�-centering e�ects, including the trans-
verse Doppler e�ect, is estimated by replacing the nNL in Eq. (2.13)
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the concentration parameter (Bullock et al. 2001; Cooray & Sheth
2002), the radius normalized by the virial radius, G ⌘ A/Avir, and
the logarithmic integral function. The function 6(2) is defined as
6(2) ⌘ [ln(1 + 2) � 2/(1 + 2)]�1.

For the velocity dispersion, f2
halo, we estimate it using the

prediction of the peak theory based on the linear Gaussian density
fields (Bardeen et al. 1986; Sheth & Diaferio 2001):

f2
halo (I,") = (0� 5 ⇡+)

2f2
�1 (")

 
1 �

f4
0 (")

f2
1 (")f2

�1 (")

!
, (5.6)

where we define the function f= by

f2
= (") =

π
:2d:

2c2
:2=%L (:),

2
(:') . (5.7)

Here the function , (G) = 3 91 (G)/G is the Fourier transform of the
real space top-hat window function, and the radius ' is related to
the mass of the halo " through " = 4cd̄'3

/3, where the quantity
d̄ is the background matter density.

Given the velocity dispersion from the above analytical formu-
lae, the total impact of the o�-centering e�ects, including the trans-
verse Doppler e�ect, is estimated by replacing the nNL in Eq. (2.13)

MNRAS 000, 1–22 (2021)

14 S. Saga et al.

Figure 11. Expected signal-to-noise ratio for the cross-correlation between two di�erent samples without creating subsamples. The target samples are obtained
either from di�erent surveys or single survey listed in Table 1. The top (bottom) panel summarizes the results for which the cumulative signal-to-noise ratio

combining multiple redshift slices, given by
qÕ

I (S/N)2, is greater (less) than 2. The estimated values of the cumulative signal-to-noise ratio are summarized
in the legend (see parentheses). Note that the signal-to-noise ratio may be optimistic for the cases including the DESI-BGS sample (see the fourth paragraph in
Sec. 4.3.1 for details).

XD (A)/(4cA2
), and we consistently reproduce qNFW (I," , 'o�) =

qNFW,0 (I,") . Adopting Eq. (5.2), we substitute q̄NFW into the
expression of nNL in Eq. (2.13), instead of the central potential
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where the quantities 2, G, and function Li(G) respectively stand for
the concentration parameter (Bullock et al. 2001; Cooray & Sheth
2002), the radius normalized by the virial radius, G ⌘ A/Avir, and
the logarithmic integral function. The function 6(2) is defined as
6(2) ⌘ [ln(1 + 2) � 2/(1 + 2)]�1.

For the velocity dispersion, f2
halo, we estimate it using the
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Here the function , (G) = 3 91 (G)/G is the Fourier transform of the
real space top-hat window function, and the radius ' is related to
the mass of the halo " through " = 4cd̄'3

/3, where the quantity
d̄ is the background matter density.

Given the velocity dispersion from the above analytical formu-
lae, the total impact of the o�-centering e�ects, including the trans-
verse Doppler e�ect, is estimated by replacing the nNL in Eq. (2.13)
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Figure 11. Expected signal-to-noise ratio for the cross-correlation between two di�erent samples without creating subsamples. The target samples are obtained
either from di�erent surveys or single survey listed in Table 1. The top (bottom) panel summarizes the results for which the cumulative signal-to-noise ratio

combining multiple redshift slices, given by
qÕ

I (S/N)2, is greater (less) than 2. The estimated values of the cumulative signal-to-noise ratio are summarized
in the legend (see parentheses). Note that the signal-to-noise ratio may be optimistic for the cases including the DESI-BGS sample (see the fourth paragraph in
Sec. 4.3.1 for details).
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qNFW,0 (I,") . Adopting Eq. (5.2), we substitute q̄NFW into the
expression of nNL in Eq. (2.13), instead of the central potential
qNFW,0. Then the dipole cross-correlation with the suppressed halo
potential contribution is estimated through the analytical formulas
in Sec. 2.2.
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Although we include it for self-consistency, we confirmed that the
transverse Doppler e�ect is dominated by the virial motion.
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we adopt the halo model prescription and use the analytical formula
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2002), the radius normalized by the virial radius, G ⌘ A/Avir, and
the logarithmic integral function. The function 6(2) is defined as
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in the legend (see parentheses). Note that the signal-to-noise ratio may be optimistic for the cases including the DESI-BGS sample (see the fourth paragraph in
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where the quantities 2, G, and function Li(G) respectively stand for
the concentration parameter (Bullock et al. 2001; Cooray & Sheth
2002), the radius normalized by the virial radius, G ⌘ A/Avir, and
the logarithmic integral function. The function 6(2) is defined as
6(2) ⌘ [ln(1 + 2) � 2/(1 + 2)]�1.

For the velocity dispersion, f2
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real space top-hat window function, and the radius ' is related to
the mass of the halo " through " = 4cd̄'3

/3, where the quantity
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Given the velocity dispersion from the above analytical formu-
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verse Doppler e�ect, is estimated by replacing the nNL in Eq. (2.13)

MNRAS 000, 1–22 (2021)

DESI

2021~

SKA 2 2030~

SKA 1 2020s

Euclid

2023++

Subaru-PFS

2023+

DESI x SKA2 is an idealistic setup, producing total S/N of ~34 (22)

Euclid & PFS will also achieve a solid detection of S/N~4–6
Combining DESI-LRG,  

Cross-correlating two different targets

for LRG (BGS)

SKA2 x DESI-BGS DESI-LRG x SKA2

DESI-LRG x DESI-ELG

DESI-LRG x PFS

DESI-LRG x 
Euclid

S. Saga, AT et al., 
arXiv:2109.06012



Signal-to-noise ratio from upcoming  surveys

14 S. Saga et al.

Figure 11. Expected signal-to-noise ratio for the cross-correlation between two di�erent samples without creating subsamples. The target samples are obtained
either from di�erent surveys or single survey listed in Table 1. The top (bottom) panel summarizes the results for which the cumulative signal-to-noise ratio

combining multiple redshift slices, given by
qÕ

I (S/N)2, is greater (less) than 2. The estimated values of the cumulative signal-to-noise ratio are summarized
in the legend (see parentheses). Note that the signal-to-noise ratio may be optimistic for the cases including the DESI-BGS sample (see the fourth paragraph in
Sec. 4.3.1 for details).
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qNFW,0 (I,") . Adopting Eq. (5.2), we substitute q̄NFW into the
expression of nNL in Eq. (2.13), instead of the central potential
qNFW,0. Then the dipole cross-correlation with the suppressed halo
potential contribution is estimated through the analytical formulas
in Sec. 2.2.

Next consider the transverse Doppler e�ect from the o�-
centered galaxies. To estimate its qualitative impact, we compute
the velocity dispersion of galaxies, f2

E , which is expressed as a sum
of the two contributions (e.g., Sheth & Diaferio 2001):
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Here, the first and second terms at the right-hand side are originated
respectively from the virial motion within a halo and the large-scale
coherent motion of the host haloes. Note that the second term is
non-vanishing even if the galaxies reside at the centre of the haloes.
Although we include it for self-consistency, we confirmed that the
transverse Doppler e�ect is dominated by the virial motion.

To compute the velocity dispersion of the virial motion, f2
vir,

we adopt the halo model prescription and use the analytical formula
for the velocity dispersion of the NFW density profile (see Eq. (14)
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where the quantities 2, G, and function Li(G) respectively stand for
the concentration parameter (Bullock et al. 2001; Cooray & Sheth
2002), the radius normalized by the virial radius, G ⌘ A/Avir, and
the logarithmic integral function. The function 6(2) is defined as
6(2) ⌘ [ln(1 + 2) � 2/(1 + 2)]�1.

For the velocity dispersion, f2
halo, we estimate it using the

prediction of the peak theory based on the linear Gaussian density
fields (Bardeen et al. 1986; Sheth & Diaferio 2001):
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Here the function , (G) = 3 91 (G)/G is the Fourier transform of the
real space top-hat window function, and the radius ' is related to
the mass of the halo " through " = 4cd̄'3

/3, where the quantity
d̄ is the background matter density.

Given the velocity dispersion from the above analytical formu-
lae, the total impact of the o�-centering e�ects, including the trans-
verse Doppler e�ect, is estimated by replacing the nNL in Eq. (2.13)
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expression of nNL in Eq. (2.13), instead of the central potential
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potential contribution is estimated through the analytical formulas
in Sec. 2.2.
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centered galaxies. To estimate its qualitative impact, we compute
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E , which is expressed as a sum
of the two contributions (e.g., Sheth & Diaferio 2001):
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Here, the first and second terms at the right-hand side are originated
respectively from the virial motion within a halo and the large-scale
coherent motion of the host haloes. Note that the second term is
non-vanishing even if the galaxies reside at the centre of the haloes.
Although we include it for self-consistency, we confirmed that the
transverse Doppler e�ect is dominated by the virial motion.
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where the quantities 2, G, and function Li(G) respectively stand for
the concentration parameter (Bullock et al. 2001; Cooray & Sheth
2002), the radius normalized by the virial radius, G ⌘ A/Avir, and
the logarithmic integral function. The function 6(2) is defined as
6(2) ⌘ [ln(1 + 2) � 2/(1 + 2)]�1.

For the velocity dispersion, f2
halo, we estimate it using the

prediction of the peak theory based on the linear Gaussian density
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Here the function , (G) = 3 91 (G)/G is the Fourier transform of the
real space top-hat window function, and the radius ' is related to
the mass of the halo " through " = 4cd̄'3

/3, where the quantity
d̄ is the background matter density.

Given the velocity dispersion from the above analytical formu-
lae, the total impact of the o�-centering e�ects, including the trans-
verse Doppler e�ect, is estimated by replacing the nNL in Eq. (2.13)
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combining multiple redshift slices, given by
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I (S/N)2, is greater (less) than 2. The estimated values of the cumulative signal-to-noise ratio are summarized
in the legend (see parentheses). Note that the signal-to-noise ratio may be optimistic for the cases including the DESI-BGS sample (see the fourth paragraph in
Sec. 4.3.1 for details).
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expression of nNL in Eq. (2.13), instead of the central potential
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potential contribution is estimated through the analytical formulas
in Sec. 2.2.

Next consider the transverse Doppler e�ect from the o�-
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E , which is expressed as a sum
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respectively from the virial motion within a halo and the large-scale
coherent motion of the host haloes. Note that the second term is
non-vanishing even if the galaxies reside at the centre of the haloes.
Although we include it for self-consistency, we confirmed that the
transverse Doppler e�ect is dominated by the virial motion.
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where the quantities 2, G, and function Li(G) respectively stand for
the concentration parameter (Bullock et al. 2001; Cooray & Sheth
2002), the radius normalized by the virial radius, G ⌘ A/Avir, and
the logarithmic integral function. The function 6(2) is defined as
6(2) ⌘ [ln(1 + 2) � 2/(1 + 2)]�1.

For the velocity dispersion, f2
halo, we estimate it using the
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/3, where the quantity
d̄ is the background matter density.

Given the velocity dispersion from the above analytical formu-
lae, the total impact of the o�-centering e�ects, including the trans-
verse Doppler e�ect, is estimated by replacing the nNL in Eq. (2.13)
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Figure 11. Expected signal-to-noise ratio for the cross-correlation between two di�erent samples without creating subsamples. The target samples are obtained
either from di�erent surveys or single survey listed in Table 1. The top (bottom) panel summarizes the results for which the cumulative signal-to-noise ratio

combining multiple redshift slices, given by
qÕ

I (S/N)2, is greater (less) than 2. The estimated values of the cumulative signal-to-noise ratio are summarized
in the legend (see parentheses). Note that the signal-to-noise ratio may be optimistic for the cases including the DESI-BGS sample (see the fourth paragraph in
Sec. 4.3.1 for details).
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qNFW,0 (I,") . Adopting Eq. (5.2), we substitute q̄NFW into the
expression of nNL in Eq. (2.13), instead of the central potential
qNFW,0. Then the dipole cross-correlation with the suppressed halo
potential contribution is estimated through the analytical formulas
in Sec. 2.2.

Next consider the transverse Doppler e�ect from the o�-
centered galaxies. To estimate its qualitative impact, we compute
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E , which is expressed as a sum
of the two contributions (e.g., Sheth & Diaferio 2001):
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Here, the first and second terms at the right-hand side are originated
respectively from the virial motion within a halo and the large-scale
coherent motion of the host haloes. Note that the second term is
non-vanishing even if the galaxies reside at the centre of the haloes.
Although we include it for self-consistency, we confirmed that the
transverse Doppler e�ect is dominated by the virial motion.
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where the quantities 2, G, and function Li(G) respectively stand for
the concentration parameter (Bullock et al. 2001; Cooray & Sheth
2002), the radius normalized by the virial radius, G ⌘ A/Avir, and
the logarithmic integral function. The function 6(2) is defined as
6(2) ⌘ [ln(1 + 2) � 2/(1 + 2)]�1.

For the velocity dispersion, f2
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/3, where the quantity
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qNFW,0 (I,") . Adopting Eq. (5.2), we substitute q̄NFW into the
expression of nNL in Eq. (2.13), instead of the central potential
qNFW,0. Then the dipole cross-correlation with the suppressed halo
potential contribution is estimated through the analytical formulas
in Sec. 2.2.

Next consider the transverse Doppler e�ect from the o�-
centered galaxies. To estimate its qualitative impact, we compute
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E , which is expressed as a sum
of the two contributions (e.g., Sheth & Diaferio 2001):

f2
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Here, the first and second terms at the right-hand side are originated
respectively from the virial motion within a halo and the large-scale
coherent motion of the host haloes. Note that the second term is
non-vanishing even if the galaxies reside at the centre of the haloes.
Although we include it for self-consistency, we confirmed that the
transverse Doppler e�ect is dominated by the virial motion.

To compute the velocity dispersion of the virial motion, f2
vir,

we adopt the halo model prescription and use the analytical formula
for the velocity dispersion of the NFW density profile (see Eq. (14)
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where the quantities 2, G, and function Li(G) respectively stand for
the concentration parameter (Bullock et al. 2001; Cooray & Sheth
2002), the radius normalized by the virial radius, G ⌘ A/Avir, and
the logarithmic integral function. The function 6(2) is defined as
6(2) ⌘ [ln(1 + 2) � 2/(1 + 2)]�1.

For the velocity dispersion, f2
halo, we estimate it using the

prediction of the peak theory based on the linear Gaussian density
fields (Bardeen et al. 1986; Sheth & Diaferio 2001):
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where we define the function f= by
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Here the function , (G) = 3 91 (G)/G is the Fourier transform of the
real space top-hat window function, and the radius ' is related to
the mass of the halo " through " = 4cd̄'3

/3, where the quantity
d̄ is the background matter density.

Given the velocity dispersion from the above analytical formu-
lae, the total impact of the o�-centering e�ects, including the trans-
verse Doppler e�ect, is estimated by replacing the nNL in Eq. (2.13)
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Figure 11. Expected signal-to-noise ratio for the cross-correlation between two di�erent samples without creating subsamples. The target samples are obtained
either from di�erent surveys or single survey listed in Table 1. The top (bottom) panel summarizes the results for which the cumulative signal-to-noise ratio

combining multiple redshift slices, given by
qÕ

I (S/N)2, is greater (less) than 2. The estimated values of the cumulative signal-to-noise ratio are summarized
in the legend (see parentheses). Note that the signal-to-noise ratio may be optimistic for the cases including the DESI-BGS sample (see the fourth paragraph in
Sec. 4.3.1 for details).
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Constraining LPI-violation parameter, α
_zgrav = (1 + α)

ΔΦ
c2
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FIG. 3. Expected 1� error on the LPI-violating parameter
↵, obtained by cross-correlating di↵erent sources observed in
di↵erent surveys as indicated. The length of each horizontal
line represents the survey redshift ranges to obtain the 1�
error.

cial setup (i.e., Ro↵/rvir = 0.2 and ↵ = 0) for DESI-
BGS⇥SKA2 (top) and DESI-LRG⇥SKA2 (bottom), at
the specific redshifts of z = 0.25 and z = 0.65, respec-
tively. Here, we also show the expected signals when
changing the LPI-violating parameter to ↵ = ±0.01 and
0.05, and varying the o↵-centering parameter within the
prior range �Roff/rvir = 0.01. Fig. 2 suggests that the
dipole signal from upcoming surveys has a potential to
detect a violation of the LPI of the order of O(↵) = 0.01
even for a single redshift slice if the other parameters are
held fixed.

Computing the Fisher matrix, we obtain the 1� error
on the LPI-violating parameter ↵, with other parameters
marginalized over. In Fig. 3, results from various com-
binations of upcoming surveys are plotted against the
redshift. Among these, the combination of DESI-LRG
and SKA2 gives the tightest constraint with �↵ ⇡ 0.037
at 0.7 <

⇠ z <
⇠ 1.1. This is attributed to the large bias dif-

ference �b, increasing the signal, and a large number of
galaxies in SKA2, reducing the shot noise. Assuming that
all the observations shown in Fig. 3 are independent and
combining these upper limits, the LPI-violating param-
eter is expected to be constrained down to �↵ ⇡ 0.029.

In Fig. 4, the cosmological LPI test proposed here is
compared to the upper limits on ↵ that have been previ-
ously obtained, plotted as a function of measured poten-
tial di↵erence ��. Di↵erent colors and symbols indicate
methods/experiments to measure the gravitational red-
shift e↵ects. From Fig. 4, several noticeable points are in
order: (i) the dipole measurement can be a unique probe
to explore a new parameter space of the LPI violation,
i.e., �� ⇡ 10�5, (ii) our method is a new approach that
cannot be categorized as any previous method, and (iii)
the method enables us to, for the first time, constrain the
LPI violation at cosmological scales.

Summary and discussions.— To conclude, in this Let-

ter, we have explicitly shown that the cross-correlation
between galaxies with di↵erent host halos and cluster-
ing bias yields the non-vanishing dipole moment having
a negative amplitude. Such a feature typically appears at
s <⇠ 30Mpc/h, and is dominated by the gravitational red-
shift e↵ect from the potential of halos hosting observed
galaxies. The analytical model predictions combining the
perturbation theory with halo model prescription agree
well with simulations taking the relativistic e↵ects into
account. The Fisher matrix analysis based on the ana-
lytical model showed that despite the systematics arising
from the o↵-centered galaxies, the dipole moment mea-
sured from the upcoming galaxy surveys o↵ers a unique
test of the LPI at cosmological scales in the high-redshift
universes. While the achievable precision of the LPI-
violating parameter, ↵ <

⇠ 0.029, is comparable to the up-
per limit from the Pound-Rebka-Snider experiments [2, 3]
and is weaker than the recent tests based on the null ex-
periments, the proposed method allows us to probe the
potential depth of �� ⇡ 10�5, which has not been fully
explored (Fig. 4).
Finally, the outcome of our Fisher matrix analysis re-

lies on several simplifications and specific setups. Among
these, our theoretical template adopts the halo model
prescription assuming the one-to-one correspondence be-
tween galaxy and halo, and hence the predicted ampli-
tude of the dipole signal is tightly linked to the halo mass.
More careful modeling based on numerical simulations
is thus required toward future measurements, taking a
proper account of the realistic halo-galaxy connection as
well as systematic e↵ects from the assembly bias char-
acterizing the secondary halo properties. Another con-
cern would be the impact of o↵-centered galaxies. While
our setup of the o↵-centering parameter and its Gaus-
sian prior is considered to be reasonable for luminous red
and bright galaxies, upcoming surveys will also observe
the emission-line galaxies, whose properties might not be
necessarily the same. Nevertheless, even with a conserva-
tive choice of Ro↵/rvir = 0.4 and a weak prior condition
�Roff/rvir = 0.1, the degradation of the constraint on ↵ is
found to be moderate, and we can still perform a mean-
ingful LPI test, with the LPI-violation parameter con-
strained to be ↵ <

⇠ 0.046. With given data in the future
survey, implementing our model for the likelihood anal-
ysis and combining other probes to vary all the relevant
parameters, one can expect to obtain a robust constraint
on the LPI violation. Hence, a pursuit of measuring the
dipole moment is indispensable and the present method
will pave a pathway to the cosmological LPI test in the
distant universe.
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New parameters controlling this 
effect for each sample

→

1. Effect of off-centered galaxies:

•Transverse Doppler effect
•Diminution of potential depth

2. Bias parameters,  :bX,Y(MX,Y)
Prior from BAO/RSD observations

We have 4 parameters in each z-slice
On top of the LPI-violation parameter, 

(  if LPI holds)α = 0

Results of Fisher forecast 
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|Δα | = 0.029
Combining all,

(bX/Y, Roff,X/Y)



Summary
Relativistic effects on observed large-scale structure will be detected/measured 

and can be used for a fundamental test of gravity on cosmological scales

Simulating observed relativistic effects on large-scale structure, RayGalGroupSims
Relativistic halo catalog arising from light propagation in an inhomogeneous universe→

gravitational redshift is found to be the 2nd  major relativistic effect on 
the observed galaxy distribution

•Cross-correlating two different galaxy samples yields non-vanishing dipole
(relativistic dipole)

On top of the Doppler effect, 

•Upcoming surveys will detect such a dipole at high statistical significance (S/N>10)
 test of local position invariance (LPI)→



Relativistic effects on observed large-scale structure will be detected/measured 
and can be used for a fundamental test of gravity on cosmological scales

LPI-violation parameter, , will be better constrained to α |Δα | ≲ 𝒪(10−2)
under the standard cosmological model

6

FIG. 4. Upper limits on the LPI-violating parameter ↵ as a function of the di↵erence of gravitational potentials by Pound-
Rebka-Snider experiments [2, 3], solar spectra measurements [6, 7, 51, 52], rockets and spacecraft experiments [5, 53, 54], null
experiments [9, 55–58], and observations of stars/quasars near the galactic center supermassive black hole [10, 11] as indicated
in the right table. (This figure is a reproduction of the original one proposed in Ref. [10], with our results added.)
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