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Introduction: dark matter

• Accounting for ~30% of the energy content of the universe

• Many observational supports for the evidence of DM
!at rotation curves, gravitational lensing observations, CMB & large-scale structure, …

While DM is indispensable for cosmic structure 
formation, its origin and nature is still mystery

Dark Matter

Dark Energy

Baryon

• Hypothetical matter component interacting only through gravity
Fritz Zwicky



Introduction: dark matter
DM responsible for structure formation is thought to be non relativistic

Nevertheless, Negligible thermal velocity

Peebles (’82, '84), Blumenthal et al. (’84), …

=

Early growth of DM !uctuations before recombination   baryon catchup→
Hierarchical clustering of structure formation

Still, there are several types of DM having such a property:

Satellite Galaxies in WDM 5

Figure 3. Images of the CDM (left) and WDM (right) level 2 haloes at z = 0. Intensity indicates the line-of-sight projected square
of the density, and hue the projected density-weighted velocity dispersion, ranging from blue (low velocity dispersion) to yellow (high
velocity dispersion). Each box is 1.5 Mpc on a side. Note the sharp caustics visible at large radii in the WDM image, several of which
are also present, although less well defined, in the CDM case.
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Figure 4. The correlation between subhalo maximum circular
velocity and the radius at which this maximum occurs. Sub-
haloes lying within 300kpc of the main halo centre are in-
cluded. The 12 CDM and WDM subhaloes with the most mas-
sive progenitors are shown as blue and red filled circles respec-
tively; the remaining subhaloes are shown as empty circles. The
shaded area represents the 2σ confidence region for possible hosts
of the 9 bright Milky Way dwarf spheroidals determined by
Boylan-Kolchin et al. (2011).

the same radii in the simulated subhaloes. To provide a fair
comparison we must choose the simulated subhaloes that
are most likely to correspond to those that host the 9 bright
dwarf spheroidals in the Milky Way. As stripping of sub-
haloes preferentially removes dark matter relative to the
more centrally concentrated stellar component, we choose to

associate final satellite luminosity with the maximum pro-
genitor mass for each surviving subhalo. This is essentially
the mass of the object as it falls into the main halo. The
smallest subhalo in each of our samples has an infall mass
of 3.2 × 109M! in the WDM case, and 6.0 × 109M! in the
CDM case.

The LMC, SMC and the Sagittarius dwarf are all
more luminous than the 9 dwarf spheroidals considered by
Boylan-Kolchin et al. (2011) and by us. As noted above, the
Milky Way is exceptional in hosting galaxies as bright as
the Magellanic Clouds, while Sagittarius is in the process of
being disrupted so its current mass is difficult to estimate.
Boylan-Kolchin et al. hypothesize that these three galaxies
all have values of Vmax > 60kms−1 at infall and exclude sim-
ulated subhaloes that have these values at infall as well as
Vmax > 40kms−1 at the present day from their analysis. In
what follows, we retain all subhaloes but, where appropri-
ate, we highlight those that might host large satellites akin
to the Magellanic Clouds and Sagittarius.

The circular velocity curves at z = 0 for the 12 sub-
haloes which had the most massive progenitors at infall are
shown in Fig. 5 for both WDM and CDM. The circular
velocities within the half-light radius of the 9 satellites mea-
sured by Wolf et al. (2010) are also plotted as symbols. Leo-
II has the smallest half-light radius, ∼ 200pc. To compare
the satellite data with the simulations we must first check
the convergence of the simulated subhalo masses within at
least this radius. We find that the median of the ratio of the
mass within 200pc in the Aq-W2 and Aq-W3 simulations is
W 2/W 3 ∼ 1.22, i.e., the mass within 200pc in the Aq-W2
simulation has converged to better than ∼ 22%.

As can be inferred from Fig. 5, the WDM subhaloes
have similar central masses to the observed satellite galax-
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Figure 1. The most massive halo in our sample (M200 ⇠ 2 ⇥ 1015 M� h�1) in the CDM (left) and SIDM1 (right) cases. The circle
marks the virial radius of the halo (R200 ⇠ 2 Mpc h�1).

40963 particles in the highest resolution region, which is sur-
rounded by regions of intermediate resolution and finally a
low resolution volume with an e↵ective resolution of 2563

particles. To construct the initial conditions of the zoom
simulations we followed closely the methodology described
in e.g. Onorbe et al. (2014):

• Pick the sample of 28 most massive “relaxed” haloes in
the parent simulation, as described above.

• Select the Lagrangian region around each of these
haloes at z = 0 in the parent simulation. This is the tar-
get region for resimulation.

• Traceback the particles to the initial target redshift for
resimulation (z = 50) by matching the unique particle ID
numbers across redshifts.

• Compute the initial conditions for the zoom simulation
using the code MUSIC2 (Hahn & Abel 2011), specifying the
ellipsoidal (or cuboid) region containing the targeted parti-
cles at z = 50 as the high resolution region (see Appendix
A1 for more details and convergence tests).

For the high resolution region, the e↵ective Plummer
equivalent gravitational softening length is ✏ = 5.4 kpc h�1,
while the particle mass is mp = 1.271⇥ 109 M� h�1.

Our final simulation suite consists of 28 haloes sim-
ulated with the same initial conditions in CDM, SIDM1
and SIDM0.1, with a virial mass and radius range in be-
tween: R200 ⇡ 1300 � 2000 kpc h�1, and M200 ⇡ 0.5 �

1.9 ⇥ 1015 M� h�1. Except for the most massive clus-
ter, the sample has a narrow distribution centered around
M200 ⇠ 0.9 ⇥ 1015 M� h�1 and R200 ⇠ 1550 kpc h�1 (see
figure A1). A visual impression structural di↵erences be-
tween CDM and SIDM haloes is given in Figure 1, where
we show dark matter density projections for the most mas-
sive of our haloes for CDM and SIDM1 in the left and right
panels, respectively. For each simulation, we have created
halo catalogues, first by using the friends-of-friends (FOF)
algorithm and then using the SUBFIND algorithm (Springel

2 https://people.phys.ethz.ch/⇠hahn/MUSIC/

et al. 2001) to identify selfbound (sub)haloes. The particles
within the main halo of a given structure are the main focus
of our study.

We note that for the main halo properties analysed in
this work – density, halo shape, and velocity anisotropy ra-
dial profiles – we performed convergence tests to determine
the spatial resolutions we can trust. These are described in
Appendix A.

3 RESULTS

3.1 Relaxation

Having defined our halo relaxation criteria in section 2, we
now study how our ensemble of haloes di↵er between the
CDM and SIDM1 parent simulations in regards to their equi-
librium states (there is a negligible di↵erence between CDM
and SIDM0.1) by looking at all haloes with more than 500
particles. We find that the number of haloes satisfying our
relaxation criteria di↵er significantly between the two cos-
mologies, with almost 20% more relaxed haloes in SIDM1
at z = 0 (40% if we only examine the most massive haloes
with more than 1000 particles, see Table 1).

Examining each criteria separately, we find that the viri-
alization threshold, 2T/|U | < 1.35, is the most important
one in explaining this di↵erence (this holds up to z ⇠ 1;
the number of resolved haloes drops quickly above this
redshift). The median of the distribution of 2T/|U | values
is approximately 0.5�1% lower in SIDM1 than in CDM
(0 < z < 1). We interpret this result as a consequence of
the inside-out ‘heat’ transfer that occurs during dark mat-
ter self-interactions, which leads to the thermalization of the
central regions. Despite commonly assumed to impact only
the innermost regions of haloes, we find that self-interactions
with a cross section of 1 cm2 gr�1 are strong enough to a↵ect
the global virial ratio of the entire halo.

Kim et al. (2017) found that dark matter self-
interactions ultimately shorten the timescales of halo merg-
ers, despite competition between the enhanced momentum
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Figure 1. Volume rendering of the density field in one of our simulations of the formation of a virialized BECDM halo through multiple

mergers. We merge isolated soliton cores (t = 0) until a single bound halo forms, which is characterised by a stable soliton core at the

center of the halo and quantum fluctuations throughout the domain. The volume rendering shows isocontours of density di↵ering by

factors of 10. Insets show projected density in log-space. The bottom panel shows the time evolution of the total energy E, potential

energy W , classical kinetic energy Kv , and quantum gradient energy K⇢ in the simulation.

c� 2017 RAS, MNRAS 000, 1–14

Warm DM Self-Interacting DM Fuzzy DMCold DM
(CDM) (FDM)

 mDM ∼ 100 GeV  mDM ∼ #(10) KeV  mDM ∼ #(10−22) eV
(WDM) (SIDM)

 σ/mDM ∼ #(1) cm2/g



Introduction: dark matter
How well one can observationally discriminate between DM models ?Question

Key DM halos
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Figure 3. Images of the CDM (left) and WDM (right) level 2 haloes at z = 0. Intensity indicates the line-of-sight projected square
of the density, and hue the projected density-weighted velocity dispersion, ranging from blue (low velocity dispersion) to yellow (high
velocity dispersion). Each box is 1.5 Mpc on a side. Note the sharp caustics visible at large radii in the WDM image, several of which
are also present, although less well defined, in the CDM case.
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Figure 4. The correlation between subhalo maximum circular
velocity and the radius at which this maximum occurs. Sub-
haloes lying within 300kpc of the main halo centre are in-
cluded. The 12 CDM and WDM subhaloes with the most mas-
sive progenitors are shown as blue and red filled circles respec-
tively; the remaining subhaloes are shown as empty circles. The
shaded area represents the 2σ confidence region for possible hosts
of the 9 bright Milky Way dwarf spheroidals determined by
Boylan-Kolchin et al. (2011).

the same radii in the simulated subhaloes. To provide a fair
comparison we must choose the simulated subhaloes that
are most likely to correspond to those that host the 9 bright
dwarf spheroidals in the Milky Way. As stripping of sub-
haloes preferentially removes dark matter relative to the
more centrally concentrated stellar component, we choose to

associate final satellite luminosity with the maximum pro-
genitor mass for each surviving subhalo. This is essentially
the mass of the object as it falls into the main halo. The
smallest subhalo in each of our samples has an infall mass
of 3.2 × 109M! in the WDM case, and 6.0 × 109M! in the
CDM case.

The LMC, SMC and the Sagittarius dwarf are all
more luminous than the 9 dwarf spheroidals considered by
Boylan-Kolchin et al. (2011) and by us. As noted above, the
Milky Way is exceptional in hosting galaxies as bright as
the Magellanic Clouds, while Sagittarius is in the process of
being disrupted so its current mass is difficult to estimate.
Boylan-Kolchin et al. hypothesize that these three galaxies
all have values of Vmax > 60kms−1 at infall and exclude sim-
ulated subhaloes that have these values at infall as well as
Vmax > 40kms−1 at the present day from their analysis. In
what follows, we retain all subhaloes but, where appropri-
ate, we highlight those that might host large satellites akin
to the Magellanic Clouds and Sagittarius.

The circular velocity curves at z = 0 for the 12 sub-
haloes which had the most massive progenitors at infall are
shown in Fig. 5 for both WDM and CDM. The circular
velocities within the half-light radius of the 9 satellites mea-
sured by Wolf et al. (2010) are also plotted as symbols. Leo-
II has the smallest half-light radius, ∼ 200pc. To compare
the satellite data with the simulations we must first check
the convergence of the simulated subhalo masses within at
least this radius. We find that the median of the ratio of the
mass within 200pc in the Aq-W2 and Aq-W3 simulations is
W 2/W 3 ∼ 1.22, i.e., the mass within 200pc in the Aq-W2
simulation has converged to better than ∼ 22%.

As can be inferred from Fig. 5, the WDM subhaloes
have similar central masses to the observed satellite galax-
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Figure 1. The most massive halo in our sample (M200 ⇠ 2 ⇥ 1015 M� h�1) in the CDM (left) and SIDM1 (right) cases. The circle
marks the virial radius of the halo (R200 ⇠ 2 Mpc h�1).

40963 particles in the highest resolution region, which is sur-
rounded by regions of intermediate resolution and finally a
low resolution volume with an e↵ective resolution of 2563

particles. To construct the initial conditions of the zoom
simulations we followed closely the methodology described
in e.g. Onorbe et al. (2014):

• Pick the sample of 28 most massive “relaxed” haloes in
the parent simulation, as described above.

• Select the Lagrangian region around each of these
haloes at z = 0 in the parent simulation. This is the tar-
get region for resimulation.

• Traceback the particles to the initial target redshift for
resimulation (z = 50) by matching the unique particle ID
numbers across redshifts.

• Compute the initial conditions for the zoom simulation
using the code MUSIC2 (Hahn & Abel 2011), specifying the
ellipsoidal (or cuboid) region containing the targeted parti-
cles at z = 50 as the high resolution region (see Appendix
A1 for more details and convergence tests).

For the high resolution region, the e↵ective Plummer
equivalent gravitational softening length is ✏ = 5.4 kpc h�1,
while the particle mass is mp = 1.271⇥ 109 M� h�1.

Our final simulation suite consists of 28 haloes sim-
ulated with the same initial conditions in CDM, SIDM1
and SIDM0.1, with a virial mass and radius range in be-
tween: R200 ⇡ 1300 � 2000 kpc h�1, and M200 ⇡ 0.5 �

1.9 ⇥ 1015 M� h�1. Except for the most massive clus-
ter, the sample has a narrow distribution centered around
M200 ⇠ 0.9 ⇥ 1015 M� h�1 and R200 ⇠ 1550 kpc h�1 (see
figure A1). A visual impression structural di↵erences be-
tween CDM and SIDM haloes is given in Figure 1, where
we show dark matter density projections for the most mas-
sive of our haloes for CDM and SIDM1 in the left and right
panels, respectively. For each simulation, we have created
halo catalogues, first by using the friends-of-friends (FOF)
algorithm and then using the SUBFIND algorithm (Springel
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et al. 2001) to identify selfbound (sub)haloes. The particles
within the main halo of a given structure are the main focus
of our study.

We note that for the main halo properties analysed in
this work – density, halo shape, and velocity anisotropy ra-
dial profiles – we performed convergence tests to determine
the spatial resolutions we can trust. These are described in
Appendix A.

3 RESULTS

3.1 Relaxation

Having defined our halo relaxation criteria in section 2, we
now study how our ensemble of haloes di↵er between the
CDM and SIDM1 parent simulations in regards to their equi-
librium states (there is a negligible di↵erence between CDM
and SIDM0.1) by looking at all haloes with more than 500
particles. We find that the number of haloes satisfying our
relaxation criteria di↵er significantly between the two cos-
mologies, with almost 20% more relaxed haloes in SIDM1
at z = 0 (40% if we only examine the most massive haloes
with more than 1000 particles, see Table 1).

Examining each criteria separately, we find that the viri-
alization threshold, 2T/|U | < 1.35, is the most important
one in explaining this di↵erence (this holds up to z ⇠ 1;
the number of resolved haloes drops quickly above this
redshift). The median of the distribution of 2T/|U | values
is approximately 0.5�1% lower in SIDM1 than in CDM
(0 < z < 1). We interpret this result as a consequence of
the inside-out ‘heat’ transfer that occurs during dark mat-
ter self-interactions, which leads to the thermalization of the
central regions. Despite commonly assumed to impact only
the innermost regions of haloes, we find that self-interactions
with a cross section of 1 cm2 gr�1 are strong enough to a↵ect
the global virial ratio of the entire halo.

Kim et al. (2017) found that dark matter self-
interactions ultimately shorten the timescales of halo merg-
ers, despite competition between the enhanced momentum
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Figure 1. Volume rendering of the density field in one of our simulations of the formation of a virialized BECDM halo through multiple

mergers. We merge isolated soliton cores (t = 0) until a single bound halo forms, which is characterised by a stable soliton core at the

center of the halo and quantum fluctuations throughout the domain. The volume rendering shows isocontours of density di↵ering by

factors of 10. Insets show projected density in log-space. The bottom panel shows the time evolution of the total energy E, potential

energy W , classical kinetic energy Kv , and quantum gradient energy K⇢ in the simulation.
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Warm DM Self-Interacting DM Fuzzy DMCold DM
(CDM) (FDM)

 mDM ∼ 100 GeV  mDM ∼ #(10) KeV  mDM ∼ #(10−22) eV
(WDM) (SIDM)

 σ/mDM ∼ #(1) cm2/g

Its structural properties re!ect nature of  DM

— self-gravitating bound objects

  a unique channel to access nature of DM→
In particular, inner structures sometimes exhibit universal features



Rest of talk

Cold DM
(CDM)

 mDM ∼ 100 GeV

BECDM haloes 5
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Figure 1. Volume rendering of the density field in one of our simulations of the formation of a virialized BECDM halo through multiple

mergers. We merge isolated soliton cores (t = 0) until a single bound halo forms, which is characterised by a stable soliton core at the

center of the halo and quantum fluctuations throughout the domain. The volume rendering shows isocontours of density di↵ering by

factors of 10. Insets show projected density in log-space. The bottom panel shows the time evolution of the total energy E, potential

energy W , classical kinetic energy Kv , and quantum gradient energy K⇢ in the simulation.
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Fuzzy DM
(FDM)

 mDM ∼ #(10−22) eV

Finding and clarifying universal features are very important toward 
observational probe of DM 

New universal feature in multi-stream structures of DM halos
Y Enomoto, T. Nishimichi & AT, ApJL 950, L13 (’23), arXiv:2302.01531

Cosmological dependence of core-halo structures
AT & S. Saga, PRD 106, 103532 (’22), arXiv:2208.06562

Based on numerical simulations,

Based on analytical treatment,
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౷ܭతʹ༗ҙͳٞ࿦ΛՄೳʹ͢ΔͨΊ
ʹ͸ɺ͜ͷΑ͏ͳγϛϡϨʔγϣϯΛ

গͳ͘ͱ΋਺ඦʹ౉ͬͯ܁Γฦ͞ͳͯ͘͸ͳΒͳ͍ɻ໰୊͸ non-WIMPμʔΫϚλʔͷ৔߹ʹ
ΑΓਂࠁͰɺ֤Ϟσϧʹ͖ͭগͳ͘ͱ΋਺ݸͷࣗ༝ύϥϝʔλʢμʔΫϚλʔ࣭ྔɺࢄཚஅ໘ੵɺ
౳ʣ͕ଘ͢ࡏΔɻμʔΫϚλʔ෼෍ͷۃڀతཧղΛಘΔͨΊʹ͸ɺͦͷ๲େͳଟݩ࣍ύϥϝʔλ
ۭؒͷҰ఺Ұ఺ʹ͖ͭෳ਺ͷγϛϡϨʔγϣϯΛ͢Δ͜ͱ͕ٻΊΒΕΔɻ
ͳ͓ɺཧ࿦త੒ՌΛ࠷େ؍ʹݶଌ΁ϑΟʔυόοΫ͢Δ্ͰɺఱͷՏۜՏ͔ΒۜՏஂεέʔϧ

ʹ͓ΑͿɺߏ଄ܗ੒Λแׅతʹཧղ͢Δ͜ͱ΋͍·ͩຊ࣭తͰ͋ΔɻॏྗϨϯζɾXઢ؍ଌͳͲ
͔ΒಘΒΕΔ๛෋ͳ؍ଌత৘ใ͔ΒμʔΫϚλʔީิΛफ़ผ͢Δ্Ͱɺີ౓ߏ଄Ҏ֎ʹ଎౓෼෍
΋ؚΊͨɺҐஔɾ଎౓ ॏྗਐԽͷಛੑͷղ໌͕ෆՄܽͰ͋Δɻ͜ͷ໰୊ͷղܗͷඇઢۭؒݩ࣍6
໌͸ֶज़తʹҙٛਂ͍͚ͩͰͳ͘ɺԤभӉ஦ؔػͷ Gaia΍೔ຊͷ JASMINEܭըͳͲɺҐஔఱ
จֶʹΑΔߴਫ਼౓μʔΫϚλʔ୳ࠪΛՄೳʹ͠ɺੈ࣍୅ۜՏ؍ଌσʔλ͔ΒμʔΫϚλʔͷਖ਼ମ
ղ໌ʹܾఆతͳূڌΛ΋ͨΒ͠ಘΔɻͨͩɺ࣌ݱ఺Ͱɺͦ͏ͨ͠؍఺͔ΒڀݚΛߦͳ͍ͬͯΔά
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ʲ ʢ̰ʣܭڀݚըɺํڀݚ๏ͳͲ 1©ʢ͖ͭͮʣ ʳ
ֶज़มֵʢ̖ʣʢܭըʣ ̎

ΔͨΊɺີ౓ϓϩ͜ىʹ཰తޮ͕׵ͷΤωϧΪʔަ࢜ಉࢠཚΛ௨ͯ͡μʔΫϚλʔཻࢄͯ
ϑΝΠϧ͕ͳ·͞ΕɺʮίΞʯͱݺ͹ΕΔখεέʔϧͷߏ଄͕࡞ΒΕΔɻ͜ͷίΞͷαΠζ
͸μʔΫϚλʔͷࣗݾ૬࡞ޓ༻ͷ͞ڧʹґଘ͢Δɻ

• ϑΝδʔμʔΫϚλʔʢۃΊ͍ͯܰΞΫγΦϯͳͲʣɿ௨ৗΞΫγΦϯ͸ CDMͱͯ͠ৼΔ
෣͏ͨΊɺߏ଄ܗ੒ͷ؍఺͔Β͸WIMPͱ۠ผ͢Δ͜ͱ͸Ͱ͖ͳ͍ɻ͔͠͠ͳ͕Βͦͷ࣭
ྔ͕ 10−22 eVͷΑ͏ʹۃ୺ʹ͍ܰ৔߹ɺυɾϒϩΠ೾௕͕ఱจֶతʹϚΫϩͳεέʔϧʹ
ΒΕΔɻ͜ͷΑ͏ͳީ͑ߟΒΕΔͱ࡞଄͕ߏͿͨΊɺྫ͑͹ᛙখۜՏͷத৺෦ʹಛ௃తͳٴ
ิΛ૯ͯ͡ϑΝδʔμʔΫϚλʔʢFDMʣͱݺͿɻ

• ϒϥοΫϗʔϧʢPrimordial࢝ݪ Black Hole; PBHʣɿӉ஦ॳظʹ૬సҠͳͲͰܗ੒͞Ε͏
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ͷ৔߹ͱಉͩ͡ͱ͑ߟΒΕ͍ͯΔ͕ɺϋϩʔத৺෦ͳͲʹ͓͍ͯ PBHपΓʹWIMPΛޮ
཰Α߱͘ண͠ɺۃΊͯີ౓ͷ͍ߴεύΠΫͱݺ͹ΕΔߏ଄Λ࡞Δ͜ͱ͕ࢦఠ͞Ε͍ͯΔɻɹ

冷たい 
ダークマター

暖かい 
ダークマター

自己相互作用 
ダークマター

ファジー 
ダークマター

粒子質量 
>GeV-TeV

粒子質量 
keV程度

相互作用 
反応率

粒子質量 
10-22 eV程度

• 多様な質量のハロー 
• NFWプロファイル

• 小質量ハロー消失 
• NFWプロファイル

• 多様な質量のハロー 
• プロファイルにコア

• 多様な質量のハロー 
• 量子力学的効果
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ਤ 1: ༷ʑͳμʔΫϚλʔީิཻࢠͷ৔߹ʹظ଴͞Ε
Δɺখεέʔϧʹ͓͚Δ෼෍ͷҧ͍ɻPBH͸͜͜Ͱ͸
͍ࣔͯ͠ͳ͍͕ɺϋϩʔத৺෦Λআ͚͹ CDMͱಉ༷
ͷߏ଄Λ༗͢Δɻ

͜ΕΒͷՄೳੑ͸ɺ௨ৗ࠷ॳʹཧ࿦
తʹࢦఠ͞Εͨ΋ͷͷɺͦͷॏཁੑ͕
ཱ֬͢ΔͨΊʹ͸ɺେن໛਺஋γϛϡ
ϨʔγϣϯΛ༻͍͔͕ͨܽ͜͢ূݕͱ
ͷͰ͖ͳ͍΋ͷͰ͋ͬͨɻӉ஦ͷߏ଄
ͳܗ੒͸ۜՏεέʔϧͳͲͰ͸ඇઢܗ
ਐԽΛ͢ΔͨΊɺ७ਮʹཧ࿦ɾղੳత
ʹղ͘ͷ͕ෆՄೳʹͳΔͷ͕ݪҼͰ͋
Δɻैͬͯɺຊڀݚʹ͓͍ͯ΋਺஋γ
ϛϡϨʔγϣϯͷ։ൃ͸ओཁͳ໾ׂΛ
୲͏͜ͱͱͳΔɻ͔͠͠ͳ͕Βɺ਺஋
γϛϡϨʔγϣϯʹ΋࣮ݱతʹେ͖ͳ
໰୊͕͍͔͖ͭͭ͘·ͱ͏ɻ५୔ͳܭ
͓ʹڥ؀ڀݚͷࠓࡢϦιʔε͕͋Δࢉ
͍ͯ͑͞ɺ͏͑ߟΔ෺ཧϓϩηεΛ໢
ཏతʹؚΊ্ͨͰߏ଄ܗ੒ͷڀݚΛߦ
͏͜ͱ͸࣮࣭ෆՄೳͰ͋Δɻ͞Βʹɺ
౷ܭతʹ༗ҙͳٞ࿦ΛՄೳʹ͢ΔͨΊ
ʹ͸ɺ͜ͷΑ͏ͳγϛϡϨʔγϣϯΛ
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CDM halo

Radial density pro"le

Cuspy structure

Pseudo-phase space density

ρ(r)

Q(r) ≡ ρ(r)/{σv(r)}3

∝ r−αQ

∝ r−αr ≪ rs

(α = 1 − 1.5)

(αQ = 1.875)

Cold dark matter (CDM) halo
Baseline DM in the concordant cosmological model ( CDM)Λ

(c.f. prompt cusp of   of "rst halos )ρ ∝ r−3/2

(Ishiyama et al. ’10; Delos & White’22)

(Taylor & Navarro ’01)

Studied extensively by N-body simulations

(Navarro, Frenk & White ’96)

A more profound & universal property as a distinct feature of CDM ?



Multi-stream structures

Cold nature of dark matter 

Through accretion/merger processes

Negligible velocity dispersion at an early time

(=Splashback radius)

Multi-stream nature of CDM halos

Adhikari, Dalal & Chamberlain (’14)

with an outer sharp boundary

provides a distinctive feature in CDM halos

Prediction of self-
similar solutions

JCAP11(2014)019
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Figure 3. Caustics for self-similar halos [2, 7] with accretion rate s = 3. The top panel shows the
phase space diagram for spherically symmetric collapse (solid black curve) and for 3D collapse with
e = 0.05 (colormap), while the bottom panel shows the density vs. radius. The vertical line in the
bottom panel indicates the splashback radius predicted by the spherical collapse model for this value
of s. As the density profiles demonstrate, the caustic location depends mainly on accretion rate, with
little if any dependence on the initial ellipticity e. However, the caustic width does depend on e,
apparently because the shape of the splashback surface is related to the initial ellipticity.

the similarity solution for s = 3. Note that for ΩM = 1, the 1-D simulation does not exactly
match the similarity solution. This is because the dynamics, even in spherical symmetry, are
subject to a slew of instabilities that are not present in the similarity solution [15, 19, 20].
To suppress these instabilities, we follow Vogelsberger et al. [15] and soften the force law in
eq. (2.1) near r = 0. As figure 4 shows, the halo profile for ΩM = 1 is similar to the similarity
solution. The level of agreement or disagreement between the two curves illustrates the
extent to which the 1-D N-body simulations may be trusted. Note in particular that the
location of the splashback radius is similar in the two cases. The figure also shows results
for ΩM = 0.3, in the solid red curve. For comparison, the vertical dotted lines show the toy
model’s predictions for the splashback radius for these values of ΩM . Overall, we find good
agreement, demonstrating that the location of splashback does indeed depend on cosmology
and redshift.
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Figure 3. Caustics for self-similar halos [2, 7] with accretion rate s = 3. The top panel shows the
phase space diagram for spherically symmetric collapse (solid black curve) and for 3D collapse with
e = 0.05 (colormap), while the bottom panel shows the density vs. radius. The vertical line in the
bottom panel indicates the splashback radius predicted by the spherical collapse model for this value
of s. As the density profiles demonstrate, the caustic location depends mainly on accretion rate, with
little if any dependence on the initial ellipticity e. However, the caustic width does depend on e,
apparently because the shape of the splashback surface is related to the initial ellipticity.

the similarity solution for s = 3. Note that for ΩM = 1, the 1-D simulation does not exactly
match the similarity solution. This is because the dynamics, even in spherical symmetry, are
subject to a slew of instabilities that are not present in the similarity solution [15, 19, 20].
To suppress these instabilities, we follow Vogelsberger et al. [15] and soften the force law in
eq. (2.1) near r = 0. As figure 4 shows, the halo profile for ΩM = 1 is similar to the similarity
solution. The level of agreement or disagreement between the two curves illustrates the
extent to which the 1-D N-body simulations may be trusted. Note in particular that the
location of the splashback radius is similar in the two cases. The figure also shows results
for ΩM = 0.3, in the solid red curve. For comparison, the vertical dotted lines show the toy
model’s predictions for the splashback radius for these values of ΩM . Overall, we find good
agreement, demonstrating that the location of splashback does indeed depend on cosmology
and redshift.
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Cold
 = narrow width

Infalling

Orbiting

Onion-like structure
CDM halos exhibit

Is there fundamental universal 
feature hidden in phase space ?

(e.g., Diemer & Kravtsov ’14; Adhikari et al. ’14)
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Characterizing multi-stream flow in simulations

Radial phase spaceProjected density

by H. Sugiura
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Only one snapshot is 
insu#cient to reveal what 
is happening inside halo

Provided the animation, 
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stream !ow

trajectories o f dark 
matter particles

Key



Tracing multi-stream flow with particles

Keep track of apocenter passage(s) for particle trajectories
and count the number of apocenter passages, p, for each particle

Using 1,001 snapshot data of cosmological N-body simulations over z=0~5
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(Sugiura et al. ’20)

 ,   &  ΛCDM Lbox = 41 h−1Mpc Ndm = 5003

Tiling phase-space streams with p
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Adhikari et al. 2014; More et al. 2015). Motivated by
these findings, Sugiura et al. (2020) developed a method
using an extension of the SPARTA algorithm in Diemer
(2017) to reveal the multi-stream nature of halos at the
outer regions and they found that about 30% of halos are
well-described by the self-similar solution of Fillmore &
Goldreich (1984). In this Letter, by substantially refin-
ing their analysis based on high-resolution simulations
with finely sampled snapshots out to an early halo for-
mation, we are able to unveil the innermost parts of the
multi-stream region, where we find that halos exhibit a
universal feature in each multi-stream distribution.

2. METHOD

We analyze cosmological N -body simulations per-
formed in a flat ⇤CDM cosmology, which is consis-
tent with recent observations of cosmic microwave back-
ground radiation (Planck Collaboration et al. 2016). We
mainly analyze the simulation that follows the move-
ments of 5003 particles in a comoving box with a side
length of 41h�1Mpc using the Tree Particle-Mesh code
Ginkaku (Nishimichi, Tanaka & Yoshikawa, in preper-
ation). We employ a softening length of 4.1h�1kpc,
which we denote by rLR in what follows. The snap-
shots of the particles are saved at 1, 001 redshifts, evenly
spaced between z = 0 and 5, providing a dense sam-
pling to accurately determine the number of apocenter
passages (denoted by p in what follows) up to ⇠ 50, fol-
lowing the method of Sugiura et al. (2020) with minor
modifications.
We first select relaxed halos from those identified by

Rockstar (Behroozi et al. 2013) at z = 0, by impos-
ing a cut in the spin parameter and the o↵set between
the center of mass and the density peak (Klypin et al.
2016). We also discard subhalos according to the con-
sistency between the exact spherical-overdensity mass
and that listed in the Rockstar catalog. We then trace
the main progenitor by following the particles within
the virial radius back in time, updating the center and
the list of member particles using the shrinking-sphere
method at each snapshot until we reach the first snap-
shot at z = 5 or the number of member particles falls
below 1, 000. Our final halo trajectories are defined as
the center of mass of the 1, 000 fixed member particles,
which are closest in phase space to the center of the
main progenitor at the highest redshift to which we can
trace the progenitor with at least 1, 000 particles. We
next follow forward in time the center of mass of these
fixed particles to obtain a smooth trajectory robust to
merger events. We monitor the velocities and positions
of all surrounding particles that are within 2.5Rvir at
z = 0 relative to the center of the progenitor. We define

Figure 1. Radial density profile (upper) and phase-space
distribution (lower) of a halo withMvir = 1.49⇥1014 h�1M�.
The upper panel shows the decomposition of the total den-
sity profile (highest line) into the contributions from N -body
particles with di↵erent numbers of apocenter passages, rep-
resented by colors ranging from p = 1 (dark blue) to p = 50
(dark red) . The lower panel displays the distribution of in-
dividual particles, with the same color coding. The infalling
component, p = 0, is depicted in gray.

and count the apocenter passage for each particle when
the relative velocity changes from outgoing to infalling
and the relative position has orbited at least 90� from
the previous apocenter passage (Sugiura et al. 2020).
These specific choices are found to be robust for the de-
termination of the number of apocenter passages up to
⇠ 50.
In Fig. 1, we present the radial density profile and

phase-space distribution of a representative halo with
mass Mvir = 1.49 ⇥ 1014 h�1 M�, color-coded by the
number of apocenter passages, p. It is apparent that par-
ticles with a high value of p tend to be concentrated at
smaller radii, leading to an increase in density and a re-
duction in velocity dispersion, resulting in an onion-like
multi-stream structure in the phase-space distribution.
On the other hand, the density profiles exhibit similar
features, with the inner and outer slopes converging to a
specific value regardless of p. In the following sections,
we will further analyze this behavior for halos with dif-
ferent properties.
In order to study the convergence, we have conducted

a higher-resolution simulation with 2, 0003 particles with
an identical initial Gaussian random field. However,
storing as many as & 1, 000 snapshots from this sim-
ulation requires a significant amount of disk space, and
an accurate apocenter count would be costly. Therefore,
we only use this run to verify the density profile at z = 0.
In the following discussion, we refer to this simulation

Radial phase space
2
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and the relative position has orbited at least 90� from
the previous apocenter passage (Sugiura et al. 2020).
These specific choices are found to be robust for the de-
termination of the number of apocenter passages up to
⇠ 50.
In Fig. 1, we present the radial density profile and

phase-space distribution of a representative halo with
mass Mvir = 1.49 ⇥ 1014 h�1 M�, color-coded by the
number of apocenter passages, p. It is apparent that par-
ticles with a high value of p tend to be concentrated at
smaller radii, leading to an increase in density and a re-
duction in velocity dispersion, resulting in an onion-like
multi-stream structure in the phase-space distribution.
On the other hand, the density profiles exhibit similar
features, with the inner and outer slopes converging to a
specific value regardless of p. In the following sections,
we will further analyze this behavior for halos with dif-
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In order to study the convergence, we have conducted

a higher-resolution simulation with 2, 0003 particles with
an identical initial Gaussian random field. However,
storing as many as & 1, 000 snapshots from this sim-
ulation requires a significant amount of disk space, and
an accurate apocenter count would be costly. Therefore,
we only use this run to verify the density profile at z = 0.
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Adhikari et al. 2014; More et al. 2015). Motivated by
these findings, Sugiura et al. (2020) developed a method
using an extension of the SPARTA algorithm in Diemer
(2017) to reveal the multi-stream nature of halos at the
outer regions and they found that about 30% of halos are
well-described by the self-similar solution of Fillmore &
Goldreich (1984). In this Letter, by substantially refin-
ing their analysis based on high-resolution simulations
with finely sampled snapshots out to an early halo for-
mation, we are able to unveil the innermost parts of the
multi-stream region, where we find that halos exhibit a
universal feature in each multi-stream distribution.

2. METHOD

We analyze cosmological N -body simulations per-
formed in a flat ⇤CDM cosmology, which is consis-
tent with recent observations of cosmic microwave back-
ground radiation (Planck Collaboration et al. 2016). We
mainly analyze the simulation that follows the move-
ments of 5003 particles in a comoving box with a side
length of 41h�1Mpc using the Tree Particle-Mesh code
Ginkaku (Nishimichi, Tanaka & Yoshikawa, in preper-
ation). We employ a softening length of 4.1h�1kpc,
which we denote by rLR in what follows. The snap-
shots of the particles are saved at 1, 001 redshifts, evenly
spaced between z = 0 and 5, providing a dense sam-
pling to accurately determine the number of apocenter
passages (denoted by p in what follows) up to ⇠ 50, fol-
lowing the method of Sugiura et al. (2020) with minor
modifications.
We first select relaxed halos from those identified by

Rockstar (Behroozi et al. 2013) at z = 0, by impos-
ing a cut in the spin parameter and the o↵set between
the center of mass and the density peak (Klypin et al.
2016). We also discard subhalos according to the con-
sistency between the exact spherical-overdensity mass
and that listed in the Rockstar catalog. We then trace
the main progenitor by following the particles within
the virial radius back in time, updating the center and
the list of member particles using the shrinking-sphere
method at each snapshot until we reach the first snap-
shot at z = 5 or the number of member particles falls
below 1, 000. Our final halo trajectories are defined as
the center of mass of the 1, 000 fixed member particles,
which are closest in phase space to the center of the
main progenitor at the highest redshift to which we can
trace the progenitor with at least 1, 000 particles. We
next follow forward in time the center of mass of these
fixed particles to obtain a smooth trajectory robust to
merger events. We monitor the velocities and positions
of all surrounding particles that are within 2.5Rvir at
z = 0 relative to the center of the progenitor. We define
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the relative velocity changes from outgoing to infalling
and the relative position has orbited at least 90� from
the previous apocenter passage (Sugiura et al. 2020).
These specific choices are found to be robust for the de-
termination of the number of apocenter passages up to
⇠ 50.
In Fig. 1, we present the radial density profile and

phase-space distribution of a representative halo with
mass Mvir = 1.49 ⇥ 1014 h�1 M�, color-coded by the
number of apocenter passages, p. It is apparent that par-
ticles with a high value of p tend to be concentrated at
smaller radii, leading to an increase in density and a re-
duction in velocity dispersion, resulting in an onion-like
multi-stream structure in the phase-space distribution.
On the other hand, the density profiles exhibit similar
features, with the inner and outer slopes converging to a
specific value regardless of p. In the following sections,
we will further analyze this behavior for halos with dif-
ferent properties.
In order to study the convergence, we have conducted

a higher-resolution simulation with 2, 0003 particles with
an identical initial Gaussian random field. However,
storing as many as & 1, 000 snapshots from this sim-
ulation requires a significant amount of disk space, and
an accurate apocenter count would be costly. Therefore,
we only use this run to verify the density profile at z = 0.
In the following discussion, we refer to this simulation
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Figure 2. Stacked radial density profiles of N -body particles with even number of apocenter passages, ranging from p = 4 to
40. The four mass bins are displayed in the upper three and the lower left panel for S, M, L and XL, respectively. Additionally,
the lower middle and right panels show the results obtained from 460 halos in the mass range [4.1011, 2.30⇥1012]h�1M�, which
are further divided into the two subsamples based on the concentration parameter cvir and accretion rate �dyn, respectively (see
text in detail). In each panel, the fitted results with Equation (1) are depicted as solid lines.

Figure 3. Dependence of the characteristic density A
(upper) and scale S (lower) on the number of apocenter pas-
sages, p, as determined by fitting to Equation (1) in di↵erent
symbols four mass bins (see legend). The thin solid curves
represent the fitting formulae, Eqs. (2) and (3). For compar-
ison, predictions of the Fillmore-Goldreich self-similar solu-
tions are also shown, for specific values of the parameter ✏
(1/15, 1/6 and 1). In plotting these predictions, we identify
the position of radial caustics in the self-similar solutions
with the characteristic scale S(p), and derive A(p) by equat-
ing the masses contained in each stream. The shaded regions
for the predictions indicate uncertainty in identifying S(p)
with the position of the p-th or (p + 1)-th radial caustics of
the self-similar solutions.

log[M(t� tdyn)]}/{log[a(t)]� log[a(t� tdyn)]} with tdyn

being the dynamical time estimated from halo masses

(Diemer 2017)4. We divide the halos into two halves,
one with high values of these indicators and the other
with low values.
The middle bottom (right bottom) panel of Figure 2

depicts the results for two subsamples having low and
high values of cvir (�dyn), represented by red and black
colors, respectively. Again, a good agreement between
the double power-law function and measured profiles is
observed over a wide range of p. A close look at each
stream profile reveals that halos with high concentra-
tion or low accretion-rate tend to have a large amplitude
A(p) and a large characteristic scale S(p). These trends
are particularly evident for larger p, suggesting that the
universal double power-law feature is established in a
self-regulated manner during the orbital motion in the
multi-stream region, where the diversity of mass accre-
tion and merger histories tend to be erased and only be
imprinted in A(p) and S(p).
In order to gain a deeper understanding of the results

obtained in this Letter from a dynamical viewpoint, it
would be beneficial to compare them with self-similar so-
lutions. While self-similar solutions are only valid in the
Einstein-de Sitter universe, the secondary infall model
of Bertschinger (1985) has been shown to reproduce the
pseudo phase-space density of Q(r) / r�1.875 found in

4 We use the virial mass, Mvir, to measure �dyn, whereas Diemer
(2017) uses M200m.
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−8 (see also Diemer 2023 for an alternative characterization of
the outer cutoff for orbiting particles). More notably, the inner
slope tends to be consistent with −1 for most cases, except for
orbits with p 10 for the XL sample, which exhibit a shallower
slope. This is likely due to the sensitivity of these low-p orbits to
recent mass accretion or merger history (e.g., Sugiura et al.
2020). However, this trend tends to be erased after several
orbits, reaching a universal slope for p 10, indicating a self-
similar growth of phase-space structure.

To quantitatively assess the double power-law nature of each
stream, we compare the total density profile from HR for halos
that have been matched with LR to the prediction obtained by

summing the individual double power-law profiles described by
Equations (1)–(3).6 The results are shown in Figure 4, where the
solid lines with shaded regions represent the prediction based on
the double power-law model, taking into account the
uncertainties in the numerical coefficients in the fit. Our model
is in good agreement with HR for all four mass bins. Notably,
we can recover the profile even at r R r R1.2 Maxvir LR vir( )£/ / ,
despite the fact that the individual profiles for each pare fitted to
the scales larger than r R1.2 Max LR vir( )/ and only up to p= 40.
This suggests that the model effectively extrapolates the mass
distribution to large values of p beyond the resolution limit of
LR. In the lower panel, we can observe the transition of the
slope from −3 to −1 in different models.7

4. Discussion

4.1. Dependence on Halo Samples

The remarkable double power-law features in Section 3 are
seen in mass-selected halo samples. Here, to assess the
robustness of our findings, we analyze a subset of 460 halos
within a specific mass range [4.10× 1011, 2.39× 1012] h−1Me.
These halos are divided into two subsamples based on two
different criteria. We employ the concentration parameter cvir,
defined by the ratio Rvir/Rs with Rs being the scale radius of the
NFW profile and the mass accretion rate defined by

t M t M t t a t a t tlog log log logdyn dyn dyn( ) { [ ( )] [ ( )]} { [ ( )] [ ( )]}G º - - - - ,
with tdyn being the dynamical time estimated from halo masses
(Diemer 2017).8 Note that the radius Rs is estimated in rockstar
based on the maximum circular velocity (Klypin et al. 2011). In
both cases, we divide the halos into two halves, one with high
values of these indicators and the other with low values.

Figure 2. Stacked radial density profiles of N-body particles with even number of apocenter passages, ranging from p = 4 to 40. The four mass bins are displayed in the
upper three and the lower left panel for S, M, L, and XL, respectively. Additionally, the lower middle and right panels show the results obtained from 460 halos in the
mass range [4.1011, 2.30 × 1012] h−1 Me, which are further divided into the two subsamples based on the concentration parameter cvir and accretion rate Γdyn,
respectively (see Section 4.1 in detail). In each panel, the fitted results with Equation (1) are depicted as solid lines.

Figure 3. Dependence of the characteristic density A (upper) and scale S (lower)
on the number of apocenter passages, p, as determined by fitting to Equation (1)
for each mass bin (see legend). The thin solid curves represent the fitting
formulae, Equations (2) and (3). For comparison, predictions of the Fillmore–
Goldreich self-similar solutions are also shown for specific values of the
parameter ò (1/15, 1/6 and 1). In plotting these predictions, we identify the
position of radial caustics in the self-similar solutions with the characteristic
scale S(p) and derive A(p) by equating the masses contained in each stream. The
shaded regions for the predictions indicate uncertainty in identifying S(p) with
the position of the pth or (p + 1)th radial caustics of the self-similar solutions.

6 In the plot, the summation is conservatively taken up to p = 3000. The
change in density is less than 0.2% over the plotted range when we instead stop
at p = 300.
7 The logarithmic slope is estimated from discrete simulation data points with
statistical noise using the GEORGE Python package (Ambikasaran et al. 2015)
for the Gaussian process.
8 We use the virial mass, Mvir, to measure Γdyn, whereas Diemer (2017) uses
M200m.
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The middle bottom (right bottom) panel of Figure 2 depicts
the results for two subsamples having low and high values of
cvir (Γdyn), represented by red and black colors, respectively.
Again, a good agreement between the double power-law
function and measured profiles is observed over a wide range
of p. A close look at each stream profile reveals that halos with a
high concentration or low accretion rate tend to have a large
amplitude A(p) and a large characteristic scale S(p). These
trends are particularly evident for larger p, suggesting that the
universal double power-law feature is established in a self-
regulated manner during the orbital motion in the multistream
region, where the diversity of mass accretion and merger
histories tend to be erased and only be imprinted in A(p) and
S(p).

4.2. Comparison with Self-similar Solutions

The results in Sections 3 and 4.1 strongly indicate that the
inner structure of halos is built up dynamically in a self-similar
manner. Here, we compare our results with self-similar
solutions. While self-similar solutions are only valid in the
Einstein–de Sitter universe, the secondary infall model of
Bertschinger (1985) has been shown to reproduce the pseudo-
phase-space density of Q(r)∝ r−1.875 found in simulations in
the ΛCDM model. Along the line of this, we consider the
spherically symmetric solutions put forth by Fillmore &
Goldreich (1984), which include Bertschinger’s secondary
infall model as a special case. Recent work by Sugiura et al.
(2020) has made a direct comparison of these predictions with
radial multistream structures obtained from simulations up to
p= 5. Identifying the position of radial caustics in self-similar
solutions with the characteristic scale of the double power-law
profile in Equation (1), it is possible to make predictions for
both A(p) and S(p).

In Figure 3, we compare the predictions of self-similar
solutions with our N-body results for three values of the model
parameter ò, which describes the power-law slope of initial
density contrast. Note that the parameter ò is restricted to the
range [0, 1], and the solution with ò= 1 corresponds to
Bertschinger’s secondary infall model. Figure 3 shows that none
of the solutions consistently explain the trends in both A(p) and

S(p) although setting the parameter ò to 1/6 reproduces the
characteristic scale S(p) reasonably well. The main reason for
this failure is that for each stream, the Fillmore–Goldreich
solutions predict a steep inner profile with a logarithmic slope of
around −2, irrespective of the value of ò. One possible
explanation for the shallow inner cusps found in simulations
is to introduce the nonzero angular momentum, which can
reduce the steepness of the profile near the halo center (Nusser
2001; Zukin & Bertschinger 2010). However, existing solutions
allow for the introduction of angular momentum in a very
specific manner, and without a broad angular momentum
distribution, they fail to describe the shallow inner cusp seen in
the profile for each p.
We thus conclude that a more comprehensive theoretical

study is needed to fully understand the universal features found
in this Letter, taking into account the complexities associated
with mass accretion and merger history. This may involve
exploring the angular momentum distribution or relaxing the
symmetry assumptions (see Ryden 1993; Lithwick & Dalal
2011 for the latter aspect).

4.3. On the Emergence of Double Power-law Nature

As a final discussion toward a better understanding of the
origin of the universal double power-law nature, we focus on the
halo sample M in Table 1 and select the particles with p= 4, 10,
20, and 40 at z= 0. Then, we trace back their trajectories to
higher redshifts and measure the density profiles for each value
of p stacked over different halos. Figure 5 overplots the results
at z = 0.3 (green) and 1.6 (red), on top of those at z= 0 already
shown in Figure 2 (black). Clearly, the profiles vary over
redshifts, and the amplitude of density gets increased with
decreasing z. Interestingly, however, the evolution of the inner
profiles becomes significantly weaker as the value of p
increases, and at p= 40, the profiles almost converge even at
the outermost part. This suggests that the double power-law
nature was established at an early stage of the halo formation
and remains stable against matter accretion, which can only
affect the outer part of the density profile represented by
particles with small values of p. Apart from the origin of the
universal profiles, this picture is consistent with previous studies

Figure 4. Comparison of the total density profile between our model (∑ρstream) and HR (ρHR). The upper and lower panels, respectively, show the fractional difference
with respect to HR, i.e., (ρ − ρHR)/ρHR, and the logarithmic slope, d d rlog logr . The results for four mass bins are presented separately in each panel for scales
above r R2 Max HR vir( )/ , i.e., twice the maximum value of the ratio r RHR vir/ estimated for individual halos in each mass bin. The shaded regions indicate the estimated
uncertainties in the prediction, which are propagated from the statistical error in the stacked profile through the uncertainties in the fitting parameters. We also plot the
NFW (dashed) and Einasto (dotted–dashed; Einasto 1965) profiles, obtained by fitting HR in the range r R r R2 Max 0.9HR vir vir( ) £ £/ / . In the upper panels, the results
obtained from a partial summation of the double power-law profile up to p = 40 are also plotted (dotted). The vertical arrows indicate the scale of r R1.2 Max ,LR vir( )/
corresponding to the convergence radius above which measured profiles from LR and HR simulations agree well with each other at 3%~ precision.
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Figure 18. Same as in Fig. 15, but di�erent fitting formulae for �(?) and ( (?) . In the upper panels, fractional di�erences between the total profiles in HR
simulation and

Õ
?�1 dstream (A ; ?) using Eqs. (17) and (18) for �(?) and ( (?) (solid line), and the best fit NFW (dashed line) and Einasto (dot-dashed line)

profiles for the HR total profile are shown. The vertical arrows indicate the resolution limit of the LR simulation. The shaded regions indicate the estimated
uncertainties of the solid line, which are propagated from the statistical error in the stacked profile through the uncertainties in (17) and (18).

Figure 19. Density profiles and phase-space distributions of particles separated by ? (color-coded as the color bar indicates), and total density profile (blue solid
line in the top row, and magenta line in the bottom row). As a representative of # -body halo, we show the distributions of the same halo shown in Fig. 8 in
the top row. Note that the virial overdensity �vir is 18c2 in EdS universe (background metric of self-similar solution), and it is di�erent from those in ⇤CDM
universe, 313 at I = 0. Here we set �vir = 313 and normalize the coordinates in the self-similar solution. This does not change the shape of density profiles.
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Fuzzy DM halo

Radius:  rc

Mass:  Mc

Flat dense core = soliton

found by numerical simulations of 
Schrödinger-Poisson (S-P) equation

Fuzzy dark matter (FDM) halo
Alternative DM candidate having a ultralight mass (  eV)mDM ∼ 10−22

Intriguingly,

For WDM a tension arises when requiring the relatively
large cores of dwarf spheroidal galaxies without violating
the small-scale power constrained by the Lyman-α forest
[41,52–54]. For ψDM this problem may be less severe due
to the sharper small-scale break in its linear power spectrum
as compared to WDM [2,51]. The power spectrum is
marginally consistent with the Lyman-α forest observa-
tions, while adding a small amount of CDM component
(∼10%) can certainly further relieve the tension [51].
High-z number counts provide another constraint for
galaxies at 6 ≤ z ≤ 8 [55]. We notice that the ψDM power
spectrum starts to deviate from CDM at k ∼ 7h Mpc−1 [39],
corresponding to a halo mass of ∼5 × 109M⊙. Above this
mass scale the ψDM galaxy number density should be
close to CDM, and therefore consistent with the observa-
tional constraint [55,56]. Larger ψDM simulations with the
addition of baryons will be invaluable for supporting these
arguments and testing with the forthcoming observations
such as the James Webb Space Telescope (JWST) [57]
and Advanced Atacama Cosmology Telescope Polarization
(AdvACT) [58].
Previous theoretical work on ψDM halos mainly focused

on two aspects: (i) a stationary soliton profile with or
without self-interaction [35,36,46] or (ii) a Navarro-Frenk-
White (NFW) profile [24] with its inner cusp replaced by a
flat core [2,51]. In either case, the detailed connection
between cores and halos in the fully nonlinear regime has
not been addressed. This question can be best answered by
simulations. The first attempt of three-dimensional simu-
lations of the ψDM structure formation came to light only a
few years ago [38], revealing complex interference fringes
and a halo profile similar to NFW. This work, however,
did not have sufficient spatial resolution for resolving the
innermost cores. More recently, Schive et al. [39] made a
great leap forward in the ψDM simulations by taking
advantage of an adaptive mesh refinement scheme powered
by graphic processing units acceleration [59]. A prominent
solitonic core is found in every halo, appearing as a self-
bound mass clump superposed on the NFW profile (see
Fig. 1). This surprising core configuration is apparently
different from the linear prediction of ψDM [51], WDM
[41], and collisional dark matter [43], in all of which a
constant-density core is introduced truncating the otherwise
cuspy NFW profile. Using the stellar phase-space distri-
bution of the Fornax dwarf spheroidal galaxy, the soliton
profile is found to be consistent with observations assuming
mψ ¼ ð8.0þ1.8

−2.0Þ × 10−23 eV. Furthermore, this work dem-
onstrates that ψDM can clear the “Catch 22” problem
facing WDM.
In this Letter, we examine the relationship between

the solitonic core and the host halo, which we quantify
statistically with simulations. We demonstrate that the
solitonic core and the halo always coexist in a relaxed,
self-bound system of ψDM. The core mass is tightly related
to the halo specific energy, which, for cosmological

structure formation, leads to a simple redshift-dependent
core-halo mass relation.
Wave mechanics of ψDM is governed by the Schrödinger-

Poisson (SP) equation [60,61]. In an expanding universe, the
equation can be written in the comoving coordinates as

!
i
∂
∂τ þ

∇2

2
− aV

"
ψ ¼ 0 ð1Þ

and

∇2V ¼ 4πðjψ j2 − 1Þ; ð2Þ

where the comoving length x is normalized to ðð3=8πÞ
H2

0Ωm0Þ−1=4ðmψ=ℏÞ−1=2, the time normalized to dτ≡
ðð3=8πÞH2

0Ωm0Þ1=2a−2dt, and the wave function ψ normal-
ized to ðρm0=mψ Þ1=2. HereH0, Ωm0, and ρm0 are the present
Hubble parameter, matter density parameter, and back-
ground mass density, respectively, and V is the gravitational
potential. An important feature of the SP equation is
its scaling symmetry [60,62]. It can be easily seen that
when jψ j2 ≫ 1 and a ¼ const, the SP equation remains
unchanged under the transformation ðτ; x;ψ ; VÞ → ðλ−2τ;
λ−1x; λ2ψ ; λ2VÞ for arbitrary λ. Having very high densities
and forming in a short time compared with the Hubble time,
all solitonic cores hence conform to this λ scaling to a high

FIG. 1 (color online). Density profiles of ψDM halos. Dashed
lines with various open symbols show five examples at different
redshifts between 12 ≥ z ≥ 0. The DM density is normalized to
the cosmic background density. A distinct core forms in every
halo as a gravitationally self-bound object, satisfying the redshift-
dependent soliton solution (solid lines) upon proper λ scaling. As
a convergence test, filled circles show the same z ¼ 0 halo (the
most massive one) but with 8 times higher resolution. Filled
diamonds show an example from the soliton collision simulations
arbitrarily renormalized to the comoving coordinates at z ¼ 0.
The same z ¼ 8 halo in a CDM simulation (filled squares) fit by a
NFW profile (dot-dashed line) is also shown for comparison.
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Can we better understand analytically the core-halo relations ?Q

(e.g., Schive et al. ’14, Safarzadeh & Spergel ’20; Hayashi & Obata ‘20)

accuracy. The relevant physical quantities scale as ðxc; ρc;
Mc; EcÞ → ðλ−1xc; λ4ρc; λMc; λ3EcÞ, where xc, ρc,Mc, and
Ec are the core radius, density, mass, and energy, respec-
tively. The soliton density profile can be well fit by [39]

ρcðxÞ ¼
1.9a−1ðmψ=10−23 eVÞ−2ðxc=kpcÞ−4

½1þ 9.1 × 10−2ðx=xcÞ2&8
M⊙pc−3;

ð3Þ

accurate to 2% in the range 0 ≤ x≲ 3xc. Here we define xc
as the radius at which the density drops to one-half its peak
value, and Mc as the enclosed mass within xc. Note that
Mðx ≤ 3xcÞ makes up about 95% of the total soliton mass,
and the half-mass radius is ∼1.45xc.
To address the core-halo configuration, we conduct three

structure formation simulations of different realizations
with a spatial resolution up to 60 pc in a 2 Mpc comoving
box. These runs begin at the matter-radiation equality
around z ¼ 3200 and end at z ¼ 0. Note that the small
simulation box will affect the statistical properties of halos
such as the mass function [63], but should have a small
impact on the core-halo relation addressed in this Letter,
which mainly relies on the virialization of each individual
halo and is insensitive to the initial power spectrum.
We demonstrate this point by tracing several halos in a
20 Mpc box with the same spatial resolution as in the
2 Mpc simulations. Another simulation with a 40 Mpc box
is conducted from z ¼ 3200 to z ¼ 8 for probing the high-
redshift galaxies. Our results verify that halos at different
redshifts all contain self-similar solitonic cores. Density
granules of about the same size as the solitonic core are
apparent throughout the halos (see Fig. 2 in Ref. [39] for an
illustration). This is an important feature for the core-halo
connection and will be explained later. The soliton profile is
redshift dependent. To see this, note that as long as a can be
regarded as a constant, the SP equation can be rewritten into
a redshift-independent form by introducing a set of rescaled
variables: ðτ0; x0;ψ 0; V 0Þ≡ ða1=2τ; a1=4x;ψ ; a1=2VÞ. It fol-
lows that the soliton radius in the comoving (unprimed)
coordinates scales as a−1=4 for a fixed peak core density.
Figure 1 shows the density profiles of typical halos in the
simulations at five different epochs, z ¼ 12.0, 8.0, 2.2, 0.9,
and 0.0, in the unprimed coordinates. The agreements of the
simulation data to both the λ and a scalings are excellent.
A question naturally arises concerning the relation

between solitonic cores and their host halos. Aided by
our structure formation simulations, we find all collapsed
objects approximately follow a redshift-dependent core-halo
mass relation:

Mc ∝ a−1=2M1=3
h : ð4Þ

The halo virial mass is defined asMh ≡ ð4πx3vir=3ÞζðzÞρm0,
where xvir is the comoving virial radius and ζðzÞ≡f18π2þ
82½ΩmðzÞ−1&−39½ΩmðzÞ−1&2g=ΩmðzÞ∼350ð180Þ at z ¼
0 (z ≥ 1) [64]. Note that this definition of virial mass is

the same as that for CDM. This is because once an object
exceeds the Jeans mass on its way to collapse, the dynamics
is almost identical to the cold collapse, for which the eikonal
approximation of wave dynamics to particle dynamics holds
until virialization takes place. Figure 2 shows this scaling
relation over 3 orders of magnitude in halo mass from 108

to 5 × 1011M⊙. We demonstrate the redshift evolution by
showing coalescence of the core-halo mass relations of
halos at different epochs between 10 > z > 0, as well as the
evolutionary trajectory of a single halo. Note that low-
redshift, massive halos in the 2 Mpc runs show a relatively
larger scatter, which could be due to the small box effect,
while massive halos in the 20 Mpc run do converge to our
analytical prediction. In all cases the deviation of the core
mass from Eq. (4) is less than a factor of 2. Also note that the
halos in the simulations with a mass several times 108M⊙
are found to be dominated by the central solitons, a key for
estimating the minimumhalo mass, as will be discussed later.
To understand this core-halo mass relation, we further

conduct a set of controlled numerical experiments, where
multiple solitons are initially placed randomly with zero
velocity and start to merge until the systems relax. Solitons
are chosen as a convenient initial condition for their
stability. Here we assume a ¼ const and zero background
density. We would like to know whether the core-halo
configuration still persists in a different setting from
cosmological structure formation, and if so, we want to
ascertain what factors determine the soliton scale among
the infinite number of self-similar solutions. Intuitively, one
expects that the final relaxed state should lose the memory
of its initial configuration and thus depends only on the
globally conserved quantities, namely, the total massM and

FIG. 2 (color online). Core-halo mass relation. Filled squares,
other filled symbols, and open symbols show the 40 Mpc, 2 Mpc,
and 20 Mpc simulations, respectively. Symbols with different
shapes represent halos at different redshift ranges, except that
crosses trace the evolution of a single halo. Dashed line shows the
analytical prediction given by Eq. (6) (see text for details).
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energy E (assuming there is no net angular momentum).
We conduct 29 runs in total with different initial conditions
of various M and E. For the sameM and E, we repeat runs
with different realizations, including different initial soliton
numbers ranging from 4 to 128, different soliton sizes, and
initial positions. Figure 3 shows one example of the soliton
collision simulations. The adaptive mesh refinement
scheme is again adopted in order to achieve sufficient
resolution everywhere; in particular, we ensure that every
soliton is well resolved with at least ∼104 cells and verify
that M and E remain conserved with at most a few percent
error in all simulations.
The resulting relaxed structures that form in these soliton

collision experiments are always found to consist of a
halo and a solitonic core [see Figs. 1 and 3(d)], similar to
the results of cosmological simulations. The core profiles
satisfy the λ scaling, and the halo profiles are close to NFW.
This result establishes that the core-halo configuration
is a generic structure of ψDM in virialized gravitational
equilibrium.
More importantly, as shown in Fig. 4, the core mass

follows the relation

M0
c ¼ αðjE0j=M0Þ1=2: ð5Þ

Here the total kinetic energy, potential energy, and mass are
defined in the primed (redshift-independent) coordinates as
E0
k≡1

2

R
j∇0ψ 0j2d3x0, E0

p≡1
2

R
jψ 0j2V 0d3x0, M0 ≡ R

jψ 0j2d3x0,
and α is a dimensionless constant close to unity. The
physical foundation of this relation can be appreciated
as follows. The right-hand side represents the halo velocity

dispersion σ0h, and on the left-hand side, the λ scaling
demands that M0

c ∼ x0−1c , the inverse soliton size.
Accordingly, Eq. (5) relates the soliton size to the halo
velocity dispersion through the uncertainty principle, where
x0cσ0h ∼ 1. This result is nontrivial in that the uncertainty
principle is originally a local relation, but here it is found to
hold nonlocally, relating a core (local) property to a halo
(global) property. The nonlocal uncertainty principle
reveals itself in Fig. 3(d). The inverse halo velocity
dispersion is manifested by the size of halo density
granules, and the fact that the halo granule size is close
to the soliton size provides another perspective to view the
finding of Eq. (5). Eigenmode decomposition of the core-
halo system can help our understanding of the detailed
physics underlying this quantum “thermalization,” and it
will be presented in a separate work [65].
We are now in a position to understand the physical

meaning of the empirical Eq. (4). In the structure formation
simulations, we verify that halos at different redshifts all
conform to Eq. (5) by taking E0 andM0 as the rescaled halo
energy (E0

h) and virial mass (M0
h). Adopting the virial

condition in the spherical collapse model jE0
hj ¼ jE0

pj=2 ∼
3M02

h =10x
0
vir and retrieving the redshift dependence then

givesMc ¼ αð3Mh=10xvirÞ1=2a−1=2. Finally, solving xvir as
a function of Mh using the definition of virial mass given
immediately after Eq. (4) yields the expected core-halo
mass relation

Mc ¼
1

4
a−1=2

!
ζðzÞ
ζð0Þ

"
1=6

!
Mh

Mmin;0

"
1=3

Mmin;0; ð6Þ

FIG. 3 (color online). Snapshots of a soliton collision simu-
lation. Panels (a)–(c) show the projected density distribution at
the initial and intermediate stages, and panel (d) shows a close-up
of the conspicuous solitonic core at the final stage. Fluctuating
density granules resulting from the quantum wave interference
appear everywhere and have a size similar to the central soliton.

FIG. 4 (color online). Scaling relation between core mass and
system specific energy in the soliton collision experiments. Error
bars represent the root-mean-square scatter of different realiza-
tions at a given specific energy bin as well as the fluctuation in
different snapshots of each run. Note that the redshift dependence
has been absorbed into the rescaled mass M0 and energy E0

(see text for details)
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• Self-gravity of soliton ignored 

• Soliton formed in (smooth) NFW halo

Making use of  ,one can obtain accurate approximate solutions ( next)α ≫ 1 →

Schrödinger-Poisson equations Non-relativistic scalar "eld 
EOM coupled with gravity

[− d2

dx2 − α
log(1 + x)

x
+ ℓ(ℓ + 1)

x2 ] unℓ(x) = ℰnℓ unℓ(x)

x ≡ r
rs

, α ≡ 8 π Gm2
DM ρsr4

s awhere we define

Energy eigenvalue (dimensionless)

Linear eigenvalue problem

AT & Saga (’22)

ρNFW(r) = ρs
(r/rs)(1 + r/rs)2

∼ (rs/λdB)2 ≫ 1

 ρsoliton(x) ∝ unℓ(x)
x

2

Super

Assumptions

(with technique beyond WKB approx.)

( (

ϕ ≃ 1
(2mDM)1/2a3/2 (uℓm/x) e−imDMτ
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AT & Saga (’22)
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FIG. 2. Eigenfunctions for radial wave function ũn(x) for ↵ = 10 (left), 102 (middle), and 103 (right). Results of the lowest
five eigenstates are plotted as a function of dimensionless radius x = r/rs. shown. In the upper panels, while the thin solid
lines are the analytical results based on Eq. (38), thick dashed lines represent the numerical solutions obtained by solving the
matrix eigenvalue problem. Note that all the results are normalized. On the other hand, the bottom panels show the fractional
difference between the analytical and numerical results defined by �ũn/ũn,numerical with �ũn = ũn,analytical � ũn,numerical,
where the functions ũn,analytical and ũn,numerical denote the analytical and numerical eigenstates, respectively. Here, to avoid
the division by zero, we stop plotting the results when the amplitude of the wave functions becomes smaller than 10�9 at the
outer part.

FIG. 3. Same as Fig. 2, but we here plot the square of the wave function un(x) = x ũn(x), normalized by the one evaluated
at the origin, i.e., |un(x)|2/|un(0)|2. Note that the plotted results correspond to the density profile normalized by the central
density, ⇢(x)/⇢(0).

defined by (ũn,analytical�ũn,numerical)/ũn,numerical. On the
other hand, Fig. 3 shows the square of the wave function
un = x ũn, normalized it by the one evaluated at the ori-
gin, i.e., |un(x)|2/|un(0)|2, which corresponds to the den-
sity profile normalized by the central density, ⇢(x)/⇢(0).
The meaning of line types and colors are the same as
those shown in the upper panels of Fig. 2.

Clearly the agreement between analytical numerical re-
sults is excellent even for a small value of ↵, with which
we naively expect the analytical prediction to be inac-
curate. A closer look at the fractional difference reveals
a discrepancy at larger radii x for small ↵, where spiky
features arising from the zero-crossing points also become
prominent. Nevertheless, these behaviors appear mani-
fest only when the wave functions fall off and approach
zero, thus giving no serious impact even from the quan-
titative point of view. Indeed, looking at the density
profiles plotted in logarithmic scales (Fig. 3), we hardly
see a difference between analytical and numerical results.

Next look at the eigenvalues. Table I summarizes the
results in the case of ↵ = 103. Further, we plot in Fig. 4

the eigenvalues for the lowest five eigenstates as a func-
tion of ↵. Here, the eigenvalues computed from Eqs. (33)
and (37) are shown, depicted as solid and dotted lines,
respectively. Again, we see an excellent agreement be-
tween numerical and analytical estimations. It is surpris-
ing that the analytical estimation with Eq. (33) remains
accurate even at ↵ . 1, and reproduce numerical results.
Thus, we conclude that the solutions constructed analyt-
ically in Sec. III A provide a fast and reliable estimate of
the eigenfunctions and eigenvalues, which can be used to
study quantitatively the soliton core properties.

C. Analytical estimation of soliton core

In this subsection, before addressing the core-halo re-
lations, we shall compare the ground-state wave function
(n = 1) with the soliton density profile found in numeri-
cal simulations.

It has been found in numerical simulations that the
central core structure of FDM halos is well described by
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other hand, Fig. 3 shows the square of the wave function
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TABLE I. Comparison of analytically and numerically esti-
mated eigenvalues for the zero angular-momentum case. Set-
ting the parameter ↵ to 103, numerical values of E are sum-
marized by normalizing them by ↵, particularly for the lowest
five eigenstates.

E/↵ Numerical Eq. (33) Eq. (37)
n = 1 -0.86680 -0.86687 -0.85383
n = 2 -0.78318 -0.78323 -0.74286
n = 3 -0.72307 -0.72311 -0.65244
n = 4 -0.67531 -0.67535 -0.57261
n = 5 -0.63553 -0.63557 -0.49965

ũn(x) = xun(x) =

8
>>>><

>>>>:

{z(x)}1/4

{�g0(x)}1/4
Ai(z(x)) ; z(x) = ↵

1/3
h
3
2

R x
xc

p
�g0(x0) dx0

i2/3
, (x > xc)

{�z(x)}1/4

{g0(x)}1/4
Ai(z(x)) ; z(x) = �↵

1/3
h
3
2

R xc

x

p
g0(x0) dx0

i2/3
, (0  x  xc)

(38)

with the function g0 defined at Eq. (17). The eigen-
value E is obtained by solving Eq. (33) for a given ↵,
and the turning point xc is determined by g0(xc) = 0.
Note that the analytical expressions given above is not
normalized, and for a proper definition, it has to be
divided by the normalization constant N , defined by
N ⌘ {

R
dx

0
|ũn(x0)|2}1/2.

B. Comparison with numerical solutions

Having obtained the analytical expressions for eigen-
values and eigenfunctions, we now compare them with

numerical solutions. Based on the standard technique to
solve the stationary problem of Schrödinger equation, we
discretize Eq. (17). Then, solving differential equation
under the boundary conditions at Eq. (18) is reduced to
a matrix eigenvalue problem in the following form (e.g.,
Ref. [51]):
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ũ(xn�1)
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with the quantity � and the function V (x), respectively,
defined by � ⌘ xi+1 � xi and V (x) = �↵ log(1 + x)/x.

Figures 2 and 3 show the wave functions of the low-
est five eigenstates (i.e., n = 1, · · · , 5) for the param-
eters ↵ = 10 (left), 102 (middle), and 103 (right). In
upper panels of Fig. 2, thick dashed lines are the nu-
merical results of the function ũn, which are obtained

by setting the inner and outer boundaries to x1 = 0
and xn = 50 for ↵ = 10 and 20 for ↵ = 102 and 103

with the number of grids n = 104. These results are
compared to the analytical results depicted as thin solid
lines, with the amplitude of each eigenfunction properly
normalized. Bottom panels of Fig. 2 plot the fractional
difference between the analytical and numerical results,
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TABLE I. Comparison of analytically and numerically esti-
mated eigenvalues for the zero angular-momentum case. Set-
ting the parameter ↵ to 103, numerical values of E are sum-
marized by normalizing them by ↵, particularly for the lowest
five eigenstates.

E/↵ Numerical Eq. (33) Eq. (37)
n = 1 -0.86680 -0.86687 -0.85383
n = 2 -0.78318 -0.78323 -0.74286
n = 3 -0.72307 -0.72311 -0.65244
n = 4 -0.67531 -0.67535 -0.57261
n = 5 -0.63553 -0.63557 -0.49965
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with the function g0 defined at Eq. (17). The eigen-
value E is obtained by solving Eq. (33) for a given ↵,
and the turning point xc is determined by g0(xc) = 0.
Note that the analytical expressions given above is not
normalized, and for a proper definition, it has to be
divided by the normalization constant N , defined by
N ⌘ {

R
dx

0
|ũn(x0)|2}1/2.

B. Comparison with numerical solutions

Having obtained the analytical expressions for eigen-
values and eigenfunctions, we now compare them with

numerical solutions. Based on the standard technique to
solve the stationary problem of Schrödinger equation, we
discretize Eq. (17). Then, solving differential equation
under the boundary conditions at Eq. (18) is reduced to
a matrix eigenvalue problem in the following form (e.g.,
Ref. [51]):
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ũ(x1)
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|ũn(x0)|2}1/2.

B. Comparison with numerical solutions

Having obtained the analytical expressions for eigen-
values and eigenfunctions, we now compare them with

numerical solutions. Based on the standard technique to
solve the stationary problem of Schrödinger equation, we
discretize Eq. (17). Then, solving differential equation
under the boundary conditions at Eq. (18) is reduced to
a matrix eigenvalue problem in the following form (e.g.,
Ref. [51]):

0

BBBBBBB@

2/�2 + V (x1) �1/�2
· · · 0 0

�1/�2 2/�2 + V (x2) �1/�2
· · · 0

... . . . . . . . . . ...

0
. . . �1/�2 2/�2 + V (xn�1) �1/�2

0 · · · 0 �1/�2 2/�2 + V (xn)

1

CCCCCCCA

0

BBBBBB@
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Numerical Analytical

Eigenvalues 
 ℰn0/α

Density pro"le 
 ρ(x)/ρ(0)

Performance of approximate solutions  (ℓ = 0)

Ground-sate solution (n=1) reproduces the "tting formula of    ρsoliton(r)
In particular, 

(Schive et al.  ’14) 

Eigenfunctions   expressed analytically in terms of Airy function(un0)

Asymptotic behaviors of the n=1 solution gives analytical core-halo relations ( next)→

 ρ(x) ∝ |un0(x)/x |2
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Analytical core-halo relations

Mc ∝ mDM M1/3
hrc ∝ m−1

DMM−1/3
h { g(cvir)

1 + ℰ1,0/α }
−1/2{ g(cvir)

1 + ℰ1,0/α }
1/2

• They look similar to the original expressions, but involve additional factors !

• Energy eigenvalue,  , is given as a function of parameter  , which depends on  ℰ1,0/α α cvir

Concentration parameter: cvir ≡ rvir /rs(AT & Saga ’22)

Eigenvalues

 ( next)→

g(cvir) ≡ ln(1 + cvir)
cvir

− 1
1 + cvir

predicted core-halo relations show a non-trivial dependence on halo mass
Through the concentraion-mass relation,  ,cvir(Mh)
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FIG. 6. Soliton core-halo relation given as function of halo massMh and concentration parameter cvir, with the latter dependence
shown in the color scales. The analytical predictions of the core radius vs halo mass (left) and core mass vs halo mass (right)
relations, given respectively at Eqs. (46) and (48), are plotted at z = 0. Here, we adopt the mass of the FDM and the
cosmological parameters as follows: m� = 8⇥10�23 eV, ⌦m,0 = 0.276, ⌦⇤ = 0.724 and h = 0.677. For comparison, we also plot
the results measured from the numerical simulations of S-P equation. The dark green and purple points respectively represent
the results from soliton merger simulations [25] and cosmological simulations [24]. Note that in each panel, regions with no
color indicate that soliton core is not theoretically allowed to form. The boundary on the allowed core radius and/or core mass
is described by a single power-law function of halo mass, whose scaling is depicted as gray dashed lines (see the text in detail).

dence shown in the color scales. In similar manner, right
panel plots the predicted core mass. Here, we adopt the
fitting form of the soliton density profile at Eq. (40) with
the soliton core density ⇢c given by Eq. (41). The core
mass is then estimated from (e.g., [23]):

Mc ' 4⇡(0.2225)⇢c r
3
c , (47)

which gives

Mc = 2.91⇥ 107 [M�] a
�1/2

⇣
p

0.65

⌘�1 ⇣ m�

10�22eV

⌘⇣
Mvir

109 M�

⌘1/3⇣�vir

200

⌘1/6⇣⌦m,0h
2

0.147

⌘1/6n g(cvir)

1 + En/↵

o�1/2
. (48)

Since the core mass shown here partly uses the relation
determined by the numerical simulations [in particular,
the core density at Eq. (41)], Eq. (48) is not strictly the
first-principle prediction, compared to the core radius
shown in the left panel, where we only used the analyt-
ical results given in Sec. III. Nevertheless, the predicted
core mass can be used as an independent cross check,
and it provides some insights into the one obtained from
numerical simulations, as we will discuss below.

In both panels of Fig. 6, we also plot the results mea-
sured from numerical simulations, depicted as filled cir-
cles. These data are taken from Ref. [25]. Two dif-
ferent colors indicate the results obtained from either
soliton merger simulations (dark green) or simulations
started from the cosmological initial condition (purple,

Ref. [24])7. Multiplying by the scale factor a
1/2, the re-

sults are all scaled to those at z = 0.
In Fig. 6, a cautious remark is that the parameter

↵ becomes smaller than unity at the region satisfying
the condition 1 . (Mh/107M�)3/4 f(cvir), which roughly
corresponds to reddish triangular regions. Although our
analytical description of the core-halo relations become
inaccurate there, these parameter regions are somewhat

7 To be precise, simulation data of Ref. [24] have started from the
CDM initial condition. Thus, unlike the FDM initial condition,
no small-scale cuto↵ was imposed in the initial conditions. Nev-
ertheless, the evolved power spectra measured at later time are
shown to look quantitatively similar to those expected from the
FDM initial condition.

Predicted core-halo relations
AT & Saga (’22)

Soliton core radius vs halo mass
Incorporating a model of   

into the analytical results
cvir(Mh)
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FIG. 6. Soliton core-halo relation given as function of halo massMh and concentration parameter cvir, with the latter dependence
shown in the color scales. The analytical predictions of the core radius vs halo mass (left) and core mass vs halo mass (right)
relations, given respectively at Eqs. (46) and (48), are plotted at z = 0. Here, we adopt the mass of the FDM and the
cosmological parameters as follows: m� = 8⇥10�23 eV, ⌦m,0 = 0.276, ⌦⇤ = 0.724 and h = 0.677. For comparison, we also plot
the results measured from the numerical simulations of S-P equation. The dark green and purple points respectively represent
the results from soliton merger simulations [25] and cosmological simulations [24]. Note that in each panel, regions with no
color indicate that soliton core is not theoretically allowed to form. The boundary on the allowed core radius and/or core mass
is described by a single power-law function of halo mass, whose scaling is depicted as gray dashed lines (see the text in detail).

dence shown in the color scales. In similar manner, right
panel plots the predicted core mass. Here, we adopt the
fitting form of the soliton density profile at Eq. (40) with
the soliton core density ⇢c given by Eq. (41). The core
mass is then estimated from (e.g., [23]):

Mc ' 4⇡(0.2225)⇢c r
3
c , (47)

which gives
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Since the core mass shown here partly uses the relation
determined by the numerical simulations [in particular,
the core density at Eq. (41)], Eq. (48) is not strictly the
first-principle prediction, compared to the core radius
shown in the left panel, where we only used the analyt-
ical results given in Sec. III. Nevertheless, the predicted
core mass can be used as an independent cross check,
and it provides some insights into the one obtained from
numerical simulations, as we will discuss below.

In both panels of Fig. 6, we also plot the results mea-
sured from numerical simulations, depicted as filled cir-
cles. These data are taken from Ref. [25]. Two dif-
ferent colors indicate the results obtained from either
soliton merger simulations (dark green) or simulations
started from the cosmological initial condition (purple,

Ref. [24])7. Multiplying by the scale factor a
1/2, the re-

sults are all scaled to those at z = 0.
In Fig. 6, a cautious remark is that the parameter

↵ becomes smaller than unity at the region satisfying
the condition 1 . (Mh/107M�)3/4 f(cvir), which roughly
corresponds to reddish triangular regions. Although our
analytical description of the core-halo relations become
inaccurate there, these parameter regions are somewhat

7 To be precise, simulation data of Ref. [24] have started from the
CDM initial condition. Thus, unlike the FDM initial condition,
no small-scale cuto↵ was imposed in the initial conditions. Nev-
ertheless, the evolved power spectra measured at later time are
shown to look quantitatively similar to those expected from the
FDM initial condition.

(from Chan et al. ’22)
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FIG. 7. Concentration-mass (c-M) relation for the FDM and
CDM models. Adopting the analytical models presented in
Refs. [52, 53] (see Appendix A 2 for their analytical expres-
sions), the concentration parameter cvir is plotted as a func-
tion of halo mass in blue and red lines for FDM and CDM
models, respectively. The faint and dark shaded area indicate
the 1� and 2� errors, assuming the log-normal distribution of
cvir with dispersion given by 0.16 dex.

B. Core-halo mass relations in CDM and FDM
cosmologies

In this subsection, incorporating the concentration-
mass (c-M) relation cvir(Mh) into the results shown
Fig. 6, we compare the predicted core-halo relations with
simulation results.

It is known that the c-M relation acquires various de-
pendencies on cosmology and redshift through the forma-
tion and merger history of halos. As a result, at low-mass
halos of our interest, it becomes rather sensitive to the
cuto↵ of the initial power spectrum. Here, as represen-
tative examples, we examine the two c-M relations given
for di↵erent cosmological models. One is the c-M rela-
tion of the FDM model. The linear power spectrum of
this model exhibits a sharp cuto↵ at the wavenumber
k1/2 ⇠ 4.5(m�/10�22 eV)4/9 Mpc�1 [6, 7], and this cuto↵
leads to the formation of low-concentration halos with a
suppressed abundance, analogous to the case in the warm
dark matter model (e.g., Refs. [54, 55]). At present, there
is a little work to numerical study the c-M relation in
a relevant cosmological setup. We adopt the analytical
c-M relation proposed by Ref. [52], who applied it to pre-
dict the two-point statistics of galaxies and weak lensing
based on the halo model prescription. Another c-M re-
lation we examine is the one of the CDM model. In
contrast to the FDM model, the power spectrum of the
CDM model does not have any typical cuto↵ at relevant
scales of structure formation. Thus, a sizable amount of
halos is formed, and this results in the high concentration
halos at small halo masses. We adopt the c-M relation
given by Ref. [53], which has been calibrated by cosmo-
logical N -body simulations to quantitatively match the
measured c-M relation (see also Refs. [56–58] for recent

improved modeling).
The analytical expressions for the c-M relation of both

models are summarized in Appendix A2. Based on these,
Fig. 7 shows the c-M relations of the FDM (blue) and
CDM (red) models. Since the c-M relation measured
in simulations is known to have a large scatter (e.g.,
Refs. [53, 59–63]), we also show in Fig. 7 the 1 and 2�
errors around the mean c-M relation, assuming the log-
normal distribution with the scatter of 0.16 dex [63].
Using these c-M relations and their scatter in Fig. 7,

we compute the core-halo relations, and the predictions
are plotted in Figs. 8 and 9 for FDM and CDM models,
respectively. Together with the fitting function found nu-
merically by Ref. [51] (gray dashed), simulation results
are also shown as small filled circles, for which we further
estimate the median values and dispersions, depicted re-
spectively as large filled circles and errorbars.
Overall, the predicted core-halo relations exhibit a non

power-law behavior for both the FDM and CDM models.
At the small halo masses of Mh . 1011 M�, di↵erences
between the predictions become manifest. Obviously, the
results from the c-M relation of the CDM model, which
predicts high-concentration halos, fails to reproduce the
trend seen in numerical simulations. On the other hand,
adopting the c-M relation of the FDM model, the pre-
dicted core-halo relations gives a close agreement with
the results obtained from numerical simulations. Inter-
estingly, at Mh ⇠ 108 � 109 M�, the predicted core-
halo relations get closer to the scaling relation found by
Ref. [51] (gray dashed), which predicts the core-halo rela-

tion in a power-law form of rc / M
�1/3
h and Mc / M

1/3
h .

Also, scatters in the predicted core-halo relations resem-
ble those shown in the simulations.
These results suggest that provided the c-M relation

well-calibrated with numerical simulations, our analyti-
cal formulas given at Eqs. (46) and (48) can successfully
describe the core-halo relations found in numerical sim-
ulations. Nevertheless, one caveat to be noted is that
the data points shown in Figs. 8 and 9 are obtained from
the simulations with a small box size, L = 10h�1 Mpc
for the cosmological simulations [24], and L = 300 kpc
for the soliton merger simulations. Further, while the
latter simulations are not strictly made with a cosmo-
logical setup, the initial conditions of the former simu-
lations is not precisely consistent with the FDM model
having a small-scale cuto↵. In this respect, in both simu-
lations, the evolved halos may not necessarily trace the c-
M relations expected from those obtained from a relevant
cosmological setup. Indeed, we see a small discrepancy
with predictions, which appears manifest around the halo
mass of Mh ⇠ 109 M�. In addition, the analytical c-M
relation for the FDMmodel is not designed to account for
the low-mass halos considered here. In this respect, the
predicted core-halo relations adopting the c-M relation of
Ref. [52] might not be accurate at Mh . 1011M�. Still,
the results shown in Fig. 8 is very promising, and a more
quantitative investigation along the direction would shed
light on clarifying the origin and diversity of core-halo

m22 = 0.8
Lognormal scatter 

of 0.16 dex

Predictions exhibit non power-law behaviors with 
a large scatter  (consistent with simulations ?)

rc ∝ m−1
DMM−1/3

hm22 = 0.8
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FIG. 6. Soliton core-halo relation given as function of halo massMh and concentration parameter cvir, with the latter dependence
shown in the color scales. The analytical predictions of the core radius vs halo mass (left) and core mass vs halo mass (right)
relations, given respectively at Eqs. (46) and (48), are plotted at z = 0. Here, we adopt the mass of the FDM and the
cosmological parameters as follows: m� = 8⇥10�23 eV, ⌦m,0 = 0.276, ⌦⇤ = 0.724 and h = 0.677. For comparison, we also plot
the results measured from the numerical simulations of S-P equation. The dark green and purple points respectively represent
the results from soliton merger simulations [25] and cosmological simulations [24]. Note that in each panel, regions with no
color indicate that soliton core is not theoretically allowed to form. The boundary on the allowed core radius and/or core mass
is described by a single power-law function of halo mass, whose scaling is depicted as gray dashed lines (see the text in detail).

dence shown in the color scales. In similar manner, right
panel plots the predicted core mass. Here, we adopt the
fitting form of the soliton density profile at Eq. (40) with
the soliton core density ⇢c given by Eq. (41). The core
mass is then estimated from (e.g., [23]):

Mc ' 4⇡(0.2225)⇢c r
3
c , (47)

which gives

Mc = 2.91⇥ 107 [M�] a
�1/2

⇣
p

0.65

⌘�1 ⇣ m�

10�22eV

⌘⇣
Mvir

109 M�

⌘1/3⇣�vir

200

⌘1/6⇣⌦m,0h
2
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⌘1/6n g(cvir)

1 + En/↵

o�1/2
. (48)

Since the core mass shown here partly uses the relation
determined by the numerical simulations [in particular,
the core density at Eq. (41)], Eq. (48) is not strictly the
first-principle prediction, compared to the core radius
shown in the left panel, where we only used the analyt-
ical results given in Sec. III. Nevertheless, the predicted
core mass can be used as an independent cross check,
and it provides some insights into the one obtained from
numerical simulations, as we will discuss below.

In both panels of Fig. 6, we also plot the results mea-
sured from numerical simulations, depicted as filled cir-
cles. These data are taken from Ref. [25]. Two dif-
ferent colors indicate the results obtained from either
soliton merger simulations (dark green) or simulations
started from the cosmological initial condition (purple,

Ref. [24])7. Multiplying by the scale factor a
1/2, the re-

sults are all scaled to those at z = 0.
In Fig. 6, a cautious remark is that the parameter

↵ becomes smaller than unity at the region satisfying
the condition 1 . (Mh/107M�)3/4 f(cvir), which roughly
corresponds to reddish triangular regions. Although our
analytical description of the core-halo relations become
inaccurate there, these parameter regions are somewhat

7 To be precise, simulation data of Ref. [24] have started from the
CDM initial condition. Thus, unlike the FDM initial condition,
no small-scale cuto↵ was imposed in the initial conditions. Nev-
ertheless, the evolved power spectra measured at later time are
shown to look quantitatively similar to those expected from the
FDM initial condition.
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FIG. 6. Soliton core-halo relation given as function of halo massMh and concentration parameter cvir, with the latter dependence
shown in the color scales. The analytical predictions of the core radius vs halo mass (left) and core mass vs halo mass (right)
relations, given respectively at Eqs. (46) and (48), are plotted at z = 0. Here, we adopt the mass of the FDM and the
cosmological parameters as follows: m� = 8⇥10�23 eV, ⌦m,0 = 0.276, ⌦⇤ = 0.724 and h = 0.677. For comparison, we also plot
the results measured from the numerical simulations of S-P equation. The dark green and purple points respectively represent
the results from soliton merger simulations [25] and cosmological simulations [24]. Note that in each panel, regions with no
color indicate that soliton core is not theoretically allowed to form. The boundary on the allowed core radius and/or core mass
is described by a single power-law function of halo mass, whose scaling is depicted as gray dashed lines (see the text in detail).
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panel plots the predicted core mass. Here, we adopt the
fitting form of the soliton density profile at Eq. (40) with
the soliton core density ⇢c given by Eq. (41). The core
mass is then estimated from (e.g., [23]):
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Since the core mass shown here partly uses the relation
determined by the numerical simulations [in particular,
the core density at Eq. (41)], Eq. (48) is not strictly the
first-principle prediction, compared to the core radius
shown in the left panel, where we only used the analyt-
ical results given in Sec. III. Nevertheless, the predicted
core mass can be used as an independent cross check,
and it provides some insights into the one obtained from
numerical simulations, as we will discuss below.

In both panels of Fig. 6, we also plot the results mea-
sured from numerical simulations, depicted as filled cir-
cles. These data are taken from Ref. [25]. Two dif-
ferent colors indicate the results obtained from either
soliton merger simulations (dark green) or simulations
started from the cosmological initial condition (purple,
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In Fig. 6, a cautious remark is that the parameter

↵ becomes smaller than unity at the region satisfying
the condition 1 . (Mh/107M�)3/4 f(cvir), which roughly
corresponds to reddish triangular regions. Although our
analytical description of the core-halo relations become
inaccurate there, these parameter regions are somewhat

7 To be precise, simulation data of Ref. [24] have started from the
CDM initial condition. Thus, unlike the FDM initial condition,
no small-scale cuto↵ was imposed in the initial conditions. Nev-
ertheless, the evolved power spectra measured at later time are
shown to look quantitatively similar to those expected from the
FDM initial condition.
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FIG. 7. Concentration-mass (c-M) relation for the FDM and
CDM models. Adopting the analytical models presented in
Refs. [52, 53] (see Appendix A 2 for their analytical expres-
sions), the concentration parameter cvir is plotted as a func-
tion of halo mass in blue and red lines for FDM and CDM
models, respectively. The faint and dark shaded area indicate
the 1� and 2� errors, assuming the log-normal distribution of
cvir with dispersion given by 0.16 dex.

B. Core-halo mass relations in CDM and FDM
cosmologies

In this subsection, incorporating the concentration-
mass (c-M) relation cvir(Mh) into the results shown
Fig. 6, we compare the predicted core-halo relations with
simulation results.

It is known that the c-M relation acquires various de-
pendencies on cosmology and redshift through the forma-
tion and merger history of halos. As a result, at low-mass
halos of our interest, it becomes rather sensitive to the
cuto↵ of the initial power spectrum. Here, as represen-
tative examples, we examine the two c-M relations given
for di↵erent cosmological models. One is the c-M rela-
tion of the FDM model. The linear power spectrum of
this model exhibits a sharp cuto↵ at the wavenumber
k1/2 ⇠ 4.5(m�/10�22 eV)4/9 Mpc�1 [6, 7], and this cuto↵
leads to the formation of low-concentration halos with a
suppressed abundance, analogous to the case in the warm
dark matter model (e.g., Refs. [54, 55]). At present, there
is a little work to numerical study the c-M relation in
a relevant cosmological setup. We adopt the analytical
c-M relation proposed by Ref. [52], who applied it to pre-
dict the two-point statistics of galaxies and weak lensing
based on the halo model prescription. Another c-M re-
lation we examine is the one of the CDM model. In
contrast to the FDM model, the power spectrum of the
CDM model does not have any typical cuto↵ at relevant
scales of structure formation. Thus, a sizable amount of
halos is formed, and this results in the high concentration
halos at small halo masses. We adopt the c-M relation
given by Ref. [53], which has been calibrated by cosmo-
logical N -body simulations to quantitatively match the
measured c-M relation (see also Refs. [56–58] for recent

improved modeling).
The analytical expressions for the c-M relation of both

models are summarized in Appendix A2. Based on these,
Fig. 7 shows the c-M relations of the FDM (blue) and
CDM (red) models. Since the c-M relation measured
in simulations is known to have a large scatter (e.g.,
Refs. [53, 59–63]), we also show in Fig. 7 the 1 and 2�
errors around the mean c-M relation, assuming the log-
normal distribution with the scatter of 0.16 dex [63].
Using these c-M relations and their scatter in Fig. 7,

we compute the core-halo relations, and the predictions
are plotted in Figs. 8 and 9 for FDM and CDM models,
respectively. Together with the fitting function found nu-
merically by Ref. [51] (gray dashed), simulation results
are also shown as small filled circles, for which we further
estimate the median values and dispersions, depicted re-
spectively as large filled circles and errorbars.
Overall, the predicted core-halo relations exhibit a non

power-law behavior for both the FDM and CDM models.
At the small halo masses of Mh . 1011 M�, di↵erences
between the predictions become manifest. Obviously, the
results from the c-M relation of the CDM model, which
predicts high-concentration halos, fails to reproduce the
trend seen in numerical simulations. On the other hand,
adopting the c-M relation of the FDM model, the pre-
dicted core-halo relations gives a close agreement with
the results obtained from numerical simulations. Inter-
estingly, at Mh ⇠ 108 � 109 M�, the predicted core-
halo relations get closer to the scaling relation found by
Ref. [51] (gray dashed), which predicts the core-halo rela-

tion in a power-law form of rc / M
�1/3
h and Mc / M

1/3
h .

Also, scatters in the predicted core-halo relations resem-
ble those shown in the simulations.
These results suggest that provided the c-M relation

well-calibrated with numerical simulations, our analyti-
cal formulas given at Eqs. (46) and (48) can successfully
describe the core-halo relations found in numerical sim-
ulations. Nevertheless, one caveat to be noted is that
the data points shown in Figs. 8 and 9 are obtained from
the simulations with a small box size, L = 10h�1 Mpc
for the cosmological simulations [24], and L = 300 kpc
for the soliton merger simulations. Further, while the
latter simulations are not strictly made with a cosmo-
logical setup, the initial conditions of the former simu-
lations is not precisely consistent with the FDM model
having a small-scale cuto↵. In this respect, in both simu-
lations, the evolved halos may not necessarily trace the c-
M relations expected from those obtained from a relevant
cosmological setup. Indeed, we see a small discrepancy
with predictions, which appears manifest around the halo
mass of Mh ⇠ 109 M�. In addition, the analytical c-M
relation for the FDMmodel is not designed to account for
the low-mass halos considered here. In this respect, the
predicted core-halo relations adopting the c-M relation of
Ref. [52] might not be accurate at Mh . 1011M�. Still,
the results shown in Fig. 8 is very promising, and a more
quantitative investigation along the direction would shed
light on clarifying the origin and diversity of core-halo

m22 = 0.8
Lognormal scatter 

of 0.16 dex

Predictions exhibit non power-law behaviors with 
a large scatter  (consistent with simulations ?)

rc ∝ m−1
DMM−1/3

hm22 = 0.8

Box size of these simulations is still insufficient
( )Lbox = 300 kpc & 10 h−1Mpc

Simulation data shown here are not obtained 
from a relevant setup with small-scale cutoff
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FIG. 6. Soliton core-halo relation given as function of halo massMh and concentration parameter cvir, with the latter dependence
shown in the color scales. The analytical predictions of the core radius vs halo mass (left) and core mass vs halo mass (right)
relations, given respectively at Eqs. (46) and (48), are plotted at z = 0. Here, we adopt the mass of the FDM and the
cosmological parameters as follows: m� = 8⇥10�23 eV, ⌦m,0 = 0.276, ⌦⇤ = 0.724 and h = 0.677. For comparison, we also plot
the results measured from the numerical simulations of S-P equation. The dark green and purple points respectively represent
the results from soliton merger simulations [25] and cosmological simulations [24]. Note that in each panel, regions with no
color indicate that soliton core is not theoretically allowed to form. The boundary on the allowed core radius and/or core mass
is described by a single power-law function of halo mass, whose scaling is depicted as gray dashed lines (see the text in detail).

dence shown in the color scales. In similar manner, right
panel plots the predicted core mass. Here, we adopt the
fitting form of the soliton density profile at Eq. (40) with
the soliton core density ⇢c given by Eq. (41). The core
mass is then estimated from (e.g., [23]):

Mc ' 4⇡(0.2225)⇢c r
3
c , (47)

which gives

Mc = 2.91⇥ 107 [M�] a
�1/2

⇣
p
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⌘�1 ⇣ m�

10�22eV

⌘⇣
Mvir
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200

⌘1/6⇣⌦m,0h
2

0.147

⌘1/6n g(cvir)

1 + En/↵

o�1/2
. (48)

Since the core mass shown here partly uses the relation
determined by the numerical simulations [in particular,
the core density at Eq. (41)], Eq. (48) is not strictly the
first-principle prediction, compared to the core radius
shown in the left panel, where we only used the analyt-
ical results given in Sec. III. Nevertheless, the predicted
core mass can be used as an independent cross check,
and it provides some insights into the one obtained from
numerical simulations, as we will discuss below.

In both panels of Fig. 6, we also plot the results mea-
sured from numerical simulations, depicted as filled cir-
cles. These data are taken from Ref. [25]. Two dif-
ferent colors indicate the results obtained from either
soliton merger simulations (dark green) or simulations
started from the cosmological initial condition (purple,

Ref. [24])7. Multiplying by the scale factor a
1/2, the re-

sults are all scaled to those at z = 0.
In Fig. 6, a cautious remark is that the parameter

↵ becomes smaller than unity at the region satisfying
the condition 1 . (Mh/107M�)3/4 f(cvir), which roughly
corresponds to reddish triangular regions. Although our
analytical description of the core-halo relations become
inaccurate there, these parameter regions are somewhat

7 To be precise, simulation data of Ref. [24] have started from the
CDM initial condition. Thus, unlike the FDM initial condition,
no small-scale cuto↵ was imposed in the initial conditions. Nev-
ertheless, the evolved power spectra measured at later time are
shown to look quantitatively similar to those expected from the
FDM initial condition.
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FIG. 6. Soliton core-halo relation given as function of halo massMh and concentration parameter cvir, with the latter dependence
shown in the color scales. The analytical predictions of the core radius vs halo mass (left) and core mass vs halo mass (right)
relations, given respectively at Eqs. (46) and (48), are plotted at z = 0. Here, we adopt the mass of the FDM and the
cosmological parameters as follows: m� = 8⇥10�23 eV, ⌦m,0 = 0.276, ⌦⇤ = 0.724 and h = 0.677. For comparison, we also plot
the results measured from the numerical simulations of S-P equation. The dark green and purple points respectively represent
the results from soliton merger simulations [25] and cosmological simulations [24]. Note that in each panel, regions with no
color indicate that soliton core is not theoretically allowed to form. The boundary on the allowed core radius and/or core mass
is described by a single power-law function of halo mass, whose scaling is depicted as gray dashed lines (see the text in detail).

dence shown in the color scales. In similar manner, right
panel plots the predicted core mass. Here, we adopt the
fitting form of the soliton density profile at Eq. (40) with
the soliton core density ⇢c given by Eq. (41). The core
mass is then estimated from (e.g., [23]):

Mc ' 4⇡(0.2225)⇢c r
3
c , (47)

which gives

Mc = 2.91⇥ 107 [M�] a
�1/2

⇣
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Since the core mass shown here partly uses the relation
determined by the numerical simulations [in particular,
the core density at Eq. (41)], Eq. (48) is not strictly the
first-principle prediction, compared to the core radius
shown in the left panel, where we only used the analyt-
ical results given in Sec. III. Nevertheless, the predicted
core mass can be used as an independent cross check,
and it provides some insights into the one obtained from
numerical simulations, as we will discuss below.

In both panels of Fig. 6, we also plot the results mea-
sured from numerical simulations, depicted as filled cir-
cles. These data are taken from Ref. [25]. Two dif-
ferent colors indicate the results obtained from either
soliton merger simulations (dark green) or simulations
started from the cosmological initial condition (purple,

Ref. [24])7. Multiplying by the scale factor a
1/2, the re-

sults are all scaled to those at z = 0.
In Fig. 6, a cautious remark is that the parameter

↵ becomes smaller than unity at the region satisfying
the condition 1 . (Mh/107M�)3/4 f(cvir), which roughly
corresponds to reddish triangular regions. Although our
analytical description of the core-halo relations become
inaccurate there, these parameter regions are somewhat

7 To be precise, simulation data of Ref. [24] have started from the
CDM initial condition. Thus, unlike the FDM initial condition,
no small-scale cuto↵ was imposed in the initial conditions. Nev-
ertheless, the evolved power spectra measured at later time are
shown to look quantitatively similar to those expected from the
FDM initial condition.
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FIG. 7. Concentration-mass (c-M) relation for the FDM and
CDM models. Adopting the analytical models presented in
Refs. [52, 53] (see Appendix A 2 for their analytical expres-
sions), the concentration parameter cvir is plotted as a func-
tion of halo mass in blue and red lines for FDM and CDM
models, respectively. The faint and dark shaded area indicate
the 1� and 2� errors, assuming the log-normal distribution of
cvir with dispersion given by 0.16 dex.

B. Core-halo mass relations in CDM and FDM
cosmologies

In this subsection, incorporating the concentration-
mass (c-M) relation cvir(Mh) into the results shown
Fig. 6, we compare the predicted core-halo relations with
simulation results.

It is known that the c-M relation acquires various de-
pendencies on cosmology and redshift through the forma-
tion and merger history of halos. As a result, at low-mass
halos of our interest, it becomes rather sensitive to the
cuto↵ of the initial power spectrum. Here, as represen-
tative examples, we examine the two c-M relations given
for di↵erent cosmological models. One is the c-M rela-
tion of the FDM model. The linear power spectrum of
this model exhibits a sharp cuto↵ at the wavenumber
k1/2 ⇠ 4.5(m�/10�22 eV)4/9 Mpc�1 [6, 7], and this cuto↵
leads to the formation of low-concentration halos with a
suppressed abundance, analogous to the case in the warm
dark matter model (e.g., Refs. [54, 55]). At present, there
is a little work to numerical study the c-M relation in
a relevant cosmological setup. We adopt the analytical
c-M relation proposed by Ref. [52], who applied it to pre-
dict the two-point statistics of galaxies and weak lensing
based on the halo model prescription. Another c-M re-
lation we examine is the one of the CDM model. In
contrast to the FDM model, the power spectrum of the
CDM model does not have any typical cuto↵ at relevant
scales of structure formation. Thus, a sizable amount of
halos is formed, and this results in the high concentration
halos at small halo masses. We adopt the c-M relation
given by Ref. [53], which has been calibrated by cosmo-
logical N -body simulations to quantitatively match the
measured c-M relation (see also Refs. [56–58] for recent

improved modeling).
The analytical expressions for the c-M relation of both

models are summarized in Appendix A2. Based on these,
Fig. 7 shows the c-M relations of the FDM (blue) and
CDM (red) models. Since the c-M relation measured
in simulations is known to have a large scatter (e.g.,
Refs. [53, 59–63]), we also show in Fig. 7 the 1 and 2�
errors around the mean c-M relation, assuming the log-
normal distribution with the scatter of 0.16 dex [63].
Using these c-M relations and their scatter in Fig. 7,

we compute the core-halo relations, and the predictions
are plotted in Figs. 8 and 9 for FDM and CDM models,
respectively. Together with the fitting function found nu-
merically by Ref. [51] (gray dashed), simulation results
are also shown as small filled circles, for which we further
estimate the median values and dispersions, depicted re-
spectively as large filled circles and errorbars.
Overall, the predicted core-halo relations exhibit a non

power-law behavior for both the FDM and CDM models.
At the small halo masses of Mh . 1011 M�, di↵erences
between the predictions become manifest. Obviously, the
results from the c-M relation of the CDM model, which
predicts high-concentration halos, fails to reproduce the
trend seen in numerical simulations. On the other hand,
adopting the c-M relation of the FDM model, the pre-
dicted core-halo relations gives a close agreement with
the results obtained from numerical simulations. Inter-
estingly, at Mh ⇠ 108 � 109 M�, the predicted core-
halo relations get closer to the scaling relation found by
Ref. [51] (gray dashed), which predicts the core-halo rela-

tion in a power-law form of rc / M
�1/3
h and Mc / M

1/3
h .

Also, scatters in the predicted core-halo relations resem-
ble those shown in the simulations.
These results suggest that provided the c-M relation

well-calibrated with numerical simulations, our analyti-
cal formulas given at Eqs. (46) and (48) can successfully
describe the core-halo relations found in numerical sim-
ulations. Nevertheless, one caveat to be noted is that
the data points shown in Figs. 8 and 9 are obtained from
the simulations with a small box size, L = 10h�1 Mpc
for the cosmological simulations [24], and L = 300 kpc
for the soliton merger simulations. Further, while the
latter simulations are not strictly made with a cosmo-
logical setup, the initial conditions of the former simu-
lations is not precisely consistent with the FDM model
having a small-scale cuto↵. In this respect, in both simu-
lations, the evolved halos may not necessarily trace the c-
M relations expected from those obtained from a relevant
cosmological setup. Indeed, we see a small discrepancy
with predictions, which appears manifest around the halo
mass of Mh ⇠ 109 M�. In addition, the analytical c-M
relation for the FDMmodel is not designed to account for
the low-mass halos considered here. In this respect, the
predicted core-halo relations adopting the c-M relation of
Ref. [52] might not be accurate at Mh . 1011M�. Still,
the results shown in Fig. 8 is very promising, and a more
quantitative investigation along the direction would shed
light on clarifying the origin and diversity of core-halo
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Predictions exhibit non power-law behaviors with 
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from a relevant setup with small-scale cutoff

Soliton’s self-gravity ignored in the analysis in fact gives a non-
negligible impact

(but our perturbative estimation suggests only ~20% change)



11

FIG. 6. Soliton core-halo relation given as function of halo massMh and concentration parameter cvir, with the latter dependence
shown in the color scales. The analytical predictions of the core radius vs halo mass (left) and core mass vs halo mass (right)
relations, given respectively at Eqs. (46) and (48), are plotted at z = 0. Here, we adopt the mass of the FDM and the
cosmological parameters as follows: m� = 8⇥10�23 eV, ⌦m,0 = 0.276, ⌦⇤ = 0.724 and h = 0.677. For comparison, we also plot
the results measured from the numerical simulations of S-P equation. The dark green and purple points respectively represent
the results from soliton merger simulations [25] and cosmological simulations [24]. Note that in each panel, regions with no
color indicate that soliton core is not theoretically allowed to form. The boundary on the allowed core radius and/or core mass
is described by a single power-law function of halo mass, whose scaling is depicted as gray dashed lines (see the text in detail).

dence shown in the color scales. In similar manner, right
panel plots the predicted core mass. Here, we adopt the
fitting form of the soliton density profile at Eq. (40) with
the soliton core density ⇢c given by Eq. (41). The core
mass is then estimated from (e.g., [23]):

Mc ' 4⇡(0.2225)⇢c r
3
c , (47)

which gives

Mc = 2.91⇥ 107 [M�] a
�1/2

⇣
p

0.65

⌘�1 ⇣ m�

10�22eV

⌘⇣
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109 M�

⌘1/3⇣�vir

200

⌘1/6⇣⌦m,0h
2
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⌘1/6n g(cvir)

1 + En/↵

o�1/2
. (48)

Since the core mass shown here partly uses the relation
determined by the numerical simulations [in particular,
the core density at Eq. (41)], Eq. (48) is not strictly the
first-principle prediction, compared to the core radius
shown in the left panel, where we only used the analyt-
ical results given in Sec. III. Nevertheless, the predicted
core mass can be used as an independent cross check,
and it provides some insights into the one obtained from
numerical simulations, as we will discuss below.

In both panels of Fig. 6, we also plot the results mea-
sured from numerical simulations, depicted as filled cir-
cles. These data are taken from Ref. [25]. Two dif-
ferent colors indicate the results obtained from either
soliton merger simulations (dark green) or simulations
started from the cosmological initial condition (purple,

Ref. [24])7. Multiplying by the scale factor a
1/2, the re-

sults are all scaled to those at z = 0.
In Fig. 6, a cautious remark is that the parameter

↵ becomes smaller than unity at the region satisfying
the condition 1 . (Mh/107M�)3/4 f(cvir), which roughly
corresponds to reddish triangular regions. Although our
analytical description of the core-halo relations become
inaccurate there, these parameter regions are somewhat

7 To be precise, simulation data of Ref. [24] have started from the
CDM initial condition. Thus, unlike the FDM initial condition,
no small-scale cuto↵ was imposed in the initial conditions. Nev-
ertheless, the evolved power spectra measured at later time are
shown to look quantitatively similar to those expected from the
FDM initial condition.
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FIG. 6. Soliton core-halo relation given as function of halo massMh and concentration parameter cvir, with the latter dependence
shown in the color scales. The analytical predictions of the core radius vs halo mass (left) and core mass vs halo mass (right)
relations, given respectively at Eqs. (46) and (48), are plotted at z = 0. Here, we adopt the mass of the FDM and the
cosmological parameters as follows: m� = 8⇥10�23 eV, ⌦m,0 = 0.276, ⌦⇤ = 0.724 and h = 0.677. For comparison, we also plot
the results measured from the numerical simulations of S-P equation. The dark green and purple points respectively represent
the results from soliton merger simulations [25] and cosmological simulations [24]. Note that in each panel, regions with no
color indicate that soliton core is not theoretically allowed to form. The boundary on the allowed core radius and/or core mass
is described by a single power-law function of halo mass, whose scaling is depicted as gray dashed lines (see the text in detail).

dence shown in the color scales. In similar manner, right
panel plots the predicted core mass. Here, we adopt the
fitting form of the soliton density profile at Eq. (40) with
the soliton core density ⇢c given by Eq. (41). The core
mass is then estimated from (e.g., [23]):

Mc ' 4⇡(0.2225)⇢c r
3
c , (47)

which gives

Mc = 2.91⇥ 107 [M�] a
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Since the core mass shown here partly uses the relation
determined by the numerical simulations [in particular,
the core density at Eq. (41)], Eq. (48) is not strictly the
first-principle prediction, compared to the core radius
shown in the left panel, where we only used the analyt-
ical results given in Sec. III. Nevertheless, the predicted
core mass can be used as an independent cross check,
and it provides some insights into the one obtained from
numerical simulations, as we will discuss below.

In both panels of Fig. 6, we also plot the results mea-
sured from numerical simulations, depicted as filled cir-
cles. These data are taken from Ref. [25]. Two dif-
ferent colors indicate the results obtained from either
soliton merger simulations (dark green) or simulations
started from the cosmological initial condition (purple,

Ref. [24])7. Multiplying by the scale factor a
1/2, the re-

sults are all scaled to those at z = 0.
In Fig. 6, a cautious remark is that the parameter

↵ becomes smaller than unity at the region satisfying
the condition 1 . (Mh/107M�)3/4 f(cvir), which roughly
corresponds to reddish triangular regions. Although our
analytical description of the core-halo relations become
inaccurate there, these parameter regions are somewhat

7 To be precise, simulation data of Ref. [24] have started from the
CDM initial condition. Thus, unlike the FDM initial condition,
no small-scale cuto↵ was imposed in the initial conditions. Nev-
ertheless, the evolved power spectra measured at later time are
shown to look quantitatively similar to those expected from the
FDM initial condition.
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FIG. 7. Concentration-mass (c-M) relation for the FDM and
CDM models. Adopting the analytical models presented in
Refs. [52, 53] (see Appendix A 2 for their analytical expres-
sions), the concentration parameter cvir is plotted as a func-
tion of halo mass in blue and red lines for FDM and CDM
models, respectively. The faint and dark shaded area indicate
the 1� and 2� errors, assuming the log-normal distribution of
cvir with dispersion given by 0.16 dex.

B. Core-halo mass relations in CDM and FDM
cosmologies

In this subsection, incorporating the concentration-
mass (c-M) relation cvir(Mh) into the results shown
Fig. 6, we compare the predicted core-halo relations with
simulation results.

It is known that the c-M relation acquires various de-
pendencies on cosmology and redshift through the forma-
tion and merger history of halos. As a result, at low-mass
halos of our interest, it becomes rather sensitive to the
cuto↵ of the initial power spectrum. Here, as represen-
tative examples, we examine the two c-M relations given
for di↵erent cosmological models. One is the c-M rela-
tion of the FDM model. The linear power spectrum of
this model exhibits a sharp cuto↵ at the wavenumber
k1/2 ⇠ 4.5(m�/10�22 eV)4/9 Mpc�1 [6, 7], and this cuto↵
leads to the formation of low-concentration halos with a
suppressed abundance, analogous to the case in the warm
dark matter model (e.g., Refs. [54, 55]). At present, there
is a little work to numerical study the c-M relation in
a relevant cosmological setup. We adopt the analytical
c-M relation proposed by Ref. [52], who applied it to pre-
dict the two-point statistics of galaxies and weak lensing
based on the halo model prescription. Another c-M re-
lation we examine is the one of the CDM model. In
contrast to the FDM model, the power spectrum of the
CDM model does not have any typical cuto↵ at relevant
scales of structure formation. Thus, a sizable amount of
halos is formed, and this results in the high concentration
halos at small halo masses. We adopt the c-M relation
given by Ref. [53], which has been calibrated by cosmo-
logical N -body simulations to quantitatively match the
measured c-M relation (see also Refs. [56–58] for recent

improved modeling).
The analytical expressions for the c-M relation of both

models are summarized in Appendix A2. Based on these,
Fig. 7 shows the c-M relations of the FDM (blue) and
CDM (red) models. Since the c-M relation measured
in simulations is known to have a large scatter (e.g.,
Refs. [53, 59–63]), we also show in Fig. 7 the 1 and 2�
errors around the mean c-M relation, assuming the log-
normal distribution with the scatter of 0.16 dex [63].
Using these c-M relations and their scatter in Fig. 7,

we compute the core-halo relations, and the predictions
are plotted in Figs. 8 and 9 for FDM and CDM models,
respectively. Together with the fitting function found nu-
merically by Ref. [51] (gray dashed), simulation results
are also shown as small filled circles, for which we further
estimate the median values and dispersions, depicted re-
spectively as large filled circles and errorbars.
Overall, the predicted core-halo relations exhibit a non

power-law behavior for both the FDM and CDM models.
At the small halo masses of Mh . 1011 M�, di↵erences
between the predictions become manifest. Obviously, the
results from the c-M relation of the CDM model, which
predicts high-concentration halos, fails to reproduce the
trend seen in numerical simulations. On the other hand,
adopting the c-M relation of the FDM model, the pre-
dicted core-halo relations gives a close agreement with
the results obtained from numerical simulations. Inter-
estingly, at Mh ⇠ 108 � 109 M�, the predicted core-
halo relations get closer to the scaling relation found by
Ref. [51] (gray dashed), which predicts the core-halo rela-

tion in a power-law form of rc / M
�1/3
h and Mc / M

1/3
h .

Also, scatters in the predicted core-halo relations resem-
ble those shown in the simulations.
These results suggest that provided the c-M relation

well-calibrated with numerical simulations, our analyti-
cal formulas given at Eqs. (46) and (48) can successfully
describe the core-halo relations found in numerical sim-
ulations. Nevertheless, one caveat to be noted is that
the data points shown in Figs. 8 and 9 are obtained from
the simulations with a small box size, L = 10h�1 Mpc
for the cosmological simulations [24], and L = 300 kpc
for the soliton merger simulations. Further, while the
latter simulations are not strictly made with a cosmo-
logical setup, the initial conditions of the former simu-
lations is not precisely consistent with the FDM model
having a small-scale cuto↵. In this respect, in both simu-
lations, the evolved halos may not necessarily trace the c-
M relations expected from those obtained from a relevant
cosmological setup. Indeed, we see a small discrepancy
with predictions, which appears manifest around the halo
mass of Mh ⇠ 109 M�. In addition, the analytical c-M
relation for the FDMmodel is not designed to account for
the low-mass halos considered here. In this respect, the
predicted core-halo relations adopting the c-M relation of
Ref. [52] might not be accurate at Mh . 1011M�. Still,
the results shown in Fig. 8 is very promising, and a more
quantitative investigation along the direction would shed
light on clarifying the origin and diversity of core-halo

m22 = 0.8
Lognormal scatter 

of 0.16 dex

Predictions exhibit non power-law behaviors with 
a large scatter  (consistent with simulations ?)

rc ∝ m−1
DMM−1/3

hm22 = 0.8

Box size of these simulations is still insufficient
( )Lbox = 300 kpc & 10 h−1Mpc

Simulation data shown here are not obtained 
from a relevant setup with small-scale cutoff

Soliton’s self-gravity ignored in the analysis in fact gives a non-
negligible impact

(but our perturbative estimation suggests only ~20% change)

A further investigation is necessary



Summary

Cold dark matter (CDM)

Fuzzy dark matter (FDM)

To be or not to be… (non-)universal features of innermost structure of 
dark matter halos based on analytical & numerical study

A new universal feature found in 
multi-stream structures

A missing factor in core-halo relations found analytically

ρstream(r; p) = A(p)
x (1 + x7) ; x ≡ r

S(p)
With   described by a simple "tting formA(p) & S(p)

Radial multi-stream pro!les 

  non power-law core-halo relation with a large scatter→

Y Enomoto, T. Nishimichi & AT, ApJL 950, L13 (’23), arXiv:2302.01531

AT & S. Saga, PRD 106, 103532 (’22), arXiv:2208.06562

(self-similar solutions fail to explain)

Understanding (non-)universal features in DM halos largely impacts cosmology


