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Scrambling



Out-of-time ordered correlation function

• Fast scrambling is the defining feature of black holes. 

[Larkin-Ovchinnikov, Hayden-Preskill, Kitaev, Shenker-Stanford-Roberts-Susskind]

• Definition

• Out-of-time ordered (OTO) correlators can detect scrambling.
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• Scrambling: delocalization of quantum information, hidden into non-local DOF.



Scrambling implies decay of OTO

• Local perturbation to an initial state cannot be detected by any local measurement 
on an output state.
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• Expand B(t):
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[Roberts-Susskind-Stanford]
scrambling/chaos (butterfly effect)

• Consider (group commutator)
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Key Questions

• How do we define scrambling ?

• Quantum information theoretic meaning of OTO ?
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scrambling
?

• Is the converse true ?

• Relation to entanglement entropy (and geometric quantities) ?



State-Channel duality

• Quantum channel on n qubits can be viewed as a state on 2n qubits.

[Choi, Jamilkowski, Hayden-Preskill]

• Thermofield double state (finite T)

CFT 1 CFT 2

ER bridge = quantum channel

length=O(T)
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Average value of OTO

• Average of OTO over local operators A and D at T=infty

average over A, D

A Dinput

output

A B

C D

U

• If then,            is large

This implies the mutual information                                              is small

B and D are not correlated, so the system is scrambling.
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• For finite T, we consider TFD state.
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Scrambling in AdS black hole

TFD(0) A

RT surface

mutual information                is large
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Toy model of the ER bridge

[39]), and then an explicit tensor network model was proposed in [15] (see also [40]).18

Before we begin, let us review the proposal of [12]. The tensor network representation

of the thermofield double state is shown in Fig. 10. At the left and right ends, we have

a hyperbolic network, representing the two asymptotically AdS boundaries. This network

extends infinitely from the UV into the IR thermal scale � at the black hole horizon. Then,

the middle is flat representing the black hole interior. The entire network grows as t grows

by adding more layers in the middle flat region.

We would like to further elaborate on this proposal of tensor network representation of

the black hole interior. We will study networks of perfect tensors and demonstrate chaotic

dynamics by finding ballistic growth of local unitary operators and the linear growth of

the tripartite information until the scrambling time. For the rest of discussion, we take

the infinite temperature � = 0 limit so we can ignore the hyperbolic part and focus in on

the planar tiling of tensor networks representing the interior.
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Left CFT Right CFT

AdS AdSERB

Figure 10: Tensor network representation of the Einstein-Rosen bridge. A four-leg tensor
lives at each node. We will consider a network of perfect tensors.

18This model has the additional nice property of implementing the holographic quantum error correction
proposal of [41].

35

network of perfect 

(or random) tensors

input op

• Operators grow ballistically, leading to decay of OTO correlators.
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OTO average for Alice and Bob

• Alice and Bob are playing a catch ball. Alice may apply some perturbation

Alice Bob

OTO determines k-fold twirl
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Here we discuss operational interpretations of averages of OTO correlation func-

tions.

I. OPERATIONAL INTERPRETATION

In our paper, we showed that the averages of OTO correlation functions are related

Renyi-2 entropies. In this section, we discuss operational interpretations of averaged OTO

correlation functions.

A. Catchball between Alice and Bob

Imagine that Alice and Bob are playing the catch ball, and Alice is about to throw the

ball to Bob. The issue is that Alice might cheat by applying some perturbations to the ball,

and Bob’s task is to determine whether Alice has cheated or not. For this purpose, Bob can

take the following strategy. Bob asks someone he trusts, say Charlie, to throw the same ball

to Bob. Then Bob can compare two balls, one from Alice and the other from Charlie, to

determine if Alice has applied a perturbation or not.

What averages of OTO correlation functions measures is similar to the probability of Bob

detecting Alice’s perturbation in the above setup.

U U⇤ U † UT

• Bob asks Charlie to throw the same ball, and compare it with Alice’s ball.

Charlie

OTO determines k-fold twirl
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Here we discuss operational interpretations of averages of OTO correlation func-

tions.

I. OPERATIONAL INTERPRETATION

In our paper, we showed that the averages of OTO correlation functions are related

Renyi-2 entropies. In this section, we discuss operational interpretations of averaged OTO

correlation functions.

A. Catchball between Alice and Bob

Imagine that Alice and Bob are playing the catch ball, and Alice is about to throw the

ball to Bob. The issue is that Alice might cheat by applying some perturbations to the ball,

and Bob’s task is to determine whether Alice has cheated or not. For this purpose, Bob can

take the following strategy. Bob asks someone he trusts, say Charlie, to throw the same ball

to Bob. Then Bob can compare two balls, one from Alice and the other from Charlie, to

determine if Alice has applied a perturbation or not.

What averages of OTO correlation functions measures is similar to the probability of Bob

detecting Alice’s perturbation in the above setup.

U U⇤ U † UT

EPR EPR

Ai AiBj

Bj

3

Bob’s measurement outcome can be expressed as follows:

hEPR|(A†
i ⌦ I)(Dj ⌦ D†

j)|(Ai ⌦ I)|EPRi (6)

where this is the outcome when Alice has applied Ai and bob has measured (Bj⌦B†
j ). When

properly averaged over, the measurement outcome would be

hProbi = |OTO|ave. (7)

Therefore, average values of OTO correlation function correspond to the probability of Bob

detecting Alice’s perturbation.

B. Higher-point OTO correlation functions
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hProbi = |OTO|ave. (7)

Therefore, average values of OTO correlation function correspond to the probability of Bob

detecting Alice’s perturbation.
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where this is the outcome when Alice has applied Ai and bob has measured (Bj⌦B†
j ). When

properly averaged over, the measurement outcome would be

hProbi = |OTO|ave. (7)

Therefore, average values of OTO correlation function correspond to the probability of Bob

detecting Alice’s perturbation.

B. Higher-point OTO correlation functions

U U⇤ U † UT

3

Bob’s measurement outcome can be expressed as follows:

hEPR|(A†
i ⌦ I)(Dj ⌦ D†

j)|(Ai ⌦ I)|EPRi (6)

where this is the outcome when Alice has applied Ai and bob has measured (Bj⌦B†
j ). When

properly averaged over, the measurement outcome would be

hProbi = |OTO|ave. (7)

Therefore, average values of OTO correlation function correspond to the probability of Bob

detecting Alice’s perturbation.

B. Higher-point OTO correlation functions

U U⇤ U † UT

Alice Bob

• Alice applies Ai with equal probability.

• Bob performs a joint measurement on two systems.

Equations

Beni Yoshida
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(Dated: May 27, 2016)

I. EQUATIONS

e�iHt (1)

| ji ! e�iEjt| ji (2)

superoperator
X

i

Ai(·)A†
i (3)

| (0)i =
X

j

e��Ej/2| ji ⌦ | ji (4)

| (t)i =
X

j

e��Ej/2e�iEjt| ji ⌦ | ji (5)

⇢in = |0ih0|+ |1ih1| (6)

U = X (7)

|0i ⌦ |0i+ |1i ⌦ |1i (8)
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I. EQUATIONS

e�iHt (1)

| ji ! e�iEjt| ji (2)

superoperator
X

i

Ai(·)A†
i (3)

X

j

Bj ⌦ B†
j (4)

| (0)i =
X

j

e��Ej/2| ji ⌦ | ji (5)

| (t)i =
X

j

e��Ej/2e�iEjt| ji ⌦ | ji (6)

⇢in = |0ih0|+ |1ih1| (7)

U = X (8)

SWAP operator

The outcome : 

Equations

Beni Yoshida

Perimeter Institute for Theoretical Physics

(Dated: May 27, 2016)

I. EQUATIONS

X

i,j

hAi(0)Bj(t)A
†
i (0)B

†
j (t)i (1)

e�iHt (2)

| ji ! e�iEjt| ji (3)

superoperator
X

i

Ai(·)A†
i (4)

X

j

Bj ⌦ B†
j (5)

| (0)i =
X

j

e��Ej/2| ji ⌦ | ji (6)

| (t)i =
X

j

e��Ej/2e�iEjt| ji ⌦ | ji (7)

 gravitational shockwave !

measuring horizon shift !

[Kitaev, Roberts-BY]



Complexity



Can we detect complexity growth ?

• The complexity of the TFD state still keeps growing ?

0 0

3

X

i,j

hAi(0)Bj(t)A
†
i (0)B

†
j (t)i (15)

e�iHt (16)

| ji ! e�iEjt| ji (17)

superoperator
X

i

Ai(·)A†
i (18)

X

j

Bj ⌦ B†
j (19)

| (0)i =
X

j

e��Ej/2| ji ⌦ | ji (20)

| (t)i =
X

j

e��Ej/2e�iEjt| ji ⌦ | ji (21)

⇢in = |0ih0|+ |1ih1| (22)

U = X (23)

|0i ⌦ |0i+ |1i ⌦ |1i (24)

t

0

3

X

i,j

hAi(0)Bj(t)A
†
i (0)B

†
j (t)i (15)

e�iHt (16)

| ji ! e�iEjt| ji (17)

superoperator
X

i

Ai(·)A†
i (18)

X

j

Bj ⌦ B†
j (19)

| (0)i =
X

j

e��Ej/2| ji ⌦ | ji (20)

| (t)i =
X

j

e��Ej/2e�iEjt| ji ⌦ | ji (21)

⇢in = |0ih0|+ |1ih1| (22)

U = X (23)

|0i ⌦ |0i+ |1i ⌦ |1i (24)

Reference state Target state

How many quantum gates do we need ?

[Hayden-Harlow, Susskind, Brown et al]



Entanglement can detect complexity ?

[Susskind]

• Entropy grows as the complexity grows.

perturbation

quench dynamics of 
local perturbation

entropy

• After the scrambling time, entanglement entropies get saturated.

entanglement

complexity

time
scrambling 

time

Entanglement is not enough !

entanglement propagation



Unitary k-design (complexity of randomness)

• Imagine an ensemble of Haar (uniformly distributed) random unitary (on n qubits)

• Consider k copies of the system (kn qubits in total) and consider “k-fold twirl” :

k copies kn qubits n qubits

OTO figures

Beni Yoshida

Perimeter Institute for Theoretical Physics

(Dated: April 12, 2016)

PDF for equations

{pj, Uj} � T (1)

⇢ ! K(⇢) =

Z
dU (U ⌦ · · ·⌦ U) ⇢ (U † ⌦ · · ·⌦ U †) (2)

⇢ !
X

j

pj (Uj ⌦ · · ·⌦ Uj) ⇢ (U †
j ⌦ · · ·⌦ U †

j ) (3)

I(A,B) ' exp(�const · T ) (4)

I(2)BD = S(2)
B + S(2)

D � S(2)
BD (5)

��⌦A(0)D(t)A†(0)D†(t)
↵�� = 1

4a+d

X

A,D

⌦
A(0)D(t)A†(0)D†(t)

↵
(6)

=2n�a�d�S
(2)
BD (7)

• We think of approximating the Haar random ensemble by some ensembles which are 
easier to generate.
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• If                 , then                 is said to form a unitary k-design, 

   i.e. it is as good as Haar up to k-th moment.

OTO figures
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[For an easy introduction, see a recent paper by Zak Webb]

A typical operator in the Haar ensemble has exp(n) complexity.



Examples of k-design

• A group of Pauli operators is 1-design.

[Brandao-Harlow-Horodecki, Hosur-Qi-Roberts-BY, Roberts-BY]

I, X, Y, Z, ZZ, YYZY, ….

• A group of Clifford operators is 2-design.

Clifford operators can prepare arbitrary stabilizer states (eg perfect tensors).

• A toy model of the wormhole (Hosur, Qi, Roberts, BY)

[39]), and then an explicit tensor network model was proposed in [15] (see also [40]).18

Before we begin, let us review the proposal of [12]. The tensor network representation

of the thermofield double state is shown in Fig. 10. At the left and right ends, we have

a hyperbolic network, representing the two asymptotically AdS boundaries. This network

extends infinitely from the UV into the IR thermal scale � at the black hole horizon. Then,

the middle is flat representing the black hole interior. The entire network grows as t grows

by adding more layers in the middle flat region.

We would like to further elaborate on this proposal of tensor network representation of

the black hole interior. We will study networks of perfect tensors and demonstrate chaotic

dynamics by finding ballistic growth of local unitary operators and the linear growth of

the tripartite information until the scrambling time. For the rest of discussion, we take

the infinite temperature � = 0 limit so we can ignore the hyperbolic part and focus in on

the planar tiling of tensor networks representing the interior.
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Figure 10: Tensor network representation of the Einstein-Rosen bridge. A four-leg tensor
lives at each node. We will consider a network of perfect tensors.

18This model has the additional nice property of implementing the holographic quantum error correction
proposal of [41].

35

[39]), and then an explicit tensor network model was proposed in [15] (see also [40]).18

Before we begin, let us review the proposal of [12]. The tensor network representation

of the thermofield double state is shown in Fig. 10. At the left and right ends, we have

a hyperbolic network, representing the two asymptotically AdS boundaries. This network

extends infinitely from the UV into the IR thermal scale � at the black hole horizon. Then,

the middle is flat representing the black hole interior. The entire network grows as t grows

by adding more layers in the middle flat region.

We would like to further elaborate on this proposal of tensor network representation of

the black hole interior. We will study networks of perfect tensors and demonstrate chaotic

dynamics by finding ballistic growth of local unitary operators and the linear growth of

the tripartite information until the scrambling time. For the rest of discussion, we take

the infinite temperature � = 0 limit so we can ignore the hyperbolic part and focus in on

the planar tiling of tensor networks representing the interior.
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Figure 10: Tensor network representation of the Einstein-Rosen bridge. A four-leg tensor
lives at each node. We will consider a network of perfect tensors.

18This model has the additional nice property of implementing the holographic quantum error correction
proposal of [41].

35

[39]), and then an explicit tensor network model was proposed in [15] (see also [40]).18

Before we begin, let us review the proposal of [12]. The tensor network representation

of the thermofield double state is shown in Fig. 10. At the left and right ends, we have

a hyperbolic network, representing the two asymptotically AdS boundaries. This network

extends infinitely from the UV into the IR thermal scale � at the black hole horizon. Then,

the middle is flat representing the black hole interior. The entire network grows as t grows

by adding more layers in the middle flat region.

We would like to further elaborate on this proposal of tensor network representation of

the black hole interior. We will study networks of perfect tensors and demonstrate chaotic

dynamics by finding ballistic growth of local unitary operators and the linear growth of

the tripartite information until the scrambling time. For the rest of discussion, we take

the infinite temperature � = 0 limit so we can ignore the hyperbolic part and focus in on

the planar tiling of tensor networks representing the interior.
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Figure 10: Tensor network representation of the Einstein-Rosen bridge. A four-leg tensor
lives at each node. We will consider a network of perfect tensors.

18This model has the additional nice property of implementing the holographic quantum error correction
proposal of [41].
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[39]), and then an explicit tensor network model was proposed in [15] (see also [40]).18

Before we begin, let us review the proposal of [12]. The tensor network representation

of the thermofield double state is shown in Fig. 10. At the left and right ends, we have

a hyperbolic network, representing the two asymptotically AdS boundaries. This network

extends infinitely from the UV into the IR thermal scale � at the black hole horizon. Then,

the middle is flat representing the black hole interior. The entire network grows as t grows

by adding more layers in the middle flat region.

We would like to further elaborate on this proposal of tensor network representation of

the black hole interior. We will study networks of perfect tensors and demonstrate chaotic

dynamics by finding ballistic growth of local unitary operators and the linear growth of

the tripartite information until the scrambling time. For the rest of discussion, we take

the infinite temperature � = 0 limit so we can ignore the hyperbolic part and focus in on

the planar tiling of tensor networks representing the interior.
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Figure 10: Tensor network representation of the Einstein-Rosen bridge. A four-leg tensor
lives at each node. We will consider a network of perfect tensors.

18This model has the additional nice property of implementing the holographic quantum error correction
proposal of [41].

35

[39]), and then an explicit tensor network model was proposed in [15] (see also [40]).18

Before we begin, let us review the proposal of [12]. The tensor network representation

of the thermofield double state is shown in Fig. 10. At the left and right ends, we have

a hyperbolic network, representing the two asymptotically AdS boundaries. This network

extends infinitely from the UV into the IR thermal scale � at the black hole horizon. Then,

the middle is flat representing the black hole interior. The entire network grows as t grows

by adding more layers in the middle flat region.

We would like to further elaborate on this proposal of tensor network representation of

the black hole interior. We will study networks of perfect tensors and demonstrate chaotic

dynamics by finding ballistic growth of local unitary operators and the linear growth of

the tripartite information until the scrambling time. For the rest of discussion, we take

the infinite temperature � = 0 limit so we can ignore the hyperbolic part and focus in on

the planar tiling of tensor networks representing the interior.
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Figure 10: Tensor network representation of the Einstein-Rosen bridge. A four-leg tensor
lives at each node. We will consider a network of perfect tensors.

18This model has the additional nice property of implementing the holographic quantum error correction
proposal of [41].
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random unitary

this object forms an approximate k-design.

[39]), and then an explicit tensor network model was proposed in [15] (see also [40]).18

Before we begin, let us review the proposal of [12]. The tensor network representation

of the thermofield double state is shown in Fig. 10. At the left and right ends, we have

a hyperbolic network, representing the two asymptotically AdS boundaries. This network

extends infinitely from the UV into the IR thermal scale � at the black hole horizon. Then,

the middle is flat representing the black hole interior. The entire network grows as t grows

by adding more layers in the middle flat region.

We would like to further elaborate on this proposal of tensor network representation of

the black hole interior. We will study networks of perfect tensors and demonstrate chaotic

dynamics by finding ballistic growth of local unitary operators and the linear growth of

the tripartite information until the scrambling time. For the rest of discussion, we take

the infinite temperature � = 0 limit so we can ignore the hyperbolic part and focus in on

the planar tiling of tensor networks representing the interior.

d
yn

am
ic

s
by

fi
n
d
in

g
b
al

li
st

ic
gr

ow
th

of
lo

ca
l

u
n
it

ar
y

op
er

at
or

s
an

d
th

e
li
n
ea

r
gr

ow
th

of

th
e

tr
ip

ar
ti

te
in

fo
rm

at
io

n
u
nt

il
th

e
sc

ra
m

b
li
n
g

ti
m

e.
F
or

th
e

re
st

of
d
is

cu
ss

io
n
,

w
e

ta
ke

th
e

in
fi
n
it
e

te
m

p
er

at
u
re

�
=

0
li
m

it
so

w
e

ca
n

ig
n
or

e
th

e
hy

p
er

b
ol

ic
p
ar

t
an

d
fo

cu
s

in
on

th
e

p
la

n
er

ti
li
n
g

of
te

n
so

r
n
et

w
or

ks
re

p
re

se
nt

in
g

th
e

in
te

ri
or

.

tim
e

F
ig

u
re

8:
T
en

so
r

n
et

w
or

k
re

p
re

se
nt

at
io

n
of

th
e

E
in

st
ei

n
-R

os
en

b
ri

d
ge

.
W

e
w

il
l
co

n
si

d
er

a
n
et

w
or

k
of

p
er

fe
ct

te
n
so

rs
.

5
.1

B
a
ll
is

ti
c

p
ro

p
a
g
a
ti

o
n

o
f
en

ta
n
g
le

m
en

t

L
et

u
s

b
eg

in
by

b
ri

efl
y

re
vi

ew
in

g
a

d
efi

n
it

io
n

of
p
er

fe
ct

te
n
so

rs
.

C
on

si
d
er

a
te

n
so

r
T

w
it

h

2n
le

gs
an

d
b
on

d
d
im

en
si

on
v.

A
te

n
so

r
ca

n
b
e

re
p
re

se
nt

ed
as

a
p
u
re

st
at

e

| 
i=

X

i 1
,.
..
,i

2
n

T i 1
,.
..
,i

2
n
|i 1

,.
..

,i
2
n
i

(4
5)

w
it

h
a

p
ro

p
er

n
or

m
al

iz
at

io
n
.

W
e

ca
ll

a
te

n
so

r
T

p
er

fe
ct

if
it

is
a

as
so

ci
at

ed
w

it
h

a

p
u
re

st
at

e
| 

i,
ca

ll
ed

a
p
er

fe
ct

st
at

e,
w

h
ic

h
is

m
ax

im
al

ly
en

ta
n
gl

ed
al

on
g

an
y

b
ip

ar
ti

ti
on

.

N
am

el
y,

S
A

=
|A

|·
lo

g
v

8A
s.

t
|A

|=
n
.

(4
6)

25

Left CFT Right CFT

AdS AdSERB

Figure 10: Tensor network representation of the Einstein-Rosen bridge. A four-leg tensor
lives at each node. We will consider a network of perfect tensors.

18This model has the additional nice property of implementing the holographic quantum error correction
proposal of [41].

35

[39]), and then an explicit tensor network model was proposed in [15] (see also [40]).18

Before we begin, let us review the proposal of [12]. The tensor network representation

of the thermofield double state is shown in Fig. 10. At the left and right ends, we have

a hyperbolic network, representing the two asymptotically AdS boundaries. This network

extends infinitely from the UV into the IR thermal scale � at the black hole horizon. Then,

the middle is flat representing the black hole interior. The entire network grows as t grows

by adding more layers in the middle flat region.

We would like to further elaborate on this proposal of tensor network representation of

the black hole interior. We will study networks of perfect tensors and demonstrate chaotic

dynamics by finding ballistic growth of local unitary operators and the linear growth of

the tripartite information until the scrambling time. For the rest of discussion, we take

the infinite temperature � = 0 limit so we can ignore the hyperbolic part and focus in on

the planar tiling of tensor networks representing the interior.
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Figure 10: Tensor network representation of the Einstein-Rosen bridge. A four-leg tensor
lives at each node. We will consider a network of perfect tensors.

18This model has the additional nice property of implementing the holographic quantum error correction
proposal of [41].
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Lower bound on complexity

• Imagine a system of n qubits. (d=2^n states in the Hilbert space).

• At each step, the number of implementable quantum gates is

Equations

Beni Yoshida

Perimeter Institute for Theoretical Physics

(Dated: May 31, 2016)

I. EQUATIONS

' gn2 (1)

SA ' |A| · log d (2)

Ti,j = �i,j | i =
X

j

|ji ⌦ |ji (3)

SA = |A| · log d if |A|  n

2
(4)

Tijk` 2 C (5)

| i =
X

ijk`

Tijk`|i, j, k, `i (6)

(g: number of different 2-qubit gates)

• In T step, the number of implementable quantum gates is

Equations

Beni Yoshida

Perimeter Institute for Theoretical Physics

(Dated: May 31, 2016)

I. EQUATIONS

(gn2)T (1)

' gn2 (2)

SA ' |A| · log d (3)

Ti,j = �i,j | i =
X

j

|ji ⌦ |ji (4)

SA = |A| · log d if |A|  n

2
(5)

Tijk` 2 C (6)

• A typical operator in k-design has a complexity of at least

6

Given a symmetric quantum state | i 2 Sk, we have

Z
dU(U ⌦ . . . ⌦ U)| ih |(U † ⌦ . . . ⌦ U †) = Isym (23)

where Isym is a maximally mixed state inside Sk. Thus, the outcome will be

Z
dU

�
U⌦k ⌦ I

� |EPRsymihEPRsym|
⇣
U †⌦k ⌦ I

⌘
= Isym

L ⌦ Isym
R . (24)

That is, we will obtain a maximally mixed symmetric state. And its rank is |Sk|2, so we

have

|Supp(E)| �
0

@ d + k � 1

k

1

A
2

. (25)

Having found the lower bound on the number of unitary operators, one can obtain a

lower bound on the complexity of a typical unitary operator in a k-design. For large d, the

number of unitary operators grows as d2k, so by setting

(�)gn2
= d2k, (26)

we have

� =
2k log(d)

log(gn2)
=

2kn log(2)

log(gn2)
(27)

which grows roughly linearly in kn. Therefore, complexity keeps growing as the design value,

k, grows.

roughly linear in k and n !

[Roberts-BY]

• If an ensemble of unitary operators formed a k-design, the ensemble must contain at least

6

Given a symmetric quantum state | i 2 Sk, we have

Z
dU(U ⌦ . . . ⌦ U)| ih |(U † ⌦ . . . ⌦ U †) = Isym (23)

where Isym is a maximally mixed state inside Sk. Thus, the outcome will be

Z
dU

�
U⌦k ⌦ I

� |EPRsymihEPRsym|
⇣
U †⌦k ⌦ I

⌘
= Isym

L ⌦ Isym
R . (24)

That is, we will obtain a maximally mixed symmetric state. And its rank is |Sk|2, so we

have

|Supp(E)| �
0

@ d + k � 1

k

1

A
2

. (25)

Having found the lower bound on the number of unitary operators, one can obtain a

lower bound on the complexity of a typical unitary operator in a k-design. For large d, the

number of unitary operators grows as d2k, so by setting

(�)gn2
= d2k, (26)

we have

� =
2k log(d)

log(gn2)
=

2kn log(2)

log(gn2)
(27)

which grows roughly linearly in kn. Therefore, complexity keeps growing as the design value,

k, grows.

(due to the Schur-Weyl duality)



How do we detect the design ?

• Answer : Out-of-time ordered correlation functions

Equations

Beni Yoshida
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(Dated: May 31, 2016)

I. EQUATIONS

h A1(0)B1(t)A2(0)B2(t) · · ·Ak(0)Bk(t) i (1)

(gn2)T (2)

' gn2 (3)

SA ' |A| · log d (4)

Ti,j = �i,j | i =
X

j

|ji ⌦ |ji (5)

SA = |A| · log d if |A|  n

2
(6)

• 2k-point OTO correlators can detect k-design.
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I. EQUATIONS
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I. EQUATIONS

A1 B1 A2 B2 A3 B3 Ak Bk (1)

h A1(0)B1(t)A2(0)B2(t) · · ·Ak(0)Bk(t) i (2)
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' gn2 (4)
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OTO determines k-fold channel

Review of unitary t-design

Beni Yoshida

Perimeter Institute for Theoretical Physics

(Dated: April 17, 2016)

We compute typical values of 4k-point correlation functions.

I. DESIGN BY OTO

In this section, we show that average values of 2k-point OTO correlation functions can

tell whether the ensemble of unitary operators form a unitary k-design or not. In fact, we

will prove a stronger result; averages of 2k-point OTO correlators completely characterize

the k-fold quantum channel.

Define the k-fold twirl over an ensemble E = {pj, Uj} by

�E(⇢) =
X

j

pj(Uj ⌦ · · ·⌦ Uj)⇢(U
†
j ⌦ · · ·⌦ U †

j ). (1)

Note that the map is linear and the input ⇢ can be expanded by Pauli operators

⇢ =
X

B1,...,Bk

�B1,...,Bk
(B1 ⌦ · · ·⌦Bk) (2)

where �B1,...,Bk
= 1

dkTr[(B
†
1 ⌦ · · ·⌦ B†

k)⇢]. So we shall examine how the k-fold twirl acts on

Pauli operators. Let us fix Pauli operator B1, . . . , Bk for the rest of the argument. Note

that the output �E(B1 ⌦ · · ·⌦Bn) can be also expanded by Pauli operators

�E(B1 ⌦ · · ·⌦Bn) =
X

C1,...,Cn

�C1,...,Cn(C1 ⌦ · · ·⌦ Cn). (3)

We would like to guess �C1,...,Cn from average values of OTO correlators. Consider a

2k-point OTO correlator for a maximally mixed state, averaged over an ensemble E :

↵A1,...,Ak
=

��⌦A1(0)B1(t) · · ·Ak(0)Bk(t)
↵
T=1

��
E (4)

Consider a k-fold twirl over an arbitrary ensemble

The density matrix can be expanded by Pauli operators, so we are interested in
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We compute typical values of 4k-point correlation functions.

I. DESIGN BY OTO

In this section, we show that average values of 2k-point OTO correlation functions can

tell whether the ensemble of unitary operators form a unitary k-design or not. In fact, we

will prove a stronger result; averages of 2k-point OTO correlators completely characterize

the k-fold quantum channel.

Define the k-fold twirl over an ensemble E = {pj, Uj} by

�E(⇢) =
X

j

pj(Uj ⌦ · · ·⌦ Uj)⇢(U
†
j ⌦ · · ·⌦ U †

j ). (1)

Note that the map is linear and the input ⇢ can be expanded by Pauli operators

⇢ =
X

B1,...,Bk

�B1,...,Bk
(B1 ⌦ · · ·⌦Bk) (2)

where �B1,...,Bk
= 1

dkTr[(B
†
1 ⌦ · · ·⌦ B†

k)⇢]. So we shall examine how the k-fold twirl acts on

Pauli operators. Let us fix Pauli operator B1, . . . , Bk for the rest of the argument. Note

that the output �E(B1 ⌦ · · ·⌦Bn) can be also expanded by Pauli operators

�E(B1 ⌦ · · ·⌦Bn) =
X

C1,...,Cn

�C1,...,Cn(C1 ⌦ · · ·⌦ Cn). (3)

We would like to guess �C1,...,Cn from average values of OTO correlators. Consider a

2k-point OTO correlator for a maximally mixed state, averaged over an ensemble E :

↵A1,...,Ak
=

��⌦A1(0)B1(t) · · ·Ak(0)Bk(t)
↵
T=1

��
E (4)

k copies

knowing these numbers give complete 

characterization of the channel.

(quantum channel)
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We compute typical values of 4k-point correlation functions.

I. DESIGN BY OTO

In this section, we show that average values of 2k-point OTO correlation functions can

tell whether the ensemble of unitary operators form a unitary k-design or not. In fact, we

will prove a stronger result; averages of 2k-point OTO correlators completely characterize

the k-fold quantum channel.

Define the k-fold twirl over an ensemble E = {pj, Uj} by

�E(⇢) =
X

j

pj(Uj ⌦ · · ·⌦ Uj)⇢(U
†
j ⌦ · · ·⌦ U †

j ). (1)

Note that the map is linear and the input ⇢ can be expanded by Pauli operators

⇢ =
X

B1,...,Bk

�B1,...,Bk
(B1 ⌦ · · ·⌦Bk) (2)

where �B1,...,Bk
= 1

dkTr[(B
†
1 ⌦ · · ·⌦ B†

k)⇢]. So we shall examine how the k-fold twirl acts on

Pauli operators. Let us fix Pauli operator B1, . . . , Bk for the rest of the argument. Note

that the output �E(B1 ⌦ · · ·⌦Bn) can be also expanded by Pauli operators

�E(B1 ⌦ · · ·⌦Bk) =
X

C1,...,Ck

�C1,...,Ck
(C1 ⌦ · · ·⌦ Ck). (3)

We would like to guess �C1,...,Cn from average values of OTO correlators. Consider a

2k-point OTO correlator for a maximally mixed state, averaged over an ensemble E :

↵A1,...,Ak
=

��⌦A1(0)B1(t) · · ·Ak(0)Bk(t)
↵
T=1

��
E (4)

Pauli op

Assume that we know averages of 2k-point OTO correlators for Pauli operators
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We compute typical values of 4k-point correlation functions.

I. DESIGN BY OTO

In this section, we show that average values of 2k-point OTO correlation functions can

tell whether the ensemble of unitary operators form a unitary k-design or not. In fact, we

will prove a stronger result; averages of 2k-point OTO correlators completely characterize

the k-fold quantum channel.

Define the k-fold twirl over an ensemble E = {pj, Uj} by

�E(⇢) =
X

j

pj(Uj ⌦ · · ·⌦ Uj)⇢(U
†
j ⌦ · · ·⌦ U †

j ). (1)

Note that the map is linear and the input ⇢ can be expanded by Pauli operators

⇢ =
X

B1,...,Bk

�B1,...,Bk
(B1 ⌦ · · ·⌦Bk) (2)

where �B1,...,Bk
= 1

dkTr[(B
†
1 ⌦ · · ·⌦ B†

k)⇢]. So we shall examine how the k-fold twirl acts on

Pauli operators. Let us fix Pauli operator B1, . . . , Bk for the rest of the argument. Note

that the output �E(B1 ⌦ · · ·⌦Bn) can be also expanded by Pauli operators

�E(B1 ⌦ · · ·⌦Bn) =
X

C1,...,Cn

�C1,...,Cn(C1 ⌦ · · ·⌦ Cn). (3)

We would like to guess �C1,...,Cn from average values of OTO correlators. Consider a

2k-point OTO correlator for a maximally mixed state, averaged over an ensemble E :

↵A1,...,Ak
=

��⌦A1(0)B1(t) · · ·Ak(0)Bk(t)
↵
T=1

��
E (4)

2

where Bi(t) = UBjU †. Here A1, . . . , Ak and B1, . . . , Bk are Pauli operators. Note that we

dropped the B1, . . . , Bk dependence from ↵A1,...,Ak
because we have fixed them.

The question is whether one can determine �A1,...,Ak
from OTO averages ↵A1,...,Ak

. Sub-

stituting Eq. 2 to Eq. 3, we have the following relation

↵A1,...,Ak
=

1

d
·MC1,...,Ck

A1,...,Ak
�C1,...,Ck

, MC1,...,Ck
A1,...,Ak

= Tr[A1C1 . . . AkCk]. (5)

Below we prove that the tensor M is invertible. Namely, for its complex transpose:

M †A1,...,Ak

C1,...,Ck
= Tr[C†

kA
†
k . . . C

†
1A

†
1], (6)

we prove

X

C1,...,Ck

M †A0
1,...,A

0
k

C1,...,Ck
MC1,...,Ck

A1,...,Ak
= dk · �A0

1
A1

· · · �A0
k

Ak
(7)

where �P,Q is the Kronecker delta for Pauli operators.

A. Proof

The LHS of Eq. 6 can be written explicitly as

X

C1,...,Ck

Tr[C†
kA

0†
k . . . C†

1A
0†
1 ]Tr[A1C1 . . . AkCk]. (8)

Note that both C†
kA

0†
k . . . C†

1A
0†
1 and A1C1 . . . AkCk are Pauli operators with some com-

plex phases. So the traces give nonzero contributions only if A1 . . . AkC1 . . . Ck / I and

A0
1 . . . A

0
kC1 . . . Ck / I. Namely, the above summation is zero if A1 . . . Ak 6/ A0

1 . . . A
0
k. So,

we consider the cases where A1 . . . Ak / A0
1 . . . A

0
k / P / for some Pauli operator P . Then

the summation can be written as

X

C1,...,Ck:C1···Ck/P †

Tr[C†
kA

0†
k . . . C†

1A
0†
1 ]Tr[A1C1 . . . AkCk]

= d ·
X

C1,...,Ck:C1···Ck/P †

Tr[C†
kA

0†
k . . . C†

1A
0†
1A1C1 . . . AkCk].

(9)

Question

Can we determine                    from                     ?
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We compute typical values of 4k-point correlation functions.

I. DESIGN BY OTO

In this section, we show that average values of 2k-point OTO correlation functions can

tell whether the ensemble of unitary operators form a unitary k-design or not. In fact, we

will prove a stronger result; averages of 2k-point OTO correlators completely characterize

the k-fold quantum channel.

Define the k-fold twirl over an ensemble E = {pj, Uj} by

�E(⇢) =
X

j

pj(Uj ⌦ · · ·⌦ Uj)⇢(U
†
j ⌦ · · ·⌦ U †

j ). (1)

Note that the map is linear and the input ⇢ can be expanded by Pauli operators

⇢ =
X

B1,...,Bk

�B1,...,Bk
(B1 ⌦ · · ·⌦Bk) (2)

where �B1,...,Bk
= 1

dkTr[(B
†
1 ⌦ · · ·⌦ B†

k)⇢]. So we shall examine how the k-fold twirl acts on

Pauli operators. Let us fix Pauli operator B1, . . . , Bk for the rest of the argument. Note

that the output �E(B1 ⌦ · · ·⌦Bn) can be also expanded by Pauli operators

�E(B1 ⌦ · · ·⌦Bn) =
X

C1,...,Cn

�C1,...,Cn(C1 ⌦ · · ·⌦ Cn). (3)

We would like to guess �C1,...,Cn from average values of OTO correlators. Consider a

2k-point OTO correlator for a maximally mixed state, averaged over an ensemble E :

↵A1,...,Ak
=

��⌦A1(0)B1(t) · · ·Ak(0)Bk(t)
↵
T=1

��
E (4)
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We compute typical values of 4k-point correlation functions.

I. DESIGN BY OTO

In this section, we show that average values of 2k-point OTO correlation functions can

tell whether the ensemble of unitary operators form a unitary k-design or not. In fact, we

will prove a stronger result; averages of 2k-point OTO correlators completely characterize

the k-fold quantum channel.

Define the k-fold twirl over an ensemble E = {pj, Uj} by

�E(⇢) =
X

j

pj(Uj ⌦ · · ·⌦ Uj)⇢(U
†
j ⌦ · · ·⌦ U †

j ). (1)

Note that the map is linear and the input ⇢ can be expanded by Pauli operators

⇢ =
X

B1,...,Bk

�B1,...,Bk
(B1 ⌦ · · ·⌦Bk) (2)

where �B1,...,Bk
= 1

dkTr[(B
†
1 ⌦ · · ·⌦ B†

k)⇢]. So we shall examine how the k-fold twirl acts on

Pauli operators. Let us fix Pauli operator B1, . . . , Bk for the rest of the argument. Note

that the output �E(B1 ⌦ · · ·⌦Bn) can be also expanded by Pauli operators

�E(B1 ⌦ · · ·⌦Bn) =
X

C1,...,Cn

�C1,...,Cn(C1 ⌦ · · ·⌦ Cn). (3)

We would like to guess �C1,...,Cn from average values of OTO correlators. Consider a

2k-point OTO correlator for a maximally mixed state, averaged over an ensemble E :

↵A1,...,Ak
=

��⌦A1(0)B1(t) · · ·Ak(0)Bk(t)
↵
T=1

��
E (4)

We know these numbers.

Yes



Theorem : OTO and k-fold twirl
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We compute typical values of 4k-point correlation functions.

I. DESIGN BY OTO

In this section, we show that average values of 2k-point OTO correlation functions can

tell whether the ensemble of unitary operators form a unitary k-design or not. In fact, we

will prove a stronger result; averages of 2k-point OTO correlators completely characterize

the k-fold quantum channel.

Define the k-fold twirl over an ensemble E = {pj, Uj} by

�E(⇢) =
X

j

pj(Uj ⌦ · · ·⌦ Uj)⇢(U
†
j ⌦ · · ·⌦ U †

j ). (1)

Note that the map is linear and the input ⇢ can be expanded by Pauli operators

⇢ =
X

B1,...,Bk

�B1,...,Bk
(B1 ⌦ · · ·⌦Bk) (2)

where �B1,...,Bk
= 1

dkTr[(B
†
1 ⌦ · · ·⌦ B†

k)⇢]. So we shall examine how the k-fold twirl acts on

Pauli operators. Let us fix Pauli operator B1, . . . , Bk for the rest of the argument. Note

that the output �E(B1 ⌦ · · ·⌦Bn) can be also expanded by Pauli operators

�E(B1 ⌦ · · ·⌦Bk) =
X

C1,...,Ck

�C1,...,Ck
(C1 ⌦ · · ·⌦ Ck). (3)

We would like to guess �C1,...,Cn from average values of OTO correlators. Consider a

2k-point OTO correlator for a maximally mixed state, averaged over an ensemble E :

↵A1,...,Ak
=

��⌦A1(0)B1(t) · · ·Ak(0)Bk(t)
↵
T=1

��
E (4)
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We compute typical values of 4k-point correlation functions.

I. DESIGN BY OTO

In this section, we show that average values of 2k-point OTO correlation functions can

tell whether the ensemble of unitary operators form a unitary k-design or not. In fact, we

will prove a stronger result; averages of 2k-point OTO correlators completely characterize

the k-fold quantum channel.

Define the k-fold twirl over an ensemble E = {pj, Uj} by

�E(⇢) =
X

j

pj(Uj ⌦ · · ·⌦ Uj)⇢(U
†
j ⌦ · · ·⌦ U †

j ). (1)

Note that the map is linear and the input ⇢ can be expanded by Pauli operators

⇢ =
X

B1,...,Bk

�B1,...,Bk
(B1 ⌦ · · ·⌦Bk) (2)

where �B1,...,Bk
= 1

dkTr[(B
†
1 ⌦ · · ·⌦ B†

k)⇢]. So we shall examine how the k-fold twirl acts on

Pauli operators. Let us fix Pauli operator B1, . . . , Bk for the rest of the argument. Note

that the output �E(B1 ⌦ · · ·⌦Bn) can be also expanded by Pauli operators

�E(B1 ⌦ · · ·⌦Bn) =
X

C1,...,Cn

�C1,...,Cn(C1 ⌦ · · ·⌦ Cn). (3)

We would like to guess �C1,...,Cn from average values of OTO correlators. Consider a

2k-point OTO correlator for a maximally mixed state, averaged over an ensemble E :

↵A1,...,Ak
=

��⌦A1(0)B1(t) · · ·Ak(0)Bk(t)
↵
T=1

��
E (4)
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I. EQUATIONS

↵A1,...,Ak
! �C1,...,Ck

(1)

A1 B1 A2 B2 A3 B3 Ak Bk (2)

h A1(0)B1(t)A2(0)B2(t) · · ·Ak(0)Bk(t) i (3)

(gn2)T (4)

' gn2 (5)

SA ' |A| · log d (6)

Goal :

3

So we want to examine how the k-fold twirl transforms Pauli operators �B1,...,Bk
.

Let us fix Pauli operator B1, . . . , Bk for the rest of the argument. Note that the output

�E(B1 ⌦ · · · ⌦ Bn) can be also expanded by Pauli operators

�E(B1 ⌦ · · · ⌦ Bk) =
X

C1,...,Ck

�B1,··· ,Bk
C1,...,Ck

(C1 ⌦ · · · ⌦ Ck). (8)

Since we have fixed B1 ⌦ · · ·⌦Bk, we will write �B1,··· ,Bk
C1,...,Ck

as �C1,...,Ck
for clarity of notation by

dropping B1, · · · , Bk indices. In order to characterize the k-fold channel, we need to know

values of �C1,...,Cn for given B1, · · · , Bk.

The question is whether we can guess values of �C1,...,Cn by knowing average values of

OTO correlation function. Consider a 2k-point OTO correlator for a maximally mixed

state, averaged over an ensemble E :

↵A1,...,Ak
=

��⌦A1(0)B1(t) · · · Ak(0)Bk(t)
↵

T=1

��
E (9)

where Bi(t) = UBjU †. Here A1, . . . , Ak and B1, . . . , Bk are Pauli operators. Note that we

again dropped the B1, . . . , Bk dependence from ↵A1,...,Ak
because we have fixed them. The

question is whether one can determine �A1,...,Ak
from OTO averages ↵A1,...,Ak

.

B. Result

Substituting Eq. 8 to Eq. 9, we have the following relation

↵A1,...,Ak
=

1

d
· MC1,...,Ck

A1,...,Ak
�C1,...,Ck

, MC1,...,Ck
A1,...,Ak

= Tr[A1C1 · · · AkCk]. (10)

Below we prove that the tensor M is invertible. Namely, for its complex transpose:

M †A1,...,Ak

C1,...,Ck
= Tr[C†

kA
†
k · · · C†

1A
†
1], (11)

we prove

X

C1,...,Ck

M †A0
1,...,A0

k
C1,...,Ck

MC1,...,Ck
A1,...,Ak

= d2k · �
A0

1
A1

· · · �A0
k

Ak
(12)

Define :

3

So we want to examine how the k-fold twirl transforms Pauli operators �B1,...,Bk
.

Let us fix Pauli operator B1, . . . , Bk for the rest of the argument. Note that the output

�E(B1 ⌦ · · · ⌦ Bn) can be also expanded by Pauli operators

�E(B1 ⌦ · · · ⌦ Bk) =
X

C1,...,Ck

�B1,··· ,Bk
C1,...,Ck

(C1 ⌦ · · · ⌦ Ck). (8)

Since we have fixed B1 ⌦ · · ·⌦Bk, we will write �B1,··· ,Bk
C1,...,Ck

as �C1,...,Ck
for clarity of notation by

dropping B1, · · · , Bk indices. In order to characterize the k-fold channel, we need to know

values of �C1,...,Cn for given B1, · · · , Bk.

The question is whether we can guess values of �C1,...,Cn by knowing average values of

OTO correlation function. Consider a 2k-point OTO correlator for a maximally mixed

state, averaged over an ensemble E :

↵A1,...,Ak
=

��⌦A1(0)B1(t) · · · Ak(0)Bk(t)
↵

T=1

��
E (9)

where Bi(t) = UBjU †. Here A1, . . . , Ak and B1, . . . , Bk are Pauli operators. Note that we

again dropped the B1, . . . , Bk dependence from ↵A1,...,Ak
because we have fixed them. The

question is whether one can determine �A1,...,Ak
from OTO averages ↵A1,...,Ak

.

B. Result

Substituting Eq. 8 to Eq. 9, we have the following relation

↵A1,...,Ak
=

1

d
· MC1,...,Ck

A1,...,Ak
�C1,...,Ck

, MC1,...,Ck
A1,...,Ak

= Tr[A1C1 · · · AkCk]. (10)

Below we prove that the tensor M is invertible. Namely, for its complex transpose:

M †A1,...,Ak

C1,...,Ck
= Tr[C†

kA
†
k · · · C†

1A
†
1], (11)

we prove

X

C1,...,Ck

M †A0
1,...,A0

k
C1,...,Ck

MC1,...,Ck
A1,...,Ak

= d2k · �
A0

1
A1

· · · �A0
k

Ak
(12)
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I. EQUATIONS

�C1,...,Ck
/ M †A1,...,Ak

C1,...,Ck
· ↵A1,...,Ak

(1)

↵A1,...,Ak
! �C1,...,Ck

(2)

A1 B1 A2 B2 A3 B3 Ak Bk (3)

h A1(0)B1(t)A2(0)B2(t) · · ·Ak(0)Bk(t) i (4)

(gn2)T (5)

' gn2 (6)



Effective “design” of an ensemble

• We need to know OTO values for Haar random (or k-design) in advance.

This is possible by using some heavy math machineries.
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|4m-point|Haar ⇠
1

d2m
(1)

B̃ B̃† (2)

�C1,...,Ck
/ M †A1,...,Ak

C1,...,Ck
· ↵A1,...,Ak

(3)

↵A1,...,Ak
! �C1,...,Ck

(4)

A1 B1 A2 B2 A3 B3 Ak Bk (5)

h A1(0)B1(t)A2(0)B2(t) · · ·Ak(0)Bk(t) i (6)
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|4m-point|Haar ⇠
1

d2m
(1)

|4-point|Haar ⇠
1

d2
(2)

|8-point|Haar ⇠
1

d4
(3)

|4m-point|Cli↵ord ⇠ 1

d2
(4)

hSA,B,C,...|P ⌦ P †|SA,B,C,...i (5)

⇢in =
e��H

Tr e��H
⇢out =

e��H

Tr e��H
(6)

±1
d

2-design
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I. EQUATIONS

|4m-point|Haar ⇠
1

d2m
(1)

|4m-point| ⇠ 1

dD
(2)

B̃ B̃† (3)

�C1,...,Ck
/ M †A1,...,Ak

C1,...,Ck
· ↵A1,...,Ak

(4)

↵A1,...,Ak
! �C1,...,Ck

(5)

A1 B1 A2 B2 A3 B3 Ak Bk (6)

“effective design” of the ensemble

• 4m-point OTO correlation functions that are related to shockwave geometries.

Figure 4: The thermofield double and the first six multi-W states are drawn. In each case,
the next geometry is obtained from the previous by adding a shock either from the top left
or bottom left corner. The gray regions are sensitive to the details of a collision, but the
white regions are not. Using the time-folded bulk of [29], these states can be combined as
di↵erent sheets of an “accordion” geometry.

Because of the null shifts, all but one of the shock waves run from singularity to

singularity. Still, the leftmost one touches the boundary at time ±tw,7 making this time

locally distinguished in the CFT. One can also consider bulk solutions with the property

that all shocks run from singularity to singularity, leaving no locally distinguished time.

At the level of the bulk theory, there is nothing wrong with these geometries. However,

unlike the multi-W states described in this paper, we are not sure how or whether they

can be constructed in the CFT.

Our assumption that the {ti} are equal in magnitude and alternating in sign means that

the interior region of the resulting wormhole has a discrete translation symmetry. This

is simplest to understand if we consider building a geometry from an infinite sequence of

shocks. After k steps in the iterative procedure, the geometry to the left of all k shocks

will be unperturbed AdS-Schwarzschild. The geometry that gets built in that region by

the remaining (infinite) collection of shocks is therefore the same as the geometry to the

left of the first (k + 2) shocks.8

Using this translation invariance, we can understand the full geometry of the wormhole

by studying a “unit cell,” for which the geometry depends on ↵ but not n. Let us begin by

computing the length of the wormhole, i.e. the regularized length of the shortest geodesic

7Here, we are backing o↵ the limit tw ! 1.

8Notice that at finite E, this symmetry would be broken by a smoothly varying mass profile in the
wormhole, increasing from right to left. If we relax the assumption of equal times, this translation
invariance would also be broken by the fact that di↵erent W operators source shocks of varying strength.

10

catch ball setupshockwave geometries



Growth of design in an ER bridge ?

• Unitary t-design considers an ensemble of unitary operators. 

• Time-evolution of an ER bridge is given by a single Hamiltonian H.

How do we define “design” in an ER bridge ?

eg) Sachdev-Ye-Kitaev model

Due the scarcity of nontrivial systems which can be solved at strong coupling, the

first item is already enough to make the model worthy of study. The combination of

the first and the second items is remarkable and surprising. In the context of classi-

cal systems, solvability usually means integrability, which is mutually exclusive from

chaos. For a quantum system, there is no such restriction, as SYK demonstrates. The

third item implies that the model has some kind of holographic dual. The second

item strongly suggests this dual is Einstein gravity in some form. The combination

of all three items would appear to potentially place the model in the unique class of

constituting a solvable model of holography.

SYK is a variant of the Sachdev-Ye model (SY) [2] that was introduced by Kitaev

in a series of seminars [1]. Kitaev made significant advances in understanding the

model, connected the holographic study of chaos of Shenker and Stanford [5, 6, 11] to

Lyapunov exponents [3], and proposed SYK as a model of holography.

The main goal of this paper is to study the four-point function. This is also being

considered in [12, 13]. In Section 2 we review the model, its two-point function, and the

emergent conformal symmetry. In Section 3 we first review the setup of the four-point

function introduced in [1]. We then proceed to solve the Schwinger-Dyson equation

to compute the spectrum of two-particle states. We find both a discrete tower and a

continuous tower. In Section 4 the four-point function is expressed as a sum over the

spectrum. The discrete part of the sum is explicitly evaluated. Some comments are

made on the breaking of conformal invariance.

2 Two-point function

The SYK model is given by the Hamiltonian [1],

H = 1

4!

N�
i,j,k,l=1

J
ijkl

�
i

�
j

�
k

�
l

, (2.1)

where �
j

are Majorana fermions {�
i

,�
j

} = �
ij

, and the model has quenched disorder

with the couplings J
ijkl

drawn from the distribution,

P (J
ijkl

) ∼ exp �−N3J2

ijkl

�12J2� , (2.2)

leading to a disorder average of,

J2

ijkl

= 3!J2

N3

, J
ijkl

= 0 . (2.3)

The expressions for the correlation functions that will follow will always be the result

after the disorder average has been performed. The Lagrangian trivially follows from

– 2 –

random variables
we can compute disorder 
average analytically

Maybe, we can consider an ensemble of Hamiltonians ?

Can OTO detect complexity growth ?

• After the scrambling time, the complexity of the TFD state still keeps growing.

TFD(T)

• How do we detect the growth of complexity ?

• OTO seems useless. “Entanglement is not enough”.

Higher-point OTO can detect the complexity growth.

[Susskind, Brown et al, …]
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• After the scrambling time, the complexity of the TFD state still keeps growing.

TFD(T)

• How do we detect the growth of complexity ?

• OTO seems useless. “Entanglement is not enough”.

Higher-point OTO can detect the complexity growth.
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H1

H2

H3

H4

Or, we can imagine very high-energy DOF, which can be integrated out.
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OTO = hA(0)B(t)C(0)D(t)i (1)
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