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Quick Derivation
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Current vs Polarization

5

jiA = h ̄�i�5 i = �†R�
i�R + �†L�

i�L
  M

ag
ne

tic
 F

ie
ld

qeB

2⇡
⇥ qe

µq

⇡
Density of states 1D charge density

Static phenomenon? 
Physical interpretation? 
IR dependent?



March 10, 2015 @ YITP 6

Chiral Magnetic Effect

j =
q2eµ5

2⇡2
B

STAR/RHIC (2009)
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Experimental Status

More structures from more experimental data 
Something flows or static polarization???

STAR/RHIC (2014)
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Chiral Perturbation Theory
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The current from the usual chiral Lagrangian Lχ at the
lowest order results in

jµχ = −i
ef2

π

4
tr
[(
Σµ − Σ̃µ

)
τ3
]

≃ e
(
π−i∂µπ+ − π+i∂µπ−)+ · · · ,

(9)

which represents the electric current carried by the flow
of charged pions, π±, which is clear from the expanded
expression. There appears no term involving ∂µθ in this
part. More non-trivial and interesting is the current as-
sociated with the WZW terms, leading to

jµWZW = −Nctr(Q)

32π2
ϵµνρσ

{
2ie2tr

[
(Σν + Σ̃ν)τ3

]
∂ρAσ

+ e2tr
[
∂ρ(Σν + Σ̃ν)τ3

]
Aσ − 2e

3
tr(ΣνΣρΣσ)

}
, (10)

The physical meaning of this current will be transparent
in the expanded form using U ∼ 1+iπ ·τ/fπ+ · · · . Then
we find that the first term in Eq. (10) is written as,

jµWZW =
Nctr(Q)e2

8π2fπ
ϵµνρσ(∂νπ

0)Fρσ . (11)

The second term in Eq. (10) is vanishing and the last
term represents a topological current purely from the en-
tanglement of all π0 and π±. The physics implication of
Eq. (11) has been discussed with the π0-domain wall [9]
and the pion profile in the Skyrmion [27]. Finally we can
reproduce the CME current from the contact interaction
as

jµP =
Nc e2 tr(Q2)

4Nf π2
ϵµνρσ(∂νAρ) ∂σθ . (12)

We can rewrite the above expression in a more familiar
form using µ5 = ∂0θ/(2Nf) and Bi = ϵijk∂jAk to reach,

jP =
Nc e2 tr(Q2)

2π2
µ5B . (13)

It should be noted that ϵ0123 = +1 in our convention.
This derivation of the CME is quite suggestive on its

own and worth several remarks.
First, it is known that the contact term LP is not

renormalization-group invariant [25]. This means that
LP and thus jP are scale dependent like the running cou-
pling constant. It is often said that jP is an exact result
from the quantum anomaly, but it may be a little mis-
leading. The functional form itself could be protected
(though there is no rigourous proof) but B and µ5 in
Eq. (13) should be renormalized ones. Indeed it has been
pointed out that interaction vertices in the (axial) vector
channels result in the dielectric correction to B [28]. The
knowledge on the chiral Lagrangian strongly supports the
results of Ref. [28].
Second, to find Eq. (13), we do not need quark degrees

of freedom explicitly but only hadronic variables. This
is naturally so because the idea of the WZW action is to

!"

B
#

LPV

FIG. 1. Schematic figure for the single photon production as
a consequence of the axial anomaly and the external mag-
netic field. The angular distribution of the emitted photons
is proportional to (q2z + q2x)/(q

2
x + q2y + q3z) where qy is in the

direction parallel to B and qz and qx perpendicular to B.

capture the anomalous effects from the ultraviolet regime
in terms of infrared variables. It is clear from the above
derivation, therefore, that the CME occurs without mass-
less quarks in the quark-gluon plasma. (See also Ref. [29]
for another derivations of the CME without referring to
quarks explicitly.) Then, a conceptual confusion might
arise; what really flows that contributes to an electric
current in the hadronic phase? One may have thought
that it is π±, but such a current is rather given by jµχ ,
and the CME current jµP originates from the contact part
that is decoupled from U . The same question is applied
to Eq. (11) if the system has a π0 condensation.

In a sense these currents associated with the θ(x) or
π0(x) backgrounds are reminiscent of the Josephson cur-
rent in superconductivity. Suppose that we have a π0

condensate, then such a coherent state behaves like a
macroscopic wave-function of π0 field. Then, a micro-
scopic current inside of the wave-function π0 could be a
macroscopic current in the whole system since the wave-
function spreads over the whole system. In the case of
the CME, θ(x) or η0(x) plays the same role as π0(x). In
this way, strictly speaking, it is a high-momentum com-
ponent of quarks and anti-quarks in the wave-function of
π0 or η0 that really flow to make a current, though these
quarks do not have to get deconfined.

This sort of confusing interpretation of the CME cur-
rent arises from the assumption that θ(x) and B(x) are
spatially homogeneous. Once this assumption is relaxed,
as we discuss in what follows, an interesting new possi-
bility opens, which may be more relevant to experiments.

From now on, let us revisit Eq. (7) from a different
point of view. If we literally interpret Eq. (7) as usual in
the quantum field theory, it should describe a vertex of
the processes involving two photons and the θ field such
as θ → γγ and θ+B → γ in the magnetic field. The lat-
ter process can be viewed as the reverse of the Primakoff
effect involving the θ(x) background instead of neutral
mesons. It is a very intriguing question how much pho-
ton can be produced from this reverse Primakoff effect.
For this purpose we shall decompose the vector potential
into the background Āµ (corresponding to B) and the
fluctuation Aµ (corresponding to photon). Then, Eq. (7)

4

turns into

LP =
Nc e2 tr(Q2)

8Nf π2
ϵµνρσ

[
Aµ(∂νAρ)+AµF̄νρ

]
∂σθ , (14)

where the first term represents the two-photon produc-
tion process θ → γγ similar to π0 → γγ, and the sec-
ond represents the reverse Primakoff effect (θ + B → γ)
involving the background field strength F̄µν = ∂µĀν −
∂νĀµ. Here we are interested only in the situation that
the background field is so strong that we can neglect the
contribution from the first term.
Even when |eB| ∼ ΛQCD in the heavy-ion collision,

we can still utilize the perturbative expansion in terms
of the electromagnetic coupling constant. In the leading
order, from the LSZ reduction formula, the S-matrix ele-
ment for the single-photon production with the momen-
tum q = (|q|, q) and the polarization ε(i)(q) is deduced
immediately from the vertex (14),

iM(i; q) = ⟨ε(i)(q)|Ω⟩ = i
Nc e2 tr(Q2)

8Nf π2
√
(2π)32q0

× ϵµνρσε(i)µ(q)

∫
d4x e−iq·xF̄νρ(x) ∂σθ(x) ,

(15)

where q0 = |q|. This expression becomes very simple
when the background field has only the magnetic field in
the y direction, i.e.B = F̄zx and the rest is just vanishing.
Thus, we have,

ϵµνρσε(i)µ(q)

∫
d4x e−iq·xF̄νρ(x) ∂σθ(x)

= −2ε(i)y(q)

∫
d4x e−iq·xB(x) ∂0θ(x) ,

(16)

and replacing ∂0θ by the chiral chemical potential µ5 by
µ5 = ∂0θ/(2Nf) and using

∑
i ε

(i)j(q) ε(i)k(q) = δjk −
qjqk/q2 with q2 = q2x + q2y + q2z , we can finally arrive at

q0
dNγ

d3q
= q0

∑

i

|M(i; q)|2

=
1− (qy)2/q2

2(2π)3

(
Nc e2 tr(Q2)

2π2

∫
d4x e−iq·xB(x)µ5(x)

)2

=
q2z + q2x
2(2π)3q2

· 25αe ζ(q)

9π3
, (17)

where we used Nc = 3 and tr(Q2) = 5/9 for the two-
flavor case in the last line and αe ≡ e2/(4π) ≃ 1/137 is
the fine structure constant. In the above we defined,

ζ(q) ≡
∣∣∣∣
∫

d4x e−iq·xeB(x)µ5(x)

∣∣∣∣
2

. (18)

It is quite interesting to see that the final expression is
proportional to the momenta q2z + q2x which are perpen-
dicular to the B direction. This could be another source
for the elliptic flow v2 of the direct photon in a similar
mechanism as pointed out in Ref. [19].

Because there is no reliable model to predict µ5(x),
it is difficult to calculate ζ(q) as a function of the mo-
mentum. For a first attempt, therefore, let us make a
qualitative order estimate. The strength of the mag-
netic field is as large as Λ2

QCD or even bigger at initial
time. A natural scale for µ5 is also given by ΛQCD,
or if the origin of the LPV is the color flux-tube struc-
ture in the Glasma [21], the typical scale is the satu-
ration momentum Qs ∼ 2 GeV for the RHIC energy.
The space-time integration picks up the volume factor
∼ τ20A⊥ with τ0 being the life time of the magnetic field,
i.e. τ0 ≃ 0.01 ∼ 0.1 fm/c, and A⊥ the transverse area
∼ 150 fm2 for the Au-Au collision. Then, ζ ≃ 0.1 ∼ 103,
where the smallest estimate for τ0 = 0.01 fm/c and
µ5 ∼ ΛQCD and the largest one for τ0 = 0.1 fm/c
and µ5 ∼ Qs. Then, the photon yield is expected
to be q0(dNγ/d3q) ≃ (10−7 ∼ 10−3)GeV−2. This is
of detectable level of the photon yield as compared to
the conventional photon production from the thermal
medium [30]. If the backreactions to sustain B work
efficiently, the relevant time scale τ0 may be replaced by
the life time of the plasma. Then, the photon contribu-
tion from the reverse Primakoff effect would be enhanced
and appreciable even at the LHC energy.

We also remark about a hard scale such as Qs in
the above estimate. We postulated that the interaction
vertex (14) makes sense also in the ultraviolet regime
since the CME current (13) is kept unchanged through
renormalization, which extends the validity of Eq. (14)
to ultraviolet scales. It would be a non-trivial question
whether or how the anomaly matching between the ul-
traviolet and infrared degrees of freedom could be real-
ized, including a formalism based on the vector domi-
nance [11], which is beyond our current scope.

One may think that not only the polarization but also
ζ(q) has strong asymmetry because of the presence of B.
The typical domain size of the LPV should be, however,
much smaller than the impact factor b ∼ a few fm at least,
and thus the asymmetry effect turns out only negligible.
In reality, depending on the spatial position, there are
not only By, but Bx and Bz and also the electric fields
Ex, Ey, and Ez. We are now performing full numerical
calculations including all those fields and the LPV based
on the Glasma flux-tube picture, which will be reported
in a future publication.

In summary, we have formulated the CME in terms
of the chiral Lagrangian with the WZW terms, which
provides us with the physics picture to understand the
CME in the hadronic phase. We derived the current of
the CME correctly from the contact term that is not RG
invariant. We established how the CME could be realized
through η0(x) as a result of the DCC in the iso-singlet
channel. Then, the key observation in view of the chiral
Lagrangian is that the vertex responsible for the CME
also describes the single photon production. We have
given the expression for the photon yield to find that
its angular distribution is asymmetric with the direction
perpendicular to B more preferred. We made a qualita-

WZW action in ChPT

Derivative w.r.t. A  :  Electric current (Chiral Magnetic Effect)

Identified as a chiral chemical potential

or
Vertex of photon-photon-theta (h meson)

Dynamical (kinematical) problem!

Kaiser (2001)  
Fukushima-Mameda (2012)
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Serious Difficulty

j = Nc

X

f=flavor

q2fµ5

2⇡2

B

The formula for QCD reads:

What is µ5 in experiment??? 
Possible to control µ5 ??? 
Some alternative of µ5???
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Alternative Setup
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B

E

Electric currents flow  
 in directions perpendicular to E

Ohm’s Law

Hall Current

CME

E ·B provides a CP-odd background  
(corresponding to µ5)
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Reality in Heavy-Ion Collisions
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Color Glass Condensate (CGC)

Color Glass + Plasma = Glasma

(s) Quark-Gluon Plasma

⌧ . 1/Qs ⇠ 0.1fm/c

⌧ . ⌧0 ⇠ 1fm/c

⌧ . ⌧f ⇠ 10fm/c

Hadronization (quarks → hadrons)

B
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Parametrization of B
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2 sinhY

Life-time < 0.1fm/c at most
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外部磁場
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External magnetic field  
created by “spectators”
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Characterized  
        by Qs

Topological charge density ~ 

B

E · B ⇠ Q4
s

Initial Gluon Configurationsfukushima printed on November 14, 2011 13
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Fig. 5. Left: Time evolution of the chromo-electric and the chromo-magnetic fields.
The subscripts, L and T , represent the longitudinal and the transverse fields, re-
spectively. Right: The longitudinal and the transverse pressures as a function of
time.

is rather smooth even though the source ρ̄(x⊥) has random fluctuations.
This smoothness is not physical, however, and the gauge fields are furiously
fluctuating as shown in the right panel of Fig. 4. It is worth noting that
the color-flux tube picture as sketched in Fig. 3 is not the case in the MV
model and the JIMWLK evolution is indispensable to take account of the
flux tube structure.

The physical observables are measured by taking an ensemble average
of results with different initial ρ̄(x⊥)’s. It is useful to compute not only the
energy density (31) but also other combinations of the energy-momentum
tensor. In particular the following pressures are important in order to judge
how anisotropic the system is;

PT =
1

2

〈
T xx + T yy

〉
=

〈
tr
[
E2

L
+B2

L

]〉
, (35)

PL =
〈
τ2T ηη

〉
=

〈
tr
[
E2

T
+B2

T
− E2

L
−B2

L

]〉
, (36)

where the longitudinal and transverse chromo-electric and chromo-magnetic
fields are defined as

E2
L
= EηaEηa , E2

T
=

1

τ2
(
ExaExa + EyaEya

)
, (37)

B2
L
= Fa

12Fa
12 , B2

T
=

1

τ2
(
Fa
ηxFa

ηx + Fa
ηyFa

ηy

)
. (38)

The numerical results from the numerical Glasma simulation are pre-
sented in Fig. 5. From this figure it is clear that there are only longitudinal
fields E2

L
and B2

L
right at the collision (τ = 0) as explained with Fig. 3. The

transverse fields are developing as τ increases, and eventually the longitu-
dinal and the transverse fields approach each other at g2µτ > 1. This does

decays quickly  
 due to expansion
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2

By

z

y x
Ez
Bz

FIG. 1: Schematics of the collision geometry and fields.

so-called θ angle vanishes and there is no global violation
of parity) the probability of generating either positive Q
or negative Q is equal. Using the observable proposed in
[14] the STAR collaboration has analyzed charge corre-
lations [15]. The results are qualitatively in agreement
with the predictions of the chiral magnetic effect; the
search for alternative explanations and additional mani-
festations of local parity violation is underway [16].

Several quantitative theoretical studies of the chiral
magnetic effect have appeared in the literature [9–12].
Most of the analytic studies are based on introducing a
chiral asymmetry by hand, after which the equilibrium
response to a magnetic field is studied [9, 11] (see also
[13]). In this Letter we will for the first time investigate
a situation in which the chirality is generated dynami-
cally in real-time in the presence of a magnetic field. For
this we will take the simplest Yang-Mills gauge field con-
figuration carrying topological charge, that is one which
describes a color flux tube having constant Abelian field
strength, i.e. Gµν

a = Gµνna with nana = 1 and Gµν con-
stant and homogeneous. Furthermore, we will take only
the z-components of the color electric (Ez = G0z) and
color magnetic (Bz = − 1

2
ϵzijGij) field nonzero. Perpen-

dicular to this field configuration we will apply an electro-
magnetic field By pointing in the y direction (see Fig. 1).
Note that hereafter we write B to denote a color mag-
netic field and B for an electromagnetic one. Such color
flux tubes, which carry topological charge and are homo-
geneous over a spatial scale ∼ Q−1

s , naturally arise in the
glasma [17], the dense gluonic state just after the colli-
sion, where Ez ∼ Bz ∼ Q2

s/g. The induced current itself
can generate electromagnetic and color fields, which can
alter the dynamics. We will ignore this back-reaction,
which can be justified as long as the induced current is
small compared to the currents that create the external
color and magnetic fields. Furthermore we will also ig-
nore the production of gluons in the color flux-tube.

Calculation. Using a color rotation we can choose
only the third component of na nonvanishing. Since the
generator t3 = diag(1

2
,− 1

2
, 0) of the SU(3) Lie algebra

is diagonal, the different color components decouple. As
a result for each quark flavor separately the problem is
equivalent to a quantum electrodynamics (QED) calcu-
lation, in which the magnetic field B = (0, By, Bz) with
qBz = ± 1

2
gBz and the electric field E = (0, 0, Ez) with

qEz = ± 1

2
gEz. Here ± labels the different color compo-

nents, and q denotes the electric charge of a particular
quark. We will define K to be the coordinate frame in
which the electromagnetic field has this form.
We hence need to compute the induced electromag-

netic current density jµ = q⟨ψ̄γµψ⟩ in K. To do this we
will start in a different coordinate system K ′ in which
E = (0, 0, E′

z) and B = (0, 0, B′

z). In this frame it is
rather straightforward to do calculations. Then by ap-
plying a Lorentz transformation we can obtain the results
in K as is illustrated in Fig. 2. We will switch on the elec-
tric field in K ′ uniformly at a time t′i in the distant past,
i.e. E′

z(t
′) = E′

zθ(t
′ − t′i). In this way the situation in K ′

is completely homogeneous.
In K ′ particle-antiparticle pairs are produced by the

Schwinger process [4]. The rate per unit volume of this
process equals [18], (see also [19] and [20])

Γ =
q2E′

zB
′

z

4π2
coth

(

B′

z

E′
z

π

)

exp

(

−
m2π

|qE′
z|

)

. (1)

The production of pairs in K ′ gives rise to an homoge-
neous electromagnetic current density j′µ. Because of
symmetry reasons the only nonvanishing component of
this current lies in the z-direction. Furthermore, each
time a pair is created the current will grow. Eventu-
ally when both components of the pair are accelerated
by the electric field to (nearly) the speed of light, the
net effect of the creation of one single pair will be that
the total current has increased by two units of q. There-
fore, sufficiently long after the switch-on, the change in
current density in the z-direction becomes 2q times the
rate per unit volume of pair-production, to be precise
∂t′j

′ = 2qΓsgn(qE′

z)ez. This equation has been verified
explicitly numerically in [21]. We have also found it to
be correct analytically, even for m ̸= 0 [22].
Before we compute the induced currents in K let us

point out that the rate Γ is consistent with the anomaly
equation. In the limit of a very large magnetic field
(B′

z ≫ E′

z) all produced pairs will reside in the lowest
Landau level causing maximal chiral asymmetry. Since
each pair then produces two units of N5, the pair produc-
tion rate should then be equal to half the chirality rate.
Taking the limit B′

z ≫ E′

z in Eq. (1) gives

Γ sgn(E′

zB
′

z) ≈
q2

4π2
E′

zB
′

z exp

(

−
m2π

|qE′
z|

)

= 1

2
∂t′n

′

5, (2)

which is indeed in agreement with the anomaly equation
(see Introduction) in the limit of m = 0, since the chi-
ral current j5 vanishes because of homogeneity. It turns
out that Eq. (2) also exactly gives the chirality rate for
nonzero m and any E′

z and B′

z [22].
As is indicated in Fig. 2 we can go from frame K ′

to K ′′ by applying a boost with rapidity η in the x-
direction. In the new coordinate system K ′′ obtained
by this boost, the electric and magnetic field respec-
tively read E′′ = −B′

z sinh η ey +E′

z cosh η ez and B′′ =

Glasma

Pulsed magnetic field
~ a few GeV 
< 0.1fm/c

~ 1-2 GeV 
< 0.1fm/c

Pulsed Electro-magnetic Fields
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Analytical “Benchmark”
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j⃗

FIG. 2: Lorentz transformation from a frame K′ in which the
electric field (E), magnetic field (B), and the current density
(j) are parallel to each other, to a frame K in which B and
j have a component perpendicular to E.

E′

z sinh η ey + B′

z cosh η ez. Since j′µ points in the z-
direction, the direction of j′µ will not change after the
boost in the x-direction. However because the boost im-
plies that t′ = t′′ cosh η + x′′ sinh η, the current density
rate is modified to ∂t′′j

′′ = 2qΓsgn(qE′

z) cosh η ez. The
current density has now also obtained a gradient in the
x-direction (∂x′′j′′ ̸= 0). This and other inhomogeneities
in K ′′ arise because the uniform switch-on of E′ at t′i
implies an inhomogeneous switch-on of part of E′′ and
B′′ at t′′ = t′i/ cosh η − x′′ tanh η.
To arrive in frame K we have to apply a rotation

with angle θ around the x-axis such that the electric
field points in the z-direction. The angle θ follows from
Fig. 2 and satisfies sin θ = −E′′

y /Ez = B′

z sinh η/Ez and
cos θ = E′′

z /Ez = E′

z cosh η/Ez. The current density rate
becomes after the rotation

∂tj = qΓ

(

sinh(2η)
B′

z

Ez
ey + cosh2 η

2E′

z

Ez
ez

)

sgn(qE′

z).

(3)
We can eliminate η by expressing the above in terms
of the fields in K. The magnetic field is By =
E′

z sinh η cos θ+B′

z cosh η sin θ, implying that sinh(2η) =
2ByEz/(E′2

z + B′2
z ). Because both F = 1

4
FµνFµν =

1

2
(B2

y +B2
z −E2

z ) =
1

2
(B′2

z −E′2
z ) and H = − 1

4
Fµν F̃µν =

EzBz = E′

zB
′

z are Lorentz invariant, one finds a ≡ |E′

z | =
(
√
F2 +H2−F)1/2, and b ≡ |B′

z| = (
√
F2 +H2+F)1/2.

Now we can put all our results together. After sum-
ming over colors the z-component of the current vanishes
(∂tjz = 0), implying that the only remaining compo-
nent lies in the y-direction. Using that q sgn(qE′

z)B
′

z =
|q|sgn(EzBz)b we obtain after summing over colors,

∂tjy =
q2|q|By

π2

ab2sgn(EzBz)

a2 + b2
coth

(

πb

a

)

exp

(

−
m2π

|qa|

)

(4)
where a and b have dependence on qEz = ± 1

2
gEz and

qBz = ± 1

2
gBz. The rate of chirality production in K

becomes ∂tn5 = cosh2 η ∂t′n′

5. Inserting Eq. (2) yields
for the rate of current over chirality density generation

1

|q|
∂tjy
∂tn5

=
2q2Byb coth (πb/a)

q2(a2 + b2 +B2
y) +

1

4
g2(E2

z + B2
z)
. (5)
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FIG. 3: Rate of current (jy) over chirality density (n5) gener-
ation in a color flux tube, as a function of the perpendicular
magnetic field By . The ratio ξ = |Bz/Ez|. The curves are
valid for any value of the quark mass.

Discussion. Equation (4) clearly shows that an exter-
nal magnetic field induces a current perpendicular to the
color flux tube. To summarize our findings we display in
Fig. 3 for three different values of ξ = |Bz/Ez| the rate of
generation of this current normalized to Eq. (5), the rate
of chirality production. We will now analyze our results
and show that ∂tjy indeed behaves as the chiral magnetic
effect predicts.
First of all let us take either Ez = 0 or Bz = 0, which

implies that no chirality is generated. If Ez = 0 then
a = 0, for Bz = 0 either a = 0 or b = 0. In all these
cases ∂tjy indeed vanishes as follows from Eq. (4). This
is obvious when a = 0 since in that case no particles are
produced as follows from Eq. (1). Also as expected ∂tjy
vanishes if there is no perpendicular magnetic field which
can be seen from Fig. 3 as well.
Secondly, in the limit of qBy ≫ gEz, gBz, we have

b ≃ |By| so that from Eq. (5) it follows that ∂tjy =
|q|sgn(By)∂tn5. This indicates that for large magnetic
fields the current rate is indeed exactly given by the chi-
rality rate in agreement with the prediction outlined in
the introduction. Therefore the curves in Fig. 3 approach
unity for when both qBy/gEz and qBy/(gEzξ) are large.
A finite mass reduces the chirality and indeed also ∂tjy

as can be seen from Eq. (4). In fact Eq. (5) shows for any
value of the mass the current is proportional to the chiral-
ity. Hence the curves displayed in Fig. 3 are independent
of mass. Moreover let us point out that the direction
of the current is independent of the sign of the quark
charge, but does depend on the direction of the magnetic
field and the sign of the chirality, i.e. sgn(EzBz). For qBy

small compared to both gEz and gBz, we have a ≃ | g
2qEz|

and b ≃ | g
2qBz| so that

∂tjy ≃
q2By

2π2

gEzB2
z

B2
z + E2

z

coth

(

Bz

Ez
π

)

exp

(

−
2m2π

|gEz|

)

. (6)

2

By

z

y x
Ez
Bz

FIG. 1: Schematics of the collision geometry and fields.

so-called θ angle vanishes and there is no global violation
of parity) the probability of generating either positive Q
or negative Q is equal. Using the observable proposed in
[14] the STAR collaboration has analyzed charge corre-
lations [15]. The results are qualitatively in agreement
with the predictions of the chiral magnetic effect; the
search for alternative explanations and additional mani-
festations of local parity violation is underway [16].

Several quantitative theoretical studies of the chiral
magnetic effect have appeared in the literature [9–12].
Most of the analytic studies are based on introducing a
chiral asymmetry by hand, after which the equilibrium
response to a magnetic field is studied [9, 11] (see also
[13]). In this Letter we will for the first time investigate
a situation in which the chirality is generated dynami-
cally in real-time in the presence of a magnetic field. For
this we will take the simplest Yang-Mills gauge field con-
figuration carrying topological charge, that is one which
describes a color flux tube having constant Abelian field
strength, i.e. Gµν

a = Gµνna with nana = 1 and Gµν con-
stant and homogeneous. Furthermore, we will take only
the z-components of the color electric (Ez = G0z) and
color magnetic (Bz = − 1

2
ϵzijGij) field nonzero. Perpen-

dicular to this field configuration we will apply an electro-
magnetic field By pointing in the y direction (see Fig. 1).
Note that hereafter we write B to denote a color mag-
netic field and B for an electromagnetic one. Such color
flux tubes, which carry topological charge and are homo-
geneous over a spatial scale ∼ Q−1

s , naturally arise in the
glasma [17], the dense gluonic state just after the colli-
sion, where Ez ∼ Bz ∼ Q2

s/g. The induced current itself
can generate electromagnetic and color fields, which can
alter the dynamics. We will ignore this back-reaction,
which can be justified as long as the induced current is
small compared to the currents that create the external
color and magnetic fields. Furthermore we will also ig-
nore the production of gluons in the color flux-tube.

Calculation. Using a color rotation we can choose
only the third component of na nonvanishing. Since the
generator t3 = diag(1

2
,− 1

2
, 0) of the SU(3) Lie algebra

is diagonal, the different color components decouple. As
a result for each quark flavor separately the problem is
equivalent to a quantum electrodynamics (QED) calcu-
lation, in which the magnetic field B = (0, By, Bz) with
qBz = ± 1

2
gBz and the electric field E = (0, 0, Ez) with

qEz = ± 1

2
gEz. Here ± labels the different color compo-

nents, and q denotes the electric charge of a particular
quark. We will define K to be the coordinate frame in
which the electromagnetic field has this form.
We hence need to compute the induced electromag-

netic current density jµ = q⟨ψ̄γµψ⟩ in K. To do this we
will start in a different coordinate system K ′ in which
E = (0, 0, E′

z) and B = (0, 0, B′

z). In this frame it is
rather straightforward to do calculations. Then by ap-
plying a Lorentz transformation we can obtain the results
in K as is illustrated in Fig. 2. We will switch on the elec-
tric field in K ′ uniformly at a time t′i in the distant past,
i.e. E′

z(t
′) = E′

zθ(t
′ − t′i). In this way the situation in K ′

is completely homogeneous.
In K ′ particle-antiparticle pairs are produced by the

Schwinger process [4]. The rate per unit volume of this
process equals [18], (see also [19] and [20])

Γ =
q2E′

zB
′

z

4π2
coth

(

B′

z

E′
z

π

)

exp

(

−
m2π

|qE′
z|

)

. (1)

The production of pairs in K ′ gives rise to an homoge-
neous electromagnetic current density j′µ. Because of
symmetry reasons the only nonvanishing component of
this current lies in the z-direction. Furthermore, each
time a pair is created the current will grow. Eventu-
ally when both components of the pair are accelerated
by the electric field to (nearly) the speed of light, the
net effect of the creation of one single pair will be that
the total current has increased by two units of q. There-
fore, sufficiently long after the switch-on, the change in
current density in the z-direction becomes 2q times the
rate per unit volume of pair-production, to be precise
∂t′j

′ = 2qΓsgn(qE′

z)ez. This equation has been verified
explicitly numerically in [21]. We have also found it to
be correct analytically, even for m ̸= 0 [22].
Before we compute the induced currents in K let us

point out that the rate Γ is consistent with the anomaly
equation. In the limit of a very large magnetic field
(B′

z ≫ E′

z) all produced pairs will reside in the lowest
Landau level causing maximal chiral asymmetry. Since
each pair then produces two units of N5, the pair produc-
tion rate should then be equal to half the chirality rate.
Taking the limit B′

z ≫ E′

z in Eq. (1) gives

Γ sgn(E′

zB
′

z) ≈
q2

4π2
E′

zB
′

z exp

(

−
m2π

|qE′
z|

)

= 1

2
∂t′n

′

5, (2)

which is indeed in agreement with the anomaly equation
(see Introduction) in the limit of m = 0, since the chi-
ral current j5 vanishes because of homogeneity. It turns
out that Eq. (2) also exactly gives the chirality rate for
nonzero m and any E′

z and B′

z [22].
As is indicated in Fig. 2 we can go from frame K ′

to K ′′ by applying a boost with rapidity η in the x-
direction. In the new coordinate system K ′′ obtained
by this boost, the electric and magnetic field respec-
tively read E′′ = −B′

z sinh η ey +E′

z cosh η ez and B′′ =

Schwinger process in K’

Current generation rate

3
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y

z
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FIG. 2: Lorentz transformation from a frame K′ in which the
electric field (E), magnetic field (B), and the current density
(j) are parallel to each other, to a frame K in which B and
j have a component perpendicular to E.

E′

z sinh η ey + B′

z cosh η ez. Since j′µ points in the z-
direction, the direction of j′µ will not change after the
boost in the x-direction. However because the boost im-
plies that t′ = t′′ cosh η + x′′ sinh η, the current density
rate is modified to ∂t′′j

′′ = 2qΓsgn(qE′

z) cosh η ez. The
current density has now also obtained a gradient in the
x-direction (∂x′′j′′ ̸= 0). This and other inhomogeneities
in K ′′ arise because the uniform switch-on of E′ at t′i
implies an inhomogeneous switch-on of part of E′′ and
B′′ at t′′ = t′i/ cosh η − x′′ tanh η.
To arrive in frame K we have to apply a rotation

with angle θ around the x-axis such that the electric
field points in the z-direction. The angle θ follows from
Fig. 2 and satisfies sin θ = −E′′

y /Ez = B′

z sinh η/Ez and
cos θ = E′′

z /Ez = E′

z cosh η/Ez. The current density rate
becomes after the rotation

∂tj = qΓ

(

sinh(2η)
B′

z

Ez
ey + cosh2 η

2E′

z

Ez
ez

)

sgn(qE′

z).

(3)
We can eliminate η by expressing the above in terms
of the fields in K. The magnetic field is By =
E′

z sinh η cos θ+B′

z cosh η sin θ, implying that sinh(2η) =
2ByEz/(E′2

z + B′2
z ). Because both F = 1

4
FµνFµν =

1

2
(B2

y +B2
z −E2

z ) =
1

2
(B′2

z −E′2
z ) and H = − 1

4
Fµν F̃µν =

EzBz = E′

zB
′

z are Lorentz invariant, one finds a ≡ |E′

z | =
(
√
F2 +H2−F)1/2, and b ≡ |B′

z| = (
√
F2 +H2+F)1/2.

Now we can put all our results together. After sum-
ming over colors the z-component of the current vanishes
(∂tjz = 0), implying that the only remaining compo-
nent lies in the y-direction. Using that q sgn(qE′

z)B
′

z =
|q|sgn(EzBz)b we obtain after summing over colors,

∂tjy =
q2|q|By

π2

ab2sgn(EzBz)

a2 + b2
coth

(

πb

a

)

exp

(

−
m2π

|qa|

)

(4)
where a and b have dependence on qEz = ± 1

2
gEz and

qBz = ± 1

2
gBz. The rate of chirality production in K

becomes ∂tn5 = cosh2 η ∂t′n′

5. Inserting Eq. (2) yields
for the rate of current over chirality density generation

1

|q|
∂tjy
∂tn5

=
2q2Byb coth (πb/a)

q2(a2 + b2 +B2
y) +

1

4
g2(E2

z + B2
z)
. (5)
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FIG. 3: Rate of current (jy) over chirality density (n5) gener-
ation in a color flux tube, as a function of the perpendicular
magnetic field By . The ratio ξ = |Bz/Ez|. The curves are
valid for any value of the quark mass.

Discussion. Equation (4) clearly shows that an exter-
nal magnetic field induces a current perpendicular to the
color flux tube. To summarize our findings we display in
Fig. 3 for three different values of ξ = |Bz/Ez| the rate of
generation of this current normalized to Eq. (5), the rate
of chirality production. We will now analyze our results
and show that ∂tjy indeed behaves as the chiral magnetic
effect predicts.
First of all let us take either Ez = 0 or Bz = 0, which

implies that no chirality is generated. If Ez = 0 then
a = 0, for Bz = 0 either a = 0 or b = 0. In all these
cases ∂tjy indeed vanishes as follows from Eq. (4). This
is obvious when a = 0 since in that case no particles are
produced as follows from Eq. (1). Also as expected ∂tjy
vanishes if there is no perpendicular magnetic field which
can be seen from Fig. 3 as well.
Secondly, in the limit of qBy ≫ gEz, gBz, we have

b ≃ |By| so that from Eq. (5) it follows that ∂tjy =
|q|sgn(By)∂tn5. This indicates that for large magnetic
fields the current rate is indeed exactly given by the chi-
rality rate in agreement with the prediction outlined in
the introduction. Therefore the curves in Fig. 3 approach
unity for when both qBy/gEz and qBy/(gEzξ) are large.
A finite mass reduces the chirality and indeed also ∂tjy

as can be seen from Eq. (4). In fact Eq. (5) shows for any
value of the mass the current is proportional to the chiral-
ity. Hence the curves displayed in Fig. 3 are independent
of mass. Moreover let us point out that the direction
of the current is independent of the sign of the quark
charge, but does depend on the direction of the magnetic
field and the sign of the chirality, i.e. sgn(EzBz). For qBy

small compared to both gEz and gBz, we have a ≃ | g
2qEz|

and b ≃ | g
2qBz| so that

∂tjy ≃
q2By

2π2

gEzB2
z

B2
z + E2

z

coth

(

Bz

Ez
π

)

exp

(

−
2m2π

|gEz|

)

. (6)

“Lorentz Boost”

Fukushima- 
-Kharzeev-  
-Warringa (2010)
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Strategy for Numerical Simulation

Particle production in strong fields

Momentum asymmetry caused by a CP-odd background

Real-time dynamics of the Chiral Magnetic Effect

Pair production of particles and anti-particles

Difference between particles and anti-particles
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Particle Production in Strong Fields

E = �r�� @tA

Background with 
Energy Source p-p

Pair production when energy conservation satisfied 
(Schwinger Mechanism)

In a simple case with E only:
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Pulsed Electric Field
Scalar QED (fermion is not much fun; soon saturated)

which is consistent with the condition (81). Now that we have |�
k

|2 explicitly,
we can get the general probability distribution which is characterized only in
terms of |�

k

|2. The single inclusive spectrum, for example, is

dN+

1

d3

p

=
V

(2⇡)3
cosh[⇡(�0 � µ

p

+ ⌫
p

)] cosh[⇡(�0 + µ
p

� ⌫
p

)]
sinh(2⇡µ

p

) sinh(2⇡⌫
p

)
. (134)

From this expression we can get the occupation number f
p

which is obtained by
removing the volume factor V/(2⇡)3 of the single particle spectrum. Once f

p

is
given, the whole probability distribution is known as discussed in the previous
sections. We plot f

p

as a function of p3 in the unit of m? ⌘
p

p2

? + m2 in fig. 5.
In drawing fig. 5 we fixed m?, and set the electric field to the value E = ⇡m2

?/e–
which is su�ciently strong to create particles in view of the standard expression
of the Schwinger mechanism–, and then we vary the time scale !.
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Figure 5: Time scale dependence of the produced particle distribution as a
function of p3. As ! ! 0 the distribution approaches eq. (135) and f

p

extends
between p3 ' �2eE/! and p3 ' 0as seen from the curve for ! = m

T

in the
figure. In contrast, with increasing !, the result approaches eq. (136) which
spreads wider than the small-! case with the distribution center located at
p3 ' �eE/!.

Now let us consider two extreme cases. First, we take the constant field limit
(! ! 0), which make the above expression as simple as follows;

dN+

1

d3

p

! V

(2⇡)3
exp


�⇡(p2

? + m2)
4eE

⇣ 1
1 + ⇢

� 1
⇢

⌘�
(! ! 0) , (135)

where ⇢ ⌘ !p3/(2eE) taking a value in the range of �2eE/! < p3 < 0 (i.e.
�1 < ⇢ < 1). In the outside region, p3 > 0 or p3 < �2eE/!, the result is zero
in the ! ! 0 limit.

30

Perturbative pair

Non-perturbative tunneling

EoM has all processes

Produced Particle Spectrum
Fukushima-Gelis-Lappi (2009)
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Spectral representation of the particle production 11
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Figure 2. Two independent wave functions satisfying the given boundary conditions
(21) at t = �T with T = 100.

(RK4) method and took 20000 points to discretise along the time direction. We imposed

the boundary conditions (21) at t = �T with T = 100. Because the equation of motion

is real,  (�)

p

(t) =  

(+)⇤
p

(t) follows immediately, and this means that the real part of

them should be identical. This is why we present the imaginary part in figure 2, and

indeed, we can make it sure that our numerical calculations go correctly to respect

Im (�)

p

(t) = �Im (+)

p

(t).

The in-state around t ⇠ �T has the field amplitude of the correct normalisation

1/
p

2E
in

(p), while at later time, as seen in figure 2, the amplitude deviates from

1/
p

2E
out

(p). This discrepancy is attributed to the mixing between the positive- and

the negative-energy states and thus signals for the Bogoliubov transformation.

Once we have the wave-functions, we can construct the spectral functions for any

t, i.e. a simple calculation leads to

A�(t, p
0

,p) =

Z

�

��

d�t eip0�t
h

 

(+)

p

(t+1

2

�t) (+)⇤
p

(t�1

2

�t)� (�)

p

(t+1

2

�t) (�)⇤
p

(t�1

2

�t)
i

, (25)

for Pauli-Jordan’s function and we can find a similar expression for Hadamard’s function.

The time evolution of the spectral functions may have dependence on the choice of �.

Intuitively, � corresponds to the observation time, as we already mentioned, to detect

the quasi-particle behaviour in the oscillation pattern. For the concrete demonstration,

let us take a look at figure 2 again; the temporal oscillation shows a constant pattern

except near the origin where the system is disturbed by pulsed electric fields. So, around

t = 30 for example, if � is less than 30, the quasi-particle behaviour is well separated

from the interaction region at the origin and the spectral functions should be close to

(15) then. If � is greater then 30, however, the integration region covers the pulsed

electric fields, which should alter the spectral shape. Indeed, as we can see in figure 3,

we can confirm this anticipation by comparing the results at � = 25 < t = 30 and

� = 50 for D� �A�.

Example of EoM solutions under a pulsed E

ei!t ↵ ei!t + � e�i!t

Pure anti-particle in the past Mixture of particle in the future

|�|2 , Produced Particles
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How the CLE (stochastic quantization) works?

ª

t i tf

0 ª0

Á-integration Á-integration

(a)

Fig. 1. Schematic illustration of the vacuum amplitude in two di↵erent but equiva-
lent ways: (a) The convolution with the vacuum wave-functional  0 is taken at ti

and tf . (b) The boundary is irrelevant for su�ciently large ti and tf as a result of
the damping by i✏.

Fig. 2. Schematic illustration of the expectation value. (a) Representation in the
closed-time path formalism by introducing a complexified time variable z. (b) Un-
folded representation analogous to the amplitude calculations as depicted in Fig. 1.

value of some operator O at tf with an initial condition given at ti, which we
can express as

hOitf ⌘
X

 i

h i; ti| ⇢ e�iH(ti�tf) O e�iH(tf�ti) | i; tii . (5)

Here the density matrix ⇢ specifies the initial state at ti. Using a complexified
time variable z, we can regard Eq. (5) as an “amplitude” computed on the
closed-time path; see Fig. 2 (a). If the system is thermal and ⇢ takes a form
of ⇢ = e�H/T/(tr e�H/T ), it would be an elegant representation of the theory
if we combine all time-evolution operators, e�iH(tf�ti), e�iH(ti�tf), and e�H/T

together with z running along a single path on the complex plane. This is
nothing but the real-time formalism of the finite-temperature field theory [85].
In this manner we can recover the well-known 2 ⇥ 2 matrix structure of the
propagator from a combination of the forward (ti ! tf) and the backward
path (tf ! ti). The o↵-diagonal components pick up ⇢, and in the case of
thermal equilibrium, they contain the thermal distribution function.

For a general ⇢, we can no longer incorporate ⇢ as a deformation of the time
path, and we should close the time path with an explicit insertion of the density
matrix at initial ti as sketched in Fig. 2 (a). This is the basic description of
the closed-time path (CTP) or the Schwinger-Keldysh formalism [32,33]. We
note that the closed-time path is often extended to tf = 1 for convenience
especially when the perturbative calculation is formulated. Putting a source
J(z) along the path of Fig. 2 (a), we can construct an arbitrary operator by
taking �/�J(z).

6

Ordinary time evolution (initial value prob.)

Stochastic 
evolution  
(boundary 
 value prob.)

“Boundary condition” at the final time needed
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Fig. 1. Schematic illustration of the vacuum amplitude in two di↵erent but equiva-
lent ways: (a) The convolution with the vacuum wave-functional  0 is taken at ti

and tf . (b) The boundary is irrelevant for su�ciently large ti and tf as a result of
the damping by i✏.
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Fig. 2. Schematic illustration of the expectation value. (a) Representation in the
closed-time path formalism by introducing a complexified time variable z. (b) Un-
folded representation analogous to the amplitude calculations as depicted in Fig. 1.

value of some operator O at tf with an initial condition given at ti, which we
can express as

hOitf ⌘
X

 i

h i; ti| ⇢ e�iH(ti�tf) O e�iH(tf�ti) | i; tii . (5)

Here the density matrix ⇢ specifies the initial state at ti. Using a complexified
time variable z, we can regard Eq. (5) as an “amplitude” computed on the
closed-time path; see Fig. 2 (a). If the system is thermal and ⇢ takes a form
of ⇢ = e�H/T/(tr e�H/T ), it would be an elegant representation of the theory
if we combine all time-evolution operators, e�iH(tf�ti), e�iH(ti�tf), and e�H/T

together with z running along a single path on the complex plane. This is
nothing but the real-time formalism of the finite-temperature field theory [85].
In this manner we can recover the well-known 2 ⇥ 2 matrix structure of the
propagator from a combination of the forward (ti ! tf) and the backward
path (tf ! ti). The o↵-diagonal components pick up ⇢, and in the case of
thermal equilibrium, they contain the thermal distribution function.

For a general ⇢, we can no longer incorporate ⇢ as a deformation of the time
path, and we should close the time path with an explicit insertion of the density
matrix at initial ti as sketched in Fig. 2 (a). This is the basic description of
the closed-time path (CTP) or the Schwinger-Keldysh formalism [32,33]. We
note that the closed-time path is often extended to tf = 1 for convenience
especially when the perturbative calculation is formulated. Putting a source
J(z) along the path of Fig. 2 (a), we can construct an arbitrary operator by
taking �/�J(z).
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Fig. 10. Simple demonstration of the CTP formalism; the field profile at ✓ = 500.
The closed path is unfolded with t replaced with z (see Fig. 2) to separate the
forward path (t = ti ! tf) and the backward path (t = tf ! ti) where tf = 64. The
ensemble average is taken over 100 runs. The dashed curve represents �i cos(mt).

discretized matrix down as

D2Nt+1 =

0

BBBBBBBBBBBB@

DNt 0
�1

2↵

�1
2↵ 1 1

2↵

1
2↵

0 D⇤
Nt

1

CCCCCCCCCCCCA

, (46)

where DNt represents the Nt ⇥Nt sub-matrix defined as

DNt =

0

BBBBBBBB@

1 + ↵ �1
2↵ 0

�1
2↵ 1 + ↵ �1

2↵
. . . . . . . . .

0 �1
2↵ 1 + ↵

1

CCCCCCCCA

. (47)

We note that ↵ is a pure-imaginary number given by ↵ ⌘ �i�✓/�t2. What
we need is the field value at the next step, ✓ + �✓, and thus, we can solve
them by applying D�1

2Nt+1 on the both sides of Eq. (45).

We present our numerical results in Fig. 10 in which the time axis is unfolded
from t to z; we should interprete z > tf as t = z � tf on the backward path
returning to ti. For the results in Fig. 10 we choose Nt = 64 and so z runs from
0 to 128. The initial value is chosen to be �i = �0

i = 1. The oscillation period
is determined by the mass parameter ⇠ that is now fixed to be ⇠ = 4.25, which

23

Reproduction of 
“free time evolution” 
already needs closed-time paths 

Natural requirement in CLE

Anzaki-Fukushima-Hidaka-Oka (2014)
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As we already mentioned,  ±
p (t, ✓) plays a similar role

to the field along the backward time path that appears in
the Schwinger-Keldysh or closed-time path (CTP) formal-
ism [32, 33]. In fact we can find a mapping to two-point
functions in the canonical quantization, that is:

lim
✓!1

⌦
�

+

p (t, ✓)�̄
�
p0(t0, ✓)

↵
⌘
=
⌦
⇥(t� t

0)�̂p(t, ✓)�̂
†
p0(t0, ✓)

↵
,

(22)

lim
✓!1

⌦
�

�
p (t, ✓)�̄

+

p0(t0, ✓)
↵
⌘
=
⌦
⇥(t0 � t)�̂†p0(t0, ✓)�̂p(t, ✓)

↵
,

(23)

lim
✓!1

⌦
 

+

p (t, ✓) ̄
�
p0(t0, ✓)

↵
⌘
=
⌦
⇥(t0 � t)�̂p(t, ✓)�̂

†
p0(t0, ✓)

↵
,

(24)

lim
✓!1

⌦
 

�
p (t, ✓) ̄

+

p0(t0, ✓)
↵
⌘
=
⌦
⇥(t� t

0)�̂†p0(t0, ✓)�̂p(t, ✓)
↵

(25)

with ⇥(t) being the Heaviside step function. We use the
hat to indicate the quantum operator. The Schwinger-
Keldysh formalism consists of 2 ⇥ 2 matrix propagators
which we can construct from the above two-point functions
as

D

++

(t,p; t0,p0) ⌘ ⌦
T
⇥
�̂p(t, ✓)�̂

†
p0(t0, ✓)

⇤↵

= lim
✓!1

⌦
�

+

p (t, ✓)�̄
�
p0(t0, ✓) + �

�
p (t, ✓)�̄

+

p0(t0, ✓)
↵
⌘
,

(26)

D��(t,p; t
0
,p0) ⌘ ⌦

T̃
⇥
�̂p(t, ✓)�̂

†
p0(t0, ✓)

⇤↵

= lim
✓!1

⌦
 

+

p (t, ✓) ̄
�
p0(t0, ✓) +  

�
p (t, ✓) ̄

+

p0(t0, ✓)
↵
⌘
,

(27)

D

+�(t,p; t
0
,p0) ⌘ ⌦

�̂

†
p0(t0, ✓)�̂p(t, ✓)

↵

= lim
✓!1

⌦
�

�
p (t, ✓)�̄

+

p0(t0, ✓) +  

�
p (t, ✓) ̄

+

p0(t0, ✓)
↵
⌘
,

(28)

D�+

(t,p; t0,p0) ⌘ ⌦
�̂p(t, ✓)�̂

†
p0(t0, ✓)

↵

= lim
✓!1

⌦
�

+

p(t, ✓)�̄
�
p0(t0, ✓) +  

+

p (t, ✓) ̄
�
p0(t0, ✓)

↵
⌘

(29)

where T and T̃, respectively, denote the time and reversed-
time ordered products. By using the explicit solutions (7)
and (8), we can show that these propagators are equivalent
to those defined in Ref. [34]. Thus, we can regard  ±

p (t, ✓)
as the positive and negative energy fields along the back-
ward time path and our formulation encompasses the pre-
cise structure of the perturbation theory in the Schwinger-
Keldysh formalism.

For the rest of this paper, we will address the relation
to the classical statistical simulation [24]. Let us consider
a numerical simulation with fixed values of �(t

I

, ✓) and
�̇(t

I

, ✓) [or �(t
I

+�t, ✓)] to solve Eq. (2). We then perform
the ⌘-average except at t = t

I

and t

I

+ �t. Taking the
✓-average can significantly stabilize the ✓-oscillation and
reduce the computational cost. More specifically, the ✓-
averaged field as defined by

'p(t, ✓) ⌘ ✓

�1

Z ✓

0

d✓0 �p(t, ✓
0) , (30)

approaches the solution of the equation of motion (14). We
can clearly confirm it in Fig. 1 in the presence of an electric
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Figure 1: Evolution of the averaged field variable 'p(t, ✓) from tI = 0
with increasing ✓. A pulse electric field is imposed around t = t0.
The boundary condition at t = tI is specified as an outgoing form:
'p(t, ✓) / eiEin

t
I .

field pulsed around t = t

0

, which is chosen specifically as

A(t) =

✓
0, 0,

E

0

w

⇥
tanhw(t� t

0

) + 1
⇤◆

. (31)

Physical quantities are all made dimensionless by the time
step �t and the site number along the t-axis is chosen
as Nt = 256. The ✓-axis is discretized with �✓ = 5 ⇥
10�3 (which means that we update the ✓-evolution 2⇥105

times to get the results at ✓ = 1000). We choose p

3

= 0
and E

in

(p) =
p

(p
1

)2 + (p
2

)2 +m

2 = 12 ⇥ (2⇡/Nt), so
that there are 12 periods included along the t-direction
from t = 0 to (Nt � 1)�t if not a↵ected by the electric
field. We postulate a short life time for the electric field:
w = 5E

in

(p) for a fixed momentum p and the it stands at
t

0

= 63�t (i.e., a quarter of the whole time range).
To manifest the e↵ect of the electric field, we specifi-

cally adopt: |e|E
0

/w = (
p
3/2)E

in

(p), and then E
out

(p) =
2E

in

(p). With this choice we see that the results in Fig. 1
is quite reasonable; there are 3 and 6 periods of the os-
cillation from t = 0 to t

0

and from t = t

0

to 2t
0

, respec-
tively, observed in Fig. 1. We note that ✏ = 5 ⇥ 10�3 is
used for numerical stability. On the technical level it is
the most tough part to avoid unphysical “run-away” flows
in ✓, which is overcome here by implementing the Crank-
Nicolson method [35].

We imposed an outgoing initial condition as 'p(tI, ✓) =
(1/

p
2E

in

(p))e�iE
in

(p)t
I at t = t

I

and t = t

I

+ �t in our
Stochastic Quantization simulation, which is the right choice
to evaluate the production rate in the ordinary proce-
dure [27, 28]. Also, we numerically solved the equation
of motion (14) in the presence of A(t) with the same ini-
tial condition as shown by a solid curve in Fig. 1. It is
clear that the Stochastic Quantization output converges
to the solution of the equation of motion as it should. It
should be mentioned that the decomposition to positive-
and negative-energy parts with ⌘±p (t, ✓) is now e↵ectively
taken into account in our procedure to impose the outgoing

4

Example in scalar QED under a pulsed E 
           (without gauge quantum fluctuations)

Small damping factor  
  for better stability

Frequency changes

Stochastic process 
“solves” the EoM

Fukushima-Hayata (2014)
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A remark on the positiveness

23

Z
D� eiS[�]O[�] =

Z
D�RD�I P [�R,�I ]O[�R + i�I ]

In a free scalar theory P is calculable:

(see Ref. [46] for derivations and also references therein for further details):

@P

@✓
=
Z d!

2⇡

"
�

��R(!)

 

Im
�S

��(�!)
+

�

��R(�!)

!

� �

��I(!)
Re

�S

��(�!)

#

P

=
Z d!

2⇡

(

2⇡�(0) · 2✏� 12�
Z d!0

2⇡
�0
R�

0
I +

�2

��2
R

+ ✏

 

�R
�

��R
+ �I

�

��I

!

+ (!2 �m2)

 

�I
�

��R
� �R

�

��I

!

� �
Z d!0d!00

(2⇡)2

⇣
3�000

R�
0
R�

00
I � �000

I �
0
I�

00
I

⌘ �

��R

� �
Z d2!0!00

(2⇡)2

⇣
3�000

R�
0
I�

00
I � �000

R�
0
R�

00
R

⌘ �

��I

)

P , (30)

where we shortened our notation by writing �0
R and �0

I to denote fields with
the frequency !0, �00

R and �00
I with !00, and �000

R and �000
I with ! � !0 � !00, with

an exception that �0
R�

0
I in the first line represents �R(�!0)�I(!0). In the end

of the ✓ ! 1 limit, P [�R,�I; ✓] should converge to an asymptotic form at the
fixed-point. In the free case with � = 0 it is easy to confirm that the following
probability function:

P [�R,�I] = N exp

2

64�✏
Z d!

2⇡
(�R,�I)

0

B@
1 � ✏

!2�m2

� ✏
!2�m2 1 + 2✏2

(!2�m2)2

1

CA

0

B@
�R

�I

1

CA

3

75 (31)

solves @P/@✓ = 0. Because we have numerically found in the previous subsec-
tion that our results support a fitting ansatz of Eq. (29), we should be able
to perform fixed-point analysis in the parameter space spanned by A, M , and
�. In this way, from @P/@✓ = 0, we can derive equations for these “varia-
tional parameters” that play the role of the gap equations. The full analysis
has turned out to be quite complicated and we would like to leave detailed
descriptions for a separate paper.

The Fokker-Planck equation (30) is, however, su�ciently useful for us to un-
derstand why our numerical results in Sec. 4.2 tend to fall into a wrong branch
of A and �. In the free case we immediately see from Eqs. (30) and (31) that the
first term involving 2✏ is exactly canceled by �2/��2

R hitting on the exponen-
tial part of Eq. (31). Once we modify P [�R,�I] to allow for a complex residue
A = |A|ei↵ and a width �, the corresponding probability function has a �2

R-
component with a mixture of � cos↵ and (!2�m2) sin↵. Thus, �2/��2

R would
generate a very singular term proportional to

R
d!!2 sin↵, so that @P/@✓ = 0

is easily achieved by an appropriate (but unphysical) choice of ↵ 6= 0 because
its coe�cient

R
d!!2 is overwhelming. This is an intuitive explanation of how

an unphysical fixed-point cannot be avoidable with a complex residue of the
propagator, as we numerically observed in the previous subsection.

As long as such an unphysical fixed-point is well separated from the physical
trajectories, the numerical simulation can correctly identify the physical fixed-

17

Real and a converging Gaussisn (with the ie prescription)

Why real?  Always real?  Interaction effects?
still many open (and interesting) questions…
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What to be calculated numerically

Bz+By

Ez

jx

jy

Put them for a finite period 
(pulse — sudden switch on/off)
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Results:Momentum Distribution
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Right-handed sector
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Results:Produced Net R-particles
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Results:Chiral Magnetic Current
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Weyl Fermions (right-hended sector)

28

Two-component chiral fermions

A note on the fermionic particle production

Kenji Fukushima

I. DIRAC EQUATION AND TWO-COMPONENT SPINORS

We work with the convention: g
µ⌫

= diag(1,�1,�1,�1) and ✏0123 = �✏0123 = 1. The Dirac equation with a gauge
field A

µ

reads;
⇣
i�

µ

@

µ

� e�

µ

A

µ

�m

⌘
 (x) = 0 . (1)

We use the Weyl representation of the �-matrix defined by

�

µ =

✓
0 �

µ

�̄

µ 0

◆
, �

5 = i�

0
�

1
�

2
�

3 =

✓
�1 0
0 1

◆
, (2)

where �µ = (1,�) and �̄µ = (1,��), which means �
µ

= �̄

µ and �̄
µ

= �

µ in our convention of g
µ⌫

.
In the chiral limit the Dirac equation can be split into the right-handed sector;

�
i�

µ

@

µ

� e�

µ

A

µ

�
�

R

= 0 , (3)

and the left-handed sector;
�
i�̄

µ

@

µ

� e�̄

µ

A

µ

�
�

L

= 0 . (4)

We note that the original Dirac spinor is  = (�
L

,�

R

)t. Hereafter we focus on the right-handed sector only. In
momentum space the Dirac equation for the right-handed two-component spinor with positive energy is

⇥
(p0 � eA0)� � · (p� eA)

⇤
u

R

(p;A
µ

)e�ip·x = 0 , (5)

if we have a constant background of A0 and A (as is the case with a constant electric field background). For simplicity
we shall take a gauge of A0 = 0. We can easily find the positive-energy particle solution of the free massless Dirac
equation as

u

R

(p;A) = u

R

(p
A

= p� eA) =

✓ p
|p

A

|+ p

z

A

e

i✓(p
A

)
p
|p

A

|� p

z

A

◆
, e

i✓(p
A

) =
p

x

A

+ ip

y

Ap
(px

A

)2 + (py
A

)2
. (6)

The Dirac equation can be transformed with simple algebra into
�
�i�̄

µ

@

µ

� e�̄

µ

A

µ

�
(�i)�2

�

⇤
R

= 0 . (7)

Therefore, the anti-particle solution, �
R̄

= �i�

2
�

⇤
R

satisfies the same equation for the left-handed particles with the
sign of e flipped. This means that we can define the solution of the positive-energy anti-particle as

u

R̄

(p;A) = u

R

(�p�A

= �p� eA) =

0

@

q
|p�A

|� p

z

�A

�e

i✓(p�A

)
q

|p�A

|+ p

z

�A

1

A
. (8)

For the negative energy states we can define:

v

R

(p;A) = i�

2
u

⇤
R̄

(p;A) = �e

�i✓(p�A

)
u

R
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) , v
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2
u
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u
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) (9)

which means that we have
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. (10)

We note that u

R

(p;A) and v

R̄

(p;A) have an energy |p
A

|, while other two u

R̄

(p;A) and v

R

(p;A) have an energy
|p�A

|.
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Free solution (with constant vector potentials)

Very singular at zero momentum — Berry’s phase

Chiral anomaly from monopole singularity  
                            Son-Yamamoto / Stephanov-Yin (2010)
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if we have a constant background of A0 and A (as is the case with a constant electric field background). For simplicity
we shall take a gauge of A0 = 0. We can easily find the positive-energy particle solution of the free massless Dirac
equation as

u

R

(p;A) = u

R

(p
A

= p� eA) =

✓ p
|p

A

|+ p

z

A

e

i✓(p
A

)
p
|p

A

|� p

z

A

◆
, e

i✓(p
A

) =
p

x

A

+ ip

y

Ap
(px

A

)2 + (py
A

)2
. (6)
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For the negative energy states we can define:
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We note that u

R

(p;A) and v
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(p;A) have an energy |p
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III. GENERALIZATION

We need a more general setup to read the produced particle density and associated current for complicated time
evolutions. With spatial inhomogeneity or magnetic fields, the Bogoliubov mixing should be generalized as
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From these transformations we can deduce the corresponding changes of the creation and annihilation operators as
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0
p

=

Z
d

3
q

(2⇡)3
�
↵

p,q

â
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Suppose that we have general functions, f
p
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(x) that satisfy the Dirac equation with

f

p

(x0 ⇠ �1,x) �!
v

R

(p�A

)ei|p�A

|x0�ip·x
p
2|p�A

|
, f̄

p

(x0 ⇠ �1,x) �! 1p
2|p

A

|
v

R̄

(p
A

)ei|pA

|x0�ip·x
, (26)

then, we can project out the produced particle amplitude as

�

q,p

=

Z
d

3
x

u

†
R

(q
A

0)ei|qA

0 |x0+iq·x
p

2|q
A

0 |
f�p

(x0
,x) , �̄

q,p

=

Z
d

3
x

u

†
R̄

(q�A

0)ei|q�A

0 |x0+iq·x
p

2|q�A

0 |
f̄�p

(x0
,x) . (27)

Then we can use the previous formulas with
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IV. NUMERICAL TEST WITH E

In the lattice discretized framework we should use the link variable defined as

U
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(x) = e
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where we do not take the summation over µ. The massless two-component Dirac equation is represented as
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Now we approximate the di↵erentiation as follows:
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Now let us take a

i = 1 (or take this as the unit to measure dimensional quantities) hereafter. So, the updated field is
solved as
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We keep the spatial part to be Hermitian because we find that the numerical simulation would be unstable otherwise.
Let us consider a solvable Schwinger problem as a numerical check. We put an electric field in z direction by the

gauge potential;
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�
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/2)] + 1
 
, (34)
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III. GENERALIZATION

We need a more general setup to read the produced particle density and associated current for complicated time
evolutions. With spatial inhomogeneity or magnetic fields, the Bogoliubov mixing should be generalized as
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From these transformations we can deduce the corresponding changes of the creation and annihilation operators as
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Suppose that we have general functions, f
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then, we can project out the produced particle amplitude as
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IV. NUMERICAL TEST WITH E

In the lattice discretized framework we should use the link variable defined as
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(x) = e
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where we do not take the summation over µ. The massless two-component Dirac equation is represented as
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i
. (32)

Now let us take a

i = 1 (or take this as the unit to measure dimensional quantities) hereafter. So, the updated field is
solved as
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We keep the spatial part to be Hermitian because we find that the numerical simulation would be unstable otherwise.
Let us consider a solvable Schwinger problem as a numerical check. We put an electric field in z direction by the

gauge potential;
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then, we can project out the produced particle amplitude as
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IV. NUMERICAL TEST WITH E

In the lattice discretized framework we should use the link variable defined as
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Now let us take a

i = 1 (or take this as the unit to measure dimensional quantities) hereafter. So, the updated field is
solved as
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We keep the spatial part to be Hermitian because we find that the numerical simulation would be unstable otherwise.
Let us consider a solvable Schwinger problem as a numerical check. We put an electric field in z direction by the

gauge potential;
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, (34)

Particle from “pair” production 
Repeat the same calc. for anti-particles

2

iment. The parallel E and B (in the z direction in
Fig. 1) form P- and CP-odd product E · B, and the
CME current j

y is induced in a direction perpendicular
to E, which is reminiscent to the Hall current j

x. (In
this sense one can regard the CME as a 3D extension
of the quantum Hall e↵ect.) In the HIC E

z and B

z are
Abelian projected chromo-electric and chromo-magnetic
fields. In the sphaleron transition these fields are pro-
vided from the Abelian projected part of the sphaleron
gauge configuration too. Although Fig. 1 pictures an
idealized environment, we would not lose generality and
can interpret this back to more realistic circumstances
relevant for each physical problem.

Theory of the particle and current production: In this
work we focus on the right-handed sector only and the
current (net particle) density should be doubled (can-
celed) once the left-handed sector is taken into account.
The right-handed Weyl fermion should satisfy the follow-
ing equation of motion:
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�R = 0 (1)

with �

µ = (1,�). We can readily construct a complete
set of plane-wave solutions of Eq. (1) for the asymptotic
states where the interaction is turned o↵. In general a
constant background A

µ

may be coupled even without
interaction. In the present work we set a gauge that
makes A0 = 0 for a technical reason. We can then write
positive-energy particle solutions as �R = uR(p;A)e�ip·x

with
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in a certain gauge [or a convention for the overall U(1)
phase]. Here we defined p±A

⌘ p ⌥ eA and the phase

factor is e
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p
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)2 + (py
A

)2. We can
identify the anti-particle state from �R̄ = �i�

2
�

⇤
R, which

leads to a relation: uR̄(p;A) = uR(�p;A). In the
same way we can find the negative-energy particle and
anti-particle solutions with �R/R̄ = vR/R̄(p;A)e+ip·x,

which results in vR(p;A) = �e

�i✓(p�A)
uR(p;�A) and

vR̄(p;A) = �e

�i✓(pA)
uR(�p;�A). We note that

uR(p;A) and vR̄(p;A) have an energy ±|p
A

|, while other
two, uR̄(p;A) and vR(p;A), have an energy ±|p�A

|.
For the problem of particle and anti-particle produc-

tion we evaluate an amplitude for the transition from a
negative-energy state (with momentum p and vector po-
tential A) to a positive-energy state (with momentum q

and vector potential A0), which we can explicitly express
as

�

q,p

=

Z
d

3
x

u

†
R(qA

0)ei|qA0 |x0+iq·x
p

2|q
A

0 |
f�p

(x0
,x) ,

�̄

q,p

=

Z
d

3
x

u

†
R̄
(q�A

0)ei|q�A0 |x0+iq·x
p

2|q�A

0 | f̄�p

(x0
,x)

(3)

for the particles and the anti-particles, respectively. We
here introduced new functions, f

p

(x) and f̄

p

(x), as so-
lutions of the particle and the anti-particle equations of
motion satisfying the following negative energy boundary
conditions:
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for x

0 around the initial time in the past. It should be
noted that the equation of motion for the anti-particle is
not Eq. (1) but e is replaced with �e. Finally we can
express the net particle number (i.e. the particle num-
ber minus the anti-particle number in the right-handed

sector) as well as the spatial currents in the following
manner:
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where the amplitudes above are the ones integrated over
all incoming momenta, i.e.,
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We note that J0 above is a formula equivalent to that as
utilized in Ref. [14].

Simulation setup and results: We here consider
pulsed fields approximated by step functions for a du-
ration T . We choose the origin of the time so that we
start solving Eq. (1) numerically from t = 0. Introducing
a temporal profile function defined by

✏(t) ⌘
(
1 (�T/2  t� t0  T/2)

0 (t� t0 < �T/2 ; t� t0 > T/2) ,
(7)

we can explicitly specify the electric and magnetic fields
we consider here as

E

z(t) = E0 ✏(t) , B
z(t) = Bk ✏(t) , B

y(t) = B? ✏(t) .
(8)

This choice of the temporal profile is motivated based on
the glasma dynamics in which both the external magnetic
field and the chromo-fields decay within the same time
scale of ⇠ 0.1 fm/c. Theoretically speaking, to define the
produced particle number uniquely, we should setup the
asymptotic states where interaction is switched o↵. We
also mention another possibility to prescribe the particle
number in a transient state (mostly relying on an adia-
batic approximation) as studied in Ref. [15], though we
do not adopt it.

Similar formulas:  
Gelis-Kajantie-Lappi (2006) 
Shuryak-Zahed (2003)
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Remarks on the doubler problem

3

III. GENERALIZATION

We need a more general setup to read the produced particle density and associated current for complicated time
evolutions. With spatial inhomogeneity or magnetic fields, the Bogoliubov mixing should be generalized as
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From these transformations we can deduce the corresponding changes of the creation and annihilation operators as
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Suppose that we have general functions, f
p

(x) and f̄

p

(x) that satisfy the Dirac equation with
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then, we can project out the produced particle amplitude as
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Then we can use the previous formulas with
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IV. NUMERICAL TEST WITH E

In the lattice discretized framework we should use the link variable defined as

U

µ

(x) = e
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µ
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, (29)

where we do not take the summation over µ. The massless two-component Dirac equation is represented as
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Now we approximate the di↵erentiation as follows:
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Now let us take a

i = 1 (or take this as the unit to measure dimensional quantities) hereafter. So, the updated field is
solved as
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(x+ î)� U

†
i

(x� î)�
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We keep the spatial part to be Hermitian because we find that the numerical simulation would be unstable otherwise.
Let us consider a solvable Schwinger problem as a numerical check. We put an electric field in z direction by the

gauge potential;

A

z = �E

!

�
tanh[!(t� t

f

/2)] + 1
 
, (34)

2

iment. The parallel E and B (in the z direction in
Fig. 1) form P- and CP-odd product E · B, and the
CME current j

y is induced in a direction perpendicular
to E, which is reminiscent to the Hall current j

x. (In
this sense one can regard the CME as a 3D extension
of the quantum Hall e↵ect.) In the HIC E

z and B

z are
Abelian projected chromo-electric and chromo-magnetic
fields. In the sphaleron transition these fields are pro-
vided from the Abelian projected part of the sphaleron
gauge configuration too. Although Fig. 1 pictures an
idealized environment, we would not lose generality and
can interpret this back to more realistic circumstances
relevant for each physical problem.

Theory of the particle and current production: In this
work we focus on the right-handed sector only and the
current (net particle) density should be doubled (can-
celed) once the left-handed sector is taken into account.
The right-handed Weyl fermion should satisfy the follow-
ing equation of motion:
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µ
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µ

�
�R = 0 (1)

with �

µ = (1,�). We can readily construct a complete
set of plane-wave solutions of Eq. (1) for the asymptotic
states where the interaction is turned o↵. In general a
constant background A

µ

may be coupled even without
interaction. In the present work we set a gauge that
makes A0 = 0 for a technical reason. We can then write
positive-energy particle solutions as �R = uR(p;A)e�ip·x

with
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in a certain gauge [or a convention for the overall U(1)
phase]. Here we defined p±A

⌘ p ⌥ eA and the phase

factor is e
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)2. We can
identify the anti-particle state from �R̄ = �i�

2
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⇤
R, which

leads to a relation: uR̄(p;A) = uR(�p;A). In the
same way we can find the negative-energy particle and
anti-particle solutions with �R/R̄ = vR/R̄(p;A)e+ip·x,

which results in vR(p;A) = �e

�i✓(p�A)
uR(p;�A) and

vR̄(p;A) = �e

�i✓(pA)
uR(�p;�A). We note that

uR(p;A) and vR̄(p;A) have an energy ±|p
A

|, while other
two, uR̄(p;A) and vR(p;A), have an energy ±|p�A

|.
For the problem of particle and anti-particle produc-

tion we evaluate an amplitude for the transition from a
negative-energy state (with momentum p and vector po-
tential A) to a positive-energy state (with momentum q

and vector potential A0), which we can explicitly express
as
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for the particles and the anti-particles, respectively. We
here introduced new functions, f

p

(x) and f̄

p

(x), as so-
lutions of the particle and the anti-particle equations of
motion satisfying the following negative energy boundary
conditions:
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for x

0 around the initial time in the past. It should be
noted that the equation of motion for the anti-particle is
not Eq. (1) but e is replaced with �e. Finally we can
express the net particle number (i.e. the particle num-
ber minus the anti-particle number in the right-handed

sector) as well as the spatial currents in the following
manner:
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where the amplitudes above are the ones integrated over
all incoming momenta, i.e.,
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We note that J0 above is a formula equivalent to that as
utilized in Ref. [14].

Simulation setup and results: We here consider
pulsed fields approximated by step functions for a du-
ration T . We choose the origin of the time so that we
start solving Eq. (1) numerically from t = 0. Introducing
a temporal profile function defined by

✏(t) ⌘
(
1 (�T/2  t� t0  T/2)

0 (t� t0 < �T/2 ; t� t0 > T/2) ,
(7)

we can explicitly specify the electric and magnetic fields
we consider here as

E

z(t) = E0 ✏(t) , B
z(t) = Bk ✏(t) , B

y(t) = B? ✏(t) .
(8)

This choice of the temporal profile is motivated based on
the glasma dynamics in which both the external magnetic
field and the chromo-fields decay within the same time
scale of ⇠ 0.1 fm/c. Theoretically speaking, to define the
produced particle number uniquely, we should setup the
asymptotic states where interaction is switched o↵. We
also mention another possibility to prescribe the particle
number in a transient state (mostly relying on an adia-
batic approximation) as studied in Ref. [15], though we
do not adopt it.

Integrations of p and q limited to a half Brillouin zone
OK… as long as momentum distributions are localized  
(Note: dominant contribution comes  from IR singularity)
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We chose the normalization as
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and the orthogonality relations are realized as
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It will turn out that these relations are important to make a projection to the positive- and negative-energy states.
Furthermore, it will be useful for the computation of the electric current to recognize:
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We can also confirm that
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II. EXPECTATION VALUE OF THE NUMBER OPERATOR

The field operator of the right-handed particle can be expanded as
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The field operator of the right-handed anti-particle can be expanded as
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As a first step, let us now assume a very simple problem of the Schwinger mechanism without mode mixing. Then
we can postulate that the wave-functions change through the interaction e↵ects as
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associated with a change in the vector potential: A ! A

0. It is very important to note that v
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0 |. The ordinary argument for the Schwinger mechanism is the following: The operators should change as
(after changing the integral variable from p to �p):
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where the normalization condition is |↵
p

|2 + |��p

|2 = 1 that guarantees the fermi statistics. Then, if we measure the
particle number operator of the future state with the initial state, the initial state is regarded as a state with non-zero
particles. We should pick up contributions non-vanishing with these creation and annihilation operators. That is,
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which leads to the electric charge density and the current density as
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which leads to the electric charge density and the current density as
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Excess of particles due to CP-breaking

Anomalous currents
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Results:Produced Net R-particles
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Net particles are produced as soon as 
(vanishing if doublers are all picked up)

E ·B 6= 0

Perpendicular B does  
not change the situation  
qualitatively…
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Technical Remarks
To treat the momentum with manifest reflection symmetry:

�N
x

to +N
x

) (2N
x

+ 1)-lattices

To treat the IR singularity in a symmetric way:

Anti-periodic ) pia =

2⇡ki

2Ni + 1

ki = �Ni + 1/2 ⇠ +Ni + 1/2 No zero mode

To treat the CME current without artifact from induced E:
Ax = By(t)z �Bz(t)y , Az = �Ez(t)t

jy is not contaminated by @tA
y
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Results:Chiral Magnetic Current
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Both B’s are necessaryLattice size: 173 , 213 , 253
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Results:Pulse Duration Dependence
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Analytical Benchmark (with an offset)

A delay needed for  
the wave-function to evolve  
from a plane wave to a  
Landau-quantized one

Lattice size: 253 , 293

CME current shows  
a better convergence
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Future Extensions

Backreaction from the gauge sector 
□ Solving the Maxwell equations numerically —  

chiral plasma instability (Akamatsu-Yamamoto) could be 
simulated to find a stable configuration 

Introduction of finite baryon density 
□ Equation of motion slightly changed —  

chiral magnetic wave (Kharzeev-Liao-Yee) could be 
simulated  

More realistic background profiles 
□Real-time counterpart of instanton (Luscher-Schecheter 

solution) 
□Convolution with the Glasma simulation for HIC
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