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Abstract

By means of the mixed representation RPA based on the Skyrme–Hartree–Fock mean field, we inv
low-frequency octupole excitations built on the superdeformed (SD) states in theN = Z nuclei around40Ca
and the neutron-rich sulfur isotopes. The RPA calculation is carried out fully self-consistently on the
dimensional Cartesian mesh in a box, and yields a number of low-frequency octupole vibrations b
the SD states in32S,36Ar, 40Ca and44Ti. In particular, a strongly collectiveKπ = 1− octupole vibration is
suggested to appear on top of the SD state in40Ca. For48,50S close to the neutron drip line, we find that t
low-lying state created by the excitation of a single neutron from a loosely bound lowΩ level to a highΩ
resonance level acquires an extremely strong octupole transition strength due to the spatially very e
structure of the particle–hole wave functions.
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1. Introduction

Nowadays, more than two hundreds superdeformed (SD) bands are identified in variou
(A = 60, 80, 130, 150, 190) regions [1–6]. Every SD regions have their own characteristics
we can significantly enlarge and deepen our understanding of nuclear structure by system
investigating similarities and differences among the SD bands in different mass region. T
shell structure is significantly different from that of normal deformation. Namely, each m
shell at the SD shape consists of about equal numbers of positive- and negative-parity leve
is a favorable situation for the appearance of negative-parity collective modes. In fact, v
mean-field calculations [7–9] and quasiparticle random phase approximation (RPA) [10,
the basis of the rotating mean field (cranked shell model) indicated that SD nuclei ar
soft against both the axial and non-axial octupole deformations. Thus, low-frequency oc
vibrations have been predicted to appear near the SD yrast lines [12], and recently disco
experiments for heavy SD nuclei in the Hg–Pb region [13], and also in152Dy [14].

In recent years, the SD bands have been discovered also in the40Ca region: in36Ar the SD
band has been identified up to its termination atIπ = 16+ [15–17]. The SD band in the spheric
doubly magic nucleus40Ca is built on the 8p–8h excited 0+ state at 5.213 MeV [18,19]. Th
SD shell gap atN = 20 (Z = 20) is associated with the neutron (proton) 4p–4h excitation f
below theN = 20 (Z = 20) spherical closed shell to thef7/2 shell. The rotational band bui
on the excited 0+ state at 1.905 MeV in44Ti may also be regarded as belonging to a family
the SD band [20]. The fact that rotational bands built on excited 0+ states are systematical
observed is a unique feature of the SD bands in the40Ca region, considering that the low angu
momentum portions of the SD bands in heavy nuclei are unknown in almost all cases (
the fission isomers). We have confirmed that the symmetry-unrestricted Skyrme–Hartre
(SHF) calculation indeed yields the SD local minima corresponding to these experiment
[21]. It should be stressed that, in spite of the remarkable progress in experiment, the
magic SD band in32S associated with the SD magic numberN = Z = 16, which has bee
anticipated quite a long time [22–31], has not yet been observed and remains as a great ch

If we believe thatZ = 16 is a good SD magic number, the existence of the SD shell g
N = 20, revealed by the discovery of the SD band in40Ca [18], suggests that another SD ba
would appear in the neutron-rich nucleus36S. Furthermore, combining with the fact that the
bands have been observed in60,62Zn [32,33], we can expect that Sulfur isotopes around48S,
which are situated close to the neutron drip line [34,35], constitute a new SD region ass
with the SD shell gaps atZ = 16 andN � 32. In fact, the symmetry-unrestricted SHF calculat
[36] yields the SD local minima for48,50S as well as32S.

The investigation of low-frequency octupole vibrations built on the SD states in theA = 30–50
region possesses some new features that are absent in the study of heavy SD nuclei. ForN =
Z nuclei in the40Ca region, it may be possible to observe in experiment such collective m
built on the known SD 0+ states. Moreover, because the proton and neutron shell structur
essentially the same, we can expect that strong coherence takes place between the pr
neutron excitations and brings about an enhanced collectivity of these modes. Concern
anticipated new SD region around48S, we will encounter an essentially new situation: beca
these nuclei are situated close to the neutron drip line, there is almost no bound state ab
Fermi surface and nucleons may excite into the continuum states even in the lowest excite

The study of soft collective modes unique to unstable nuclei close to the neutron drip
one of the current major subjects in nuclear structure physics. For this purpose, the con
RPA [37,38] based on the Green’s function method correctly treating the continuum bou
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condition has been widely used (see, e.g., [39,40]). Recently, this method has been e
[41–43] to include the pairing correlations on the basis of the Hartree–Fock–Bogoliubov t
It is called the continuum quasiparticle-RPA (QRPA). Furthermore, a new technique of s
the QRPA equations using the canonical basis has been developed [44]. The canonical b
also been used in the QRPA calculation based on the relativistic mean field scheme [
A serious limitation of these works is that, because the construction of the Green’s funct
deformed mean fields is difficult, they are restricted to spherical nuclei. Quite recently,
ever, this limitation has been overcome by Nakatsukasa and Yabana [47]; they have pr
an iterative method of constructing the response functions for deformed systems with the
boundary condition in the three-dimensional (3D) coordinate space. They have also prop
feasible method of treating the continuum boundary condition by means of the real-spac
dependent HF approach with the absorbing boundary condition.

In this paper, we investigate low-frequency octupole excitations built on the SD states i
tron rich Sulfur isotopes as well as those in the40Ca region. For this purpose, we employ t
mixed representation RPA [48–50] based on the SHF mean field. In this RPA scheme, thpar-
ticles above the Fermi surface are described in the coordinate representation, while thholes
are represented in the HF single-particle basis. The RPA calculation is carried out fully
consistently on the 3D Cartesian mesh in a box. The major advantage of this approach i
is a fully self-consistent scheme in the sense that the same effective interaction is used
the mean field and the RPA calculations; i.e., all terms of the Skyrme interaction contribu
the RPA equations of motion are taken into account. It should be stressed here that such
self-consistent calculation using the Skyrme-type interaction is difficult in the Green’s fun
approach, so that, usually, the residual particle–hole interactions associated with the sp
and Coulomb interactions, as well as those associated with the time-odd components (re
the spin and current densities) of the mean field, are ignored in the continuum RPA ba
the SHF mean field. Another important merit of our approach is that, thanks to the use
3D Cartesian mesh representation, we can treat strongly deformed nuclei on the same fo
spherical nuclei. Furthermore, because theparticles are described in the coordinate represen
tion, we do not need to introduce an upper cut off for their energies. Quite recently, Ima
and Hashimoto constructed a new computer code that carries out the fully self-consiste
calculation in the mixed representation on the basis of the SHF mean field, and they ca
tested its numerical accuracy [51–53]. The numerical calculations of this paper were carr
using a refined version this code.

This paper is organized as follows. In Section 2, a brief account of the self-consisten
calculation using the mixed representation is given. In Section 3, we present and disc
results of numerical calculation for low-frequency octupole vibrations built on the SD sta
N = Z nuclei,32S,36Ar, 40Ca, and44Ti. In Section 4, the results for neutron-rich sulfur isotop
36S,48S, and50S, are presented and discussed. The main results of this paper are summa
Section 5.

A preliminary version of this work was reported in Refs. [54,55].

2. RPA calculation using the mixed representation

2.1. Basic formulae

The RPA equations in the mixed representation are easily derived either by means
linearized equations of motion approach [48] or the small-amplitude approximation of the



64 T. Inakura et al. / Nuclear Physics A 768 (2006) 61–79

r ap-

e

sume
ously,
tes, the

us,

the HF
the

ely.
ed
dependent HF theory [49]. Here, we recapitulate the basic formula following the forme
proach.

The creation and annihilation operators of nucleon,ψ†(x) andψ(x), are divided into those
for the bound states and those for the continuum states:

ψ†(x) =
∑
α

ϕ∗
α(x)c†

α +
∞∫

0

dε ϕ∗
ε (x)c†

ε , (1)

ψ(x) =
∑
α

ϕα(x)cα +
∞∫

0

dε ϕε(x)cε, (2)

wherex denotes a set of space, spin and isospin coordinates, i.e.,x = {r, σ, τ }. The symbolα de-
notes the HF bound states with wave functionsϕα(x), while the energyε specifies the continuum
states with wave functionsϕε(x). With the use of theparticle andhole concepts, we then divid
the nucleon operators according to the occupation numberθα in the HF ground state (θα = 0
for unoccupied states,θα = 1 for occupied states). We consider even–even nuclei and as
that the single-particle statesα and their time reversed states are doubly degenerated. Obvi
the continuum states belong to the particle space. On the other hand, for the bound sta
operators (c†

α , cα) are divided into the particle operators (a
†
m, am) and the hole operators (b

†
i , bi ),

c†
α = (1− θα)a†

m + θαbi, (3)

cα = (1− θα)am + θαb
†
i , (4)

where the indicesm andi are used in place ofα to distinguish the particle and hole states. Th
the particle creation and annihilation operators,a†(x) anda(x), at the coordinatex are written in
terms of the above (a†

m, am) and the integration with respect to the positive energyε specifying
the continuum states:

a†(x) =
∑
m

ϕ∗
m(x)a†

m +
∫

dε ϕ∗
ε (x)a†

ε , (5)

a(x) =
∑
m

ϕm(x)am +
∫

dε ϕε(x)aε. (6)

In the mixed representation, the coordinate representation is used for particles, while
basis specified by the discrete indexi are used for holes. Thus, the following expressions of
nucleon operators are convenient:

ψ†(x) = a†(x) +
∑

i

ϕ∗
i (x)bi, (7)

ψ(x) = a(x) +
∑

i

ϕi(x)b
†
i . (8)

Note that{
a(x), a†(x′)

} = P(x, x′) = δ(x, x′) − Q(x,x′) ≡ δ(x, x′) −
∑

i

ϕi(x)ϕ∗
i (x′), (9)

whereP(x, x′) andQ(x,x′) are the projectors onto the particle and hole spaces, respectiv
Using an abbreviation,

∑
x ≡ ∑

στ

∫
dr , the RPA phonon creation operators in the mix

representation are written as
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O
†
λ =

∑
i

∑
x

{
Xλ

i (x)a†(x)b
†
i − Yλ

i (x)bia(x)
}
. (10)

Then, the RPA eigenvalue equations determining the eigenenergies,h̄ωλ, and the forward and
backward amplitudes,Xλ

i (x) andYλ
i (x) are given in the following form:∑

j

∑
x′

[
Aij (x, x′)Xλ

j (x′) + Bij (x, x′)Y λ
j (x′)

] = h̄ωλX
λ
i (x), (11)

∑
j

∑
x′

[
B∗

ij (x, x′)Xλ
j (x′) + A∗

ij (x, x′)Y λ
j (x′)

] = −h̄ωλY
λ
i (x), (12)

where

Aij (x, x′) =
∑

x′′,x′′′
P(x, x′′)Ãij (x

′′, x′′′)P (x′′′, x′), (13)

Bij (x, x′) =
∑

x′′,x′′′
P(x, x′′)B̃ij (x

′′, x′′′)Q(x′′′, x′), (14)

and

Ãij (x, x′) = [
hHF(x, x′) − eiδ(x, x′)

]
δij +

∑
x′′x′′′

ϕi(x
′′)ϕ∗

j (x′′′) ∂2E[ρ]
∂ρ(x′′, x)∂ρ(x′, x′′′)

, (15)

B̃ij (x, x′) =
∑
x′′x′′′

ϕi(x
′′)ϕj (x

′′′) ∂2E[ρ]
∂ρ(x′′, x)∂ρ(x′′′, x′)

. (16)

The above RPA equations can be recast into the following form for the linear combina
φ

(±)λ
i (x) = Xλ

i (x) ± Yλ∗
i (x):∑

x′

[
hHF(x, x′) − eiδ(x, x′)

]
φ

(+)λ
i (x′)

+
∑
x′x′′

P(x, x′)h(+)λ
RPA (x′, x′′)ϕi(x

′′) = h̄ωλφ
(−)λ
i (x), (17)

∑
x′

[
hHF(x, x′) − eiδ(x, x′)

]
φ

(−)λ
i (x′)

+
∑
x′x′′

P(x, x′)h(−)λ
RPA (x′, x′′)ϕi(x

′′) = h̄ωλφ
(+)λ
i (x). (18)

Here, the RPA Hamiltonian is given by

h
(±)λ
RPA (x, x′) =

∑
x′′,x′′′

ρ(±)λ(x′′, x′′′)δhHF(x, x′)
δρ(x′′, x′′′)

, (19)

where

ρ(±)λ(x, x′) =
∑

i

[
ϕ∗

i (x′)φ(±)λ
i (x) ± φ

(±)λ∗
i (x′)ϕi(x)

]
(20)

represents the transition density. The above equations are obtained also by making th
amplitude approximation for the equations of motion of the time-dependent HF mean field
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The explicit expression ofh(±)λ
RPA (x, x′) is given in Appendix A. The transition matrix elemen

for the octupole operatorsQ3K are given by

〈0|Q3K |λ〉 =
∑
x

Q3K(r)
∑

i

[
Xλ

i (x)ϕ∗
i (x) + ϕi(x)Y λ

i (x)
]
.

2.2. Details of numerical calculation

We solve the SHF equation on the 3D Cartesian mesh assuming the reflection symmetr
the (x, y)-, (y, z)-, and(z, x)-planes. The derivative operators are treated by means of th
grange mesh method [56], except for the derivative of the Coulomb potential for which the
difference method with the 9 points formula is used. Based on the numerical test explained
we adopt the mesh spacing�x = 0.6 fm. Because we treat the superdeformed nuclei, we us
rectangular box with 15 and 25 mesh points in the positive directions of the minor and majo
respectively, i.e., we take the mesh points atx = 0.3,0.9, . . . ,8.7 fm, y = 0.3,0.9, . . . ,8.7 fm
and z = 0.3,0.9, . . . ,14.7 fm (the major axis is called thez-axis). Considering the reflectio
symmetries, the total size of the box is thus 17.4× 17.4× 29.4 fm3. For the effective interaction
the standard versions of the Skyrme interaction, SIII [57], SkM∗ [58] and SLy4 [59], are used.

We then solve the RPA equations, (17) and (18), using the SHF solutions obtained
With the mesh discretization, Eqs. (17) and (18) become the matrix eigenvalue problem w
2× Nh × Np dimension, whereNh andNp denote the numbers of the hole states and the m
points, respectively. Because we assume the reflection symmetry about the three planes,
eigenvalue equations are separated into four blocks specified by the parity quantum numb
easily ascertained that the negative parity operators are classified into the four groups,(−,+,+),
(+,−,+), (+,+,−), and(−,−,−), where the first, the second, and the third signs indicate
parity with respect to the reflection about the(y, z)-, (z, x)-, and(x, y)-planes, respectively. Fo
instance, the octupole operatorQ30 = r3Y30 belongs to the(+,+,−) sector. On the other han
the octupole operators withK �= 0, Q

(±)
3K = r3

(
Y3K ± Y3,−K

)
/
√

2, are classified according
the parity quantum numbers as shown in Table 1. We calculate the eigenvalues and eige
of the RPA matrix by means of the conjugate gradient method in a version developed in
[51–53].

It should be noted here that the translational symmetry is broken in the coordinate mesh
sentation so that the eigenvalues of the RPA corresponding to the spurious center of mass
do not necessarily become zero. It is possible that the eigenvalueh̄ωλ corresponding to the spur
ous mode become pure imaginary. Moreover, in deformed nuclei, except for the(−,−,−) sector,
these spurious modes can mix with the octupole modes having the same symmetry pr
(see Table 1 for the classification of the dipole operators corresponding to the center o
motion). It is therefore very important to carefully check the accuracy of numerical calcu
whether or not the spurious center of motions are decoupled from the physical excitatio
good approximation. In the numerical calculation, we manipulate this problem with the fo
ing procedure. Combining Eqs. (11) and (12), the RPA eigenvalue problem is transform
the following form:∑

jk

∑
x′,x′′

[
Aij (x, x′)Ajk(x

′, x′′) − Aij (x, x′)Bjk(x
′, x′′)

+ Bij (x, x′)Ajk(x
′, x′′) − Bij (x, x′)Bjk(x

′, x′′)
]
φ

(−)λ
(x′′) = (h̄ωλ)

2φ
(−)λ

(x). (21)
k i
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Table 1
Classification of octupole and dipole operators ac-
cording to the parity quantum numbers with respect to
reflections about the(y, z)-, (z, x)- and(x, y)-planes

Symmetry Octupole Dipole

(−,+,+) Q
(+)
31 , Q

(+)
33 x

(+,−,+) Q
(+)
31 , Q

(+)
33 y

(+,+,−) Q30, Q
(+)
32 z

(−,−,−) Q
(−)
32 none

Fig. 1. Low-energy solutions of the RPA for negative-parity excitations on the SD ground state in40Ca, plotted as
functions of the mesh spacing used in the SHF+ RPA calculation with the SIII interaction. Lower part: energies
the spurious center of mass modes belonging to the(−,+,+), (+,−,+) and(+,+,−) sectors are plotted with ope
diamonds, filled diamonds, and open squares, respectively. When their excitation energies,h̄ωλ, take imaginary values
the −|ωλ| values are plotted for convenience of presentation. The filled circles at about 1.0 and 1.7 MeV indic
lowest physical excitations in the(−,+,+) and(+,−,+) sectors, respectively. Upper part: transition strengths for
lowest physical excitation at about 1.7 MeV in the(+,−,+) sector, plotted as a function of mesh spacing.

This form is convenient for applying the conjugate gradient method which is valid onl
real eigenvalues, because, when the eigenvalueh̄ωλ of the spurious mode take an imag
nary value, we can easily identify it as a negative(h̄ωλ)

2 solution of this equation. Th
result of such an accuracy test of numerical calculation is presented in Fig. 1. In th
ure, low-energy solutions of the above RPA equation for negative-parity excitations o
SD ground state in40Ca are plotted as functions of the mesh spacing�x used in the SHF–
RPA calculation with the SIII interaction. We see that a good convergence is attained at
�x = 0.6 fm, although excitation energies of the spurious center of mass modes flu
in the region of�x > 0.7 fm. It should be noted that the excitation energies of the ph
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cal excitation modes and their transition strengths almost converge for�x < 0.7 fm. Thus,
we adopt�x = 0.6 fm in the numerical calculations presented below. We note that the
of this mesh spacing corresponds the introduction of an effective energy cut-offEcut-off =
(h̄2/2m)(π/�x)2 ∼ 500 MeV. This value is sufficiently large. Accordingly, it may be allow
to say that our calculation is, in practice, cut-off free. Certainly, it is desirable to use a s
�x and a larger box for better numerical accuracy, but it is difficult to do so with the a
able computing power at the present time. This limitation will be overcome in the nea
ture.

In presenting the results of the SHF–RPA calculation in the subsequent sections, we la
SHF single-particle levels in terms of the asymptotic quantum numbers[Nosc, nz,Λ,Ω] for the
modified oscillator potential. It should be noted that this labeling is used solely for conven
of presentation, and do not always mean that they are good quantum numbers. The lab
the SHF single-particle states is done by examining their properties, like reflection symm
and expectation values of the angular momentum, and by comparison with the single-p
level scheme obtained in Ref. [60], where the deformed Woods–Saxon potential simulat
SHF potential was constructed and properties of both the bound states and the discretiz
tinuum states for this potential are analyzed in detail. In this reference, the RPA calcu
were also carried out for the octupole excitations on the SD states under consideration
the conventional matrix formulation with these single-particle levels in a truncated model
and a density dependent contact interaction. The results of this simple RPA calculation
itatively agree with the results of the mixed representation RPA calculation presented
Thus, we have used the correspondence between the two calculations for checking the nu
calculation. As we shall discuss later, this comparison was especially useful for the purp
distinguishing the resonant levels from the non-resonant discretized continuum levels.

3. Results of calculation for the 40Ca region

Fig. 2 displays the transition strength distributions obtained by the SHF–RPA calcu
with the SIII interaction for low-frequency octupole excitations built on the SD states in32S,
36Ar, and 40Ca. The RPA transition strengthsB(QIS3) are here defined as the squared ma
elements of the isoscalar octupole operators between the SD excited state|λ〉 and the SD ground
state|0〉 , B(QIS3) = |〈0|Qπ

3K + Qν
3K |λ〉|2. In this figure, the RPA transition strengths for t

electric octupole operators,B(E3) = |〈0|Qπ
3K |λ〉|2, are also indicated for levels possessing str

collectivity. Here,Qπ
3K andQν

3K denote the proton and neutron octupole operators. It shou
noted that these quantities represent the intrinsic matrix elements squared. Accordingly,
to evaluate the reduced transition probabilities in the laboratory frame, appropriate Cle
Gordan (CG) coefficients squared and other kinematical factors should be multiplied to
[61]. Specifically, for the transition from the 3− member of theK = 0 (K �= 0) band to the SD
0+ band head, the CG coefficient is unity and the kinematical factor is 1/7 (2/7). The SHF
calculation for40Ca in fact yields a SD mean field with small triaxially ofγ = 7◦, while the SD
solutions for32S and36Ar are axially symmetric. Nevertheless, for simplicity, we here pre
the result of the RPA calculation on the basis of the SHF mean field obtained under the co
γ = 0◦. The effect of the small triaxial deformation on these excitation modes will be disc
in the end of this section.

For 32S, we obtain a low-frequency collectiveKπ = 2− mode at 2.6 MeV above the S
band head. It possesses a large isoscalar octupole transition strength of 30 W.u. (1 W.� 61
fm6 for 32S). The unperturbed strengths in the 3.5 MeV region, seen in Fig. 2, are asso
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re are no
parti-
t
ve-parity
Fig. 2. Isoscalar octupole transition strengths forKπ = 0−, 1− and 2− excitations on the SD states in (a)32S, (b)36Ar,
and (c)40Ca, obtained by the SHF–RPA calculation with the SIII interaction. The unit is fm6. For comparison with the
RPA strengths, unperturbed particle–hole strengths are also shown in the lower panels for each nucleus. The
significant strengths forKπ = 3− excitations values in this low-energy region, so that they are not shown. Some
cle–hole excitations of neutrons near the Fermi surface are drawn by arrows with theirKπ values in the rightmost par
for each nucleus. We have similar excitations also for protons. The solid, dashed, and dotted lines indicate positi
levels, negative-parity levels, and the Fermi surface, respectively. The asymptotic quantum numbers[NnzΛΩ] are indi-
cated for pertinent levels.
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with the proton and neutron excitations from the[2111
2] level to the[3213

2] level. The RPA
transition strength is greatly enhanced in comparison with the unperturbed strengths and t
eigenenergy is significantly shifted down from the unperturbed particle–hole excitation en
so that thisKπ = 2− mode can be regarded as a collective octupole vibration.

For 36Ar, we obtain two strongly collective modes; aKπ = 2− mode at 3.9 MeV and
Kπ = 1− mode at 4.0 MeV. They possess large isoscalar octupole transition strengths
and 25 W.u., respectively (1 W.u.� 77 fm6 for 36Ar). This 2− mode is similar to that in32S dis-
cussed above, except for the following difference: because the quadrupole deformation of
state in36Ar is smaller (β2 = 0.51) than that in32S (β2 = 0.72), the unperturbed particle–ho
excitation energies (4.9–5.0 MeV) of protons and neutrons from the up-sloping[2111

2] level to
the down-sloping[3213

2] level are larger in36Ar than in 32S. Accordingly, the RPA excitatio
energy of the 2− mode in36Ar is higher than that in32S. Concerning the 1− mode, its excitation
energy is considerably shifted down from the particle–hole excitation energies (4.6–4.9 M
protons and neutrons from the[2025

2] level to the[3213
2] level. Considering this together with th

enhanced transition strength, this 1− mode can also be regarded as a mode possessing str
collectivity. In addition to the 2− and 1− modes mentioned above, we also obtain a 0− mode and
another 1− mode in the 2.8–2.9 MeV region, which are moderately collective.

For40Ca, we obtain a low-frequency collectiveKπ = 1− mode at about 1.2 MeV. It possess
a large isoscalar octupole transition strengths of 29 W.u. (1 W.u.� 95 fm6 for 40Ca). The unper
turbed particle–hole strengths in the 2.2 MeV region are associated with the proton and n
excitations from the[3213

2] level to the[2001
2] level. The fact that the RPA transition strength

significantly enhanced in comparison with the unperturbed strength and the RPA eigenen
shifted down from the unperturbed particle–hole excitation energies indicates that thisKπ = 1−
mode possesses a strong collectivity. We also obtained a strongly collectiveKπ = 0− mode pos-
sessing quite large strength (82 W.u.) at about 3.3 MeV. For thisKπ = 0− transitions, although
small unperturbed strengths (about 0.1 W.u.) associated with the particle–hole excitations
tons and neutrons from the[3213

2] level to the[2023
2] level are seen at about 4.6 MeV, th

strengths are small mainly because they strongly violate the asymptotic selection rule fo
energy octupole transitions in the SD harmonic-oscillator potential [11]. Thus, this colle
Kπ = 0− mode is generated mainly from many particle–hole configurations lying in the e
region higher than that shown in this figure. We mention that these collective modes in40Ca were
previously reported by one of authors (H.I.) in Ref. [51].

For all the RPA eigenmodes presented in Fig. 2, we can say the followings:

(1) The approximate relation,B(QIS3) ≈ 4B(E3), holds, indicating that they are collectiv
modes generated by coherent superposition of proton and neutron excitations.

(2) The RPA strengths are greatly enhanced from the unperturbed strengths of ind
particle–hole excitations. This indicates that these RPA eigenmodes are generated
lective contributions of quite a number of particle–hole excitations.

The role of coherence between the neutron and proton excitations in building up these co
enhancements can also be seen by comparing these RPA transition strengths for theN = Z

nuclei,32S and40Ca, with those for theN �= Z nucleus36S presented in the succeeding secti
We also carried out the same kind of calculation using the SkM∗ [58] and the SLy4 [59]

interactions. The results for strongly collective excitations of these SHF–RPA calculation
different versions of the Skyrme interaction are compared in Fig. 3. Note that the calculatio
40Ca were done with the constraintγ = 0◦ for the mean fields, although the SHF calculatio
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Fig. 3. Comparison of the SHF–RPA calculations with the SIII, SkM∗ and SLy4 interactions for collective octupo
excitations on the SD states in32S, 36Ar, and40Ca. Only collective excitations havingB(QIS3) greater than 10 W.u
are displayed here (see Fig. 2 for other excitations having smaller strengths). The numbers on the right-hand
individual levels indicate theK quantum numbers. The numbers beside the arrows indicate the intrinsic transition
elements squared of the isoscalar octupole operator,B(QIS3), in units of fm6. Those for the electric octupole operato
B(E3), are also given in brackets in units ofe2 fm6.

Fig. 4. Low-frequency collective octupole excitations on the SD states in40Ca and44Ti, obtained by the SHF–RPA
calculation taking into account the triaxial deformation of the mean field. Only collective excitations havingB(QIS3)

greater than 10 W.u. are displayed here. The numbers on the right-hand sides of individual levels indicate the app
K quantum numbers, The numbers beside the arrows indicate the intrinsic transition matrix elements squar
isoscalar octupole operator,B(QIS3), in units of fm6. Those for the electric octupole operator,B(E3), are also given in
brackets in units ofe2 fm6. The Skyrme interaction used and the triaxial deformationγ of the mean field are indicate
at the bottom.

yield small triaxial deformations; 4◦ and 8◦ with the SkM∗ and SLy4 interactions, respective
For all excitation modes discussed above, we obtained the results qualitatively similar to
with the SIII interaction. Namely, our prediction about the existence of these collective mo
rather robust, depending little on the choice of the Skyrme interaction.

Next, let us examine the effects of the triaxial deformations of the SD mean field on the
eigenmodes discussed above. Fig. 4 shows the strongly collective excitations in40Ca and44Ti,
obtained by the RPA calculation taking into account the triaxiality of the SD mean fields. Be
K is not a good quantum number due to theK mixing, theK values denoted on the right-han
sides of individual levels indicate the maximum components, and the transition streng
theseK values are indicated beside the arrows in this figure. A clear consequence of the



72 T. Inakura et al. / Nuclear Physics A 768 (2006) 61–79

PA

int
his

than
ter-
triax-

ole

. 5).
ths in
with

e
utrons

but
t RPA
e
D

with
Fig. 5. The same as Fig. 2, but for octupole excitations on the triaxial SD state in44Ti. Note that, due to the triaxia
deformation,K is not a good number for single-particle levels. The asymptotic quantum numbers[NnzΛΩ] beside the
pertinent levels in the rightmost figure merely indicate their main components.

ality is that theK �= 0 modes split into doublets. This qualitative feature is common to the
calculations with the SIII, SkM∗ and SLy4 interactions. Concerning the40Ca case, however, th
small triaxiality (γ < 10◦) in the HF mean field might be easily diminished by, e.g., the zero-p
fluctuation in theγ direction and/or pairing correlations. Therefore, it is not clear whether
splitting of the 1− mode is important or not. On the other hand, the triaxial deformations for44Ti,
obtained in the SHF calculations with the SIII and SLy4 interactions, are significantly large
those for40Ca (see theγ values indicated at the bottom of Fig. 4). In such cases, it may be
esting to examine the theoretical calculation against possible experimental signatures of th
iality. For instance, the calculation with the SIII interaction yields a “Kπ = 0−” collective mode
at 2.4 MeV and a “Kπ = 2−” doublet at 3.0 and 3.5 MeV, which possess large isoscalar octu
transition strengths of 27, 24 and 16 W.u., respectively (1 W.u.� 115 fm6 for 44Ti). In addition,
we also obtain another 0− mode at 5.3 MeV, two 1− doublets at 2.5 and 4.2 MeV, and another−
doublet at 3.2 MeV, which are moderately collective (not shown in Fig. 4 but displayed in F

The RPA transition strengths are compared with the unperturbed particle–hole stren
Fig. 5. For theK = 0 transitions, small unperturbed strengths (about 0.15 W.u.) associate
the particle–hole excitations of protons and neutrons from the[3213

2] level to the[2023
2] level

are seen at about 3.2 MeV. For theK = 2 transitions, the peaks in the 4.1–4.3 MeV region in
unperturbed strengths are associated with the particle–hole excitations of protons and n
from the [2001

2] level to the[3125
2] level. These “Kπ = 0−” and “Kπ = 2−” RPA modes are

generated by collective superpositions of not only these relatively low-lying configuration
also many particle–hole configurations lying in the higher energy region. Thus, the prese
calculation suggests that the appearance of the 2− doublet may serve as a good indicator of
triaxial nature of the SD state of44Ti. Experimental search for such a doublet on top of the
band head seems very interesting.

4. Results of calculation for the neutron-rich sulfur region

Fig. 6 displays the transition strength distributions obtained by the SHF–RPA calculatio
the SIII interaction for low-frequency octupole excitations built on the SD states in36,48,50S. Let
l
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Fig. 6. Isoscalar octupole transition strengths forKπ = 0−,1− and 2− excitations on the SD states in (a)36S, (b)48S,
and (c)50S, obtained by the SHF–RPA calculation with the SIII interaction. The unit is fm6. For comparison with the RPA
strengths, unperturbed particle–hole strengths are also shown in the lower panels for each nucleus. The arrow
the threshold energies for neutron emission. There are no significant strengths forKπ = 3− excitations in this low-energy
region, so that they are not shown. Some particle–hole excitations near the Fermi surface are drawn by arrows
Kπ values in the rightmost part for each nucleus. The solid, dashed, and dotted lines indicate the positive-pari
negative-parity levels, and the Fermi surface, respectively. The asymptotic quantum numbers[NnzΛΩ] are indicated for
pertinent levels. For the positive energy region, only the discretized continuum levels possessing resonance cha
drawn.
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us first discuss the result of calculation for the neutron-rich36S. For this nucleus, we obtain
Kπ = 1− mode at 2.6 MeV and aKπ = 2− mode at 4.2 MeV. As they possess the isosc
octupole transition strengths of 13 W.u. and 16 W.u., respectively, they are moderately co
(1 W.u. � 77 fm6 for 36S). It is interesting to compare this result with those for32S and40Ca
discussed in the previous section. The 1− mode in this nucleus is similar to the 1− mode in40Ca,
but its transition strength is less than half of the latter. This reduction of the collectivity i
derstood in terms of the weakening of the coherence between the proton and neutron exc
when one goes from theN = Z nucleus to theN �= Z nucleus. Looking into the microscop
details, we find that, for example, the particle–hole excitations of protons and neutrons fr
[3213

2] level to the[2001
2] level act coherently to produce theKπ = 1− collective mode in40Ca,

but this proton excitation is absent in the case of36S because the[3213
2] level is unoccupied

Analogous argument also applies to theKπ = 2− mode. This mode is similar to the 2− mode
in 32S, but, its transition strength is about half of the latter. This is understood again in
of the weakening of the coherence between the proton and neutron excitations. For insta
particle–hole excitations of protons and neutrons from the[2111

2] level to the[3213
2] level act

coherently to produce theKπ = 2− collective mode in32S, but this neutron excitation is abse
in the case of36S because the[3213

2] level is already occupied.
Next, let us discuss the result of calculation for48S and50S close to the neutron drip line. F

48S, we obtain aKπ = 1− mode at very low excitation energy, 0.51 MeV. This mode posse
a large octupole transition strength of 31 W.u. (1 W.u.� 137 fm6 for 48S). The RPA eigenenerg
is shifted down only slightly (0.14 MeV) from the unperturbed energy (0.65 MeV) of the ne
excitation from the[4311

2] level to the[3101
2] level. The unperturbed transition strength for t

single-particle excitation is extremely large, i.e.,B(QIS3) = 7.7 W.u. The major cause of th
remarkable strength is understood as follows: both the[4311

2] and [3101
2] levels are loosely

bound with binding energy about 2 MeV. Because, as is well known, wave functions
loosely bound states are significantly extended outside of the half-density radius, the
element of the octupole operator between these configurations acquires a large contributi
the region outside of the nuclear surface. Thus, such a transition strength can become ve
in nuclei close to the neutron drip. Although the increase of the RPA transition strength fro
unperturbed strength indicates the presence of collective effects, it may be appropriate to c
that the major character of this mode is of single-particle type. In contrast to the low e
peak at 0.51 MeV discussed above, the peaks above the neutron-emission threshold (i
by arrows in Fig. 6) are considered to be associated with the excitations to discretize
resonant continuum states. We examined that these peaks in the continuum indeed mov
we increase the box size in the numerical calculation. Therefore, we cannot give definite p
meanings to these peaks.

For 50S, we obtain aKπ = 2− mode at 2.5 MeV. Like theKπ = 1− mode in48S, it is es-
sentially a single-particle-type excitation, although it has extremely large octupole tran
strength, 55 W.u. (1 W.u.� 149 fm6 for 50S). Namely, it is created mainly by the neutron exc
tion from the loosely bound[3101

2] level to the resonance[4225
2] level. The RPA eigenenergy o

this mode is shifted down only slightly (0.5 MeV) from the unperturbed excitation energy
MeV) of this particle–hole configuration. Because the resonance[4225

2] level is situated near th
centrifugal barrier top, its wave function is significantly extended far out side of the half-de
radius of this nucleus. Thus, the unperturbed octupole transition strength for this particl
excitation takes an extremely large value,B(QIS3) = 22 W.u. This resonance interpretation
the [4225] level is largely based on the analysis made in Ref. [60] where the deformed W
2
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Fig. 7. Comparison of the SHF–RPA calculations with the SIII, SkM∗ and SLy4 interactions for low-frequencyKπ = 1−
and 2− excitations on the SD states in36,48,50S. For SLy4, the SD local minimum does not appear in48S. Only excita-
tions havingB(QIS3) greater than 10 W.u. are displayed here (see Fig. 6 for other excitations having smaller stre
The numbers on the right-hand sides of individual levels indicate theK quantum numbers. The numbers beside
arrows indicate the intrinsic transition matrix elements squared of the isoscalar octupole operator,B(QIS3), in units of
fm6. Those for the electric octupole operator,B(E3), are also given in brackets in units ofe2 fm6.

Saxon potential simulating our SHF potential was constructed and properties of the disc
continuum states for this potential are analyzed in detail. It was then found that the energy
root-mean-square radius of this level were stable against the variation of the box size. In th
paper, this conclusion was confirmed also by carrying out the eigenphase analysis for thi
The appearance of this resonance level is easily understood as due to the rather high ce
barrier for the relatively large value of the symmetry axis component of the angular mome
Ω = 5/2. We confirmed that this 2− peak at 2.5 MeV does not move but the other peaks m
when we increase the box size in the numerical calculation. Thus, like in48S, except for the 2−
peak, the peaks above the neutron-emission threshold are considered to be associated
excitations to discretized non-resonant continuum states.

We also carried out the same kind of calculation using the SkM∗ [58] and the SLy4 [59]
interactions. The results of calculations with different versions of the Skyrme interactio
compared in Fig. 7. For the SLy4 interaction, the SD local minimum does not appear in48S, so
that the RPA calculation was not done for this nucleus. Except for this, these Skyrme intera
yield qualitatively similar results for theKπ = 1− andKπ = 2− modes.

To accurately describe the spatially extended wave functions, like the loosely bound
and resonance levels in48S and50S discussed above, it is certainly desirable to use a bigge
in the numerical calculation. Although it is difficult to significantly enlarge the box size u
the present situation of computing power, we plan to manipulate this problem by incorpo
the adaptive coordinate method into our scheme of numerical calculation. We believe, ho
that the qualitative features of the present RPA calculation will remain valid. We have n
tained well-developed collective octupole modes for48S and50S. In such unstable nuclei clos
to the neutron drip line, there is almost no bound state above the Fermi surface and n
are excited to the continuum states. It seems difficult to develop collective correlations a
different particle–hole configurations under such situations. Quite recently, however, one
authors (M.Y.) pointed out that the pairing correlations play an important role for the emer
of low-frequency collective modes in such drip-line nuclei [62]. For studying such pairing e
for collective excitations, it will be interesting to extend the mixed representation RPA bas
the SHF mean field to that based on the SHF-Bogoliubov mean field.
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5. Conclusions

By means of the mixed representation RPA based on the SHF mean field, we have inve
low-frequency octupole excitations on the SD states in theN = Z nuclei around40Ca and the
neutron-rich sulfur isotopes. The RPA calculation has been carried out on the 3D Cartesia
in a box, and yielded a number of low-frequency octupole vibrations built on the SD sta
32S,36Ar, 40Ca and44Ti. In particular, a strongly collectiveKπ = 1− octupole vibration has bee
suggested to appear on top of the SD state in40Ca. For48,50S close to the neutron drip line, w
have found that the low-lying state created by the excitation of a single neutron from a lo
bound lowΩ level to a highΩ resonance level acquires an extremely strong octupole tran
strength due to the spatially very extended structure of the particle–hole wave functions.
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Appendix A. Explicit expressions of the RPA Hamiltonian

Here, using the notations of Ref. [63], we recapitulate the quantities appearing in th
Hamiltonian (19). More detailed expressions are given in Ref. [51].

The RPA Hamiltonianh(±)λ
RPA is written

h
(±)λ
RPA (rστ, rσ ′τ ′) =

[
F

(±)λ
00 (r)δττ ′ +

∑
t3

F
(±)λ
1t3

(r)τ
t3
ττ ′

]
δσσ ′

+
[
G

(±)λ
00 (r)δττ ′ +

∑
t3

G
(±)λ
1t3

(r)τ
t3
ττ ′

]
· σ σσ ′, (A.1)

F
(±)λ
tt3

= −∇ · [M(±)λ
tt3

∇] + U
(±)λ
tt3

− i

2

[∇ · I (±)λ
tt3

+ I
(±)λ
tt3

· ∇] + U
(±)λ
Coul,t t3

δπτ , (A.2)

G
(±)λ
tt3

= −
∑
µ

∇µ · [C(±)λ
tt3

∇µ

] + �
(±)λ
tt3

− i

2

∑
µν

[∇µB
(±)λ
tt3,µν + B

(±)λ
tt3,µν∇µ

]
eν . (A.3)

The quantities,M(±)λ
tt3

,U
(±)λ
tt3

, etc. appearing in the above expressions are obtained by the s
derivative of the time-even and time-odd energy functionals,EevenandEodd, with respect to the
local densities:

M
(±)λ
tt3

= ∂2Eeven
t ρ

(±)λ
tt3

, (A.4)

∂τtt3∂ρtt3
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r

U
(±)λ
00 = ∂

∂ρ00

[∑
t t3

(
∂ESk

∂ρtt3

ρ
(±)λ
tt3

+ ∂Eodd
t

∂st t3

· s(±)λ
tt3

)

+ ∂Eeven
0

∂τ00
τ

(±)λ
00 + ∂Eeven

0

∂J 00
· J (±)λ

00

]
, (A.5)

U
(±)λ
1t3

= ∂

∂ρ1t3

[
∂Eeven

1

∂ρ1t3

ρ
(±)λ
1t3

+ ∂Eeven
1

∂τ1t3

τ
(±)λ
1t3

+ ∂Eeven
1

∂J 1t3

· J (±)λ
1t3

+ ∂Eeven
1

∂ρ00
ρ

(±)λ
00

]
, (A.6)

B
(±)λ
tt3,µν = ∂

∂Jtt3,µν

[
∂Eeven

t

∂Jtt3,µν

J
(±)λ
tt3,µν + ∂Eeven

t

∂ρtt3

ρ
(±)λ
tt3

]
, (A.7)

C
(±)λ
tt3

= ∂2Eodd
t

∂T t t3∂st t3

· s(±)λ
tt3

, (A.8)

�
(±)λ
tt3

= ∂

∂st t3

[
∂Eodd

t

∂st t3

· s(±)λ
tt3

+ ∂Eodd
t

∂T t t3

· T (±)λ
tt3

+ ∂Eodd
t

∂j t t3

· j (±)λ
tt3

+ ∂Eodd
t

∂ρ00
ρ

(±)λ
00

]
, (A.9)

I
(±)λ
tt3

= ∂

∂j t t3

[
∂Eodd

t

∂j t t3

· j (±)λ
tt3

+ ∂Eodd
t

∂st t3

· s(±)λ
tt3

]
, (A.10)

U
(±)λ
Coul,t t3

= ∂

∂ρtt3

[
∂ECoul

∂ρ00
ρ

(±)λ
00 + ∂ECoul

∂ρ10
ρ

(±)λ
10

]
. (A.11)

The local transition densitiesρ(±)λ
tt3

, the local transition spin densitiess(±)λ
tt3

, the local transition

kinetic energy densitiesτ (±)λ
tt3

, the local transition kinetic spin densitiesT
(±)λ
tt3

, the local transition

current densitiesj (±)λ
tt3

, the local transition spin–orbit current tensorsJ
(±)λ
tt3,µν are given by

ρ
(±)λ
tt3

(r) = ρ
(±)λ
tt3

(r, r), (A.12)

s
(±)λ
tt3

(r) = s
(±)λ
tt3

(r, r), (A.13)

τ
(±)λ
tt3

(r) = ∇ · ∇′ρ(±)λ
tt3

(r, r ′)
∣∣
r=r ′ , (A.14)

T
(±)λ
tt3

(r) = ∇ · ∇′s(±)λ
tt3

(r, r ′)
∣∣
r=r ′ , (A.15)

j
(±)λ
tt3

(r) = − i

2
(∇ − ∇′)ρ(±)λ

tt3
(r, r ′)

∣∣
r=r ′ , (A.16)

J
(±)λ
tt3,µν(r) = − i

2
(∇ − ∇′)µs

(±)λ
tt3,ν

(r, r ′)
∣∣
r=r ′ . (A.17)

The local transition spin–orbit currentsJ (±)λ
tt3

are defined by

J
(±)λ
tt3

=
∑
µνω

εµνωJ
(±)λ
tt3,µνeω, (A.18)

whereεµνω is the Levi-Civita symbol andeω is the unit vector in theω-direction. The scala

transition densitiesρ(±)λ
tt3

(r, r ′) and the vector transition densitiess(±)λ
tt3

(r, r ′) appearing in
the above equations are defined by decomposing the transition density matrixρ(±)λ(x, x′) =
ρ(±)λ(rστ, r ′σ ′τ ′) into the spin–isospin channels:
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ρ(±)λ(rστ, r ′σ ′τ ′)

= 1

4

[
ρ

(±)λ
00 (r, r ′)δσσ ′δττ ′ + s

(±)λ
00 (r, r ′) · σ σσ ′δττ ′

+ δσσ ′
1∑

t3=−1

ρ
(±)λ
1t3

(r, r ′)τ t3
ττ ′ +

1∑
t3=−1

s
(±)λ
1t3

(r, r ′) · σ σσ ′τ t3
ττ ′

]
. (A.19)

In the above expressions, the charge-exchanget3 = ±1 components are included for comple
ness, although they do not contribute to the excitation modes considered in this paper.
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β and γ vibrations in stable deformed nuclei are thus strongly violated. Second, the dynamic pairing effects
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1. Introduction

The physics of drip-line nuclei is one of the current frontiers in nuclear structure physics
[1–3]. The number of unstable nuclei experimentally accessible will remarkably increase when
the next generation of radioactive ion beam facilities start running. We shall be able to study the
properties not only of the ground states but also of low-lying excited states of drip-line nuclei
in the medium-mass region. Collective excitation in neutron-rich nuclei is one of the most in-
teresting issues in this field. Because properties of low-frequency collective vibrational modes
are quite sensitive to surface effects and details of shell structure, we expect that new kinds of
collective excitations emerge under such new situations of nuclear structure. In order to quest
for collective modes of excitation unique to unstable nuclei associated with new features such
as neutron skins, many attempts have been made using the self-consistent RPA based on the
Skyrme–Hartree–Fock (SHF) method [4–6] and the Quasiparticle-RPA (QRPA) including the
pairing correlations [7–12]. A number of similar approaches using different mean fields have
also been carried out [14–22]. (See Refs. [12,19,23] for extensive lists of references concerning
the self-consistent RPA and mean-field calculations.) Most of these calculations, however, are
restricted to spherical nuclei.

Quite recently, low-frequency RPA modes in deformed nuclei close to the neutron drip line
have been investigated by several authors. The time-dependent Hartree–Fock method formulated
in the three-dimensional coordinate space with a complex absorbing boundary condition was
applied to low-frequency isovector dipole modes [24]. Possible appearance of low-frequency
octupole vibrations built on superdeformed states in neutron drip-line nuclei was discussed
in Ref. [25] on the basis of the SHF plus mixed representation RPA [26–28] calculations. In
Ref. [29], we investigated properties of octupole excitations built on superdeformed states in
neutron-rich sulfur isotopes by means of the RPA based on the deformed Woods–Saxon (WS)
potential in the coordinate-space mesh-representation. We found that low-lying states created by
excitation of a single neutron from a loosely bound low-Ω state to a high-Ω resonance state (Ω
being the z-component of the angular momentum) acquire extremely strong octupole transition
strengths due to very extended spatial structure of particle–hole wave functions. All of these
calculations, however, did not take into account the pairing correlation. In Refs. [30,31], low-
lying Gamow–Teller β-decay strengths were investigated by means of the proton–neutron RPA
using the SHF + BCS approximation. Gamma vibrations in 38Mg were studied using the QRPA
with the BCS approximation [32] on the basis of the response function formalism. It should be
noted that these calculations relied on the BCS approximation, which is inappropriate, because of
the unphysical nucleon gas problem [34], for describing continuum coupling effects in drip-line
nuclei.

The nature of pairing correlations in neutron drip-line nuclei is one of the most important sub-
jects in the physics of unstable nuclei. One of the unique features of drip-line nuclei is that the
pairing correlation takes place not only among bound levels but also including continuum states.
To describe this unique character of pairing, the coordinate-space Hartree–Fock–Bogoliubov
(HFB) formalism is suitable [33,34] and has been widely used for the study of single-particle
motion and shell structure near the continuum [35–38]. Due to the pairing and continuum effects,
spatial structure of quasiparticle wave functions near the chemical potential changes significantly,
which affects the properties of low-frequency excitation modes [39]. In order to study the effects
of pairing on the low-frequency excitation modes in deformed nuclei near the neutron drip line,
we have extended the previous work to self-consistently include pairing correlations, and con-
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structed a new computer code that carries out the deformed QRPA calculation on the basis of the
coordinate-space HFB formalism.

The aim of this paper is to carry out the deformed QRPA calculation for neutron drip-line
nuclei and investigate the low-frequency quadrupole vibrational modes with Kπ = 0+ and 2+ in
36,38,40Mg close to the neutron drip line. According to the Skyrme–HFB calculations [40,41] and
Gogny–HFB calculation [42], these isotopes are well deformed. The shell-model calculation [43]
also suggests that the ground state of 40Mg is dominated by the neutron two-particle–two-hole
components, which is consistent with the breaking of the N = 28 shell closure discussed in [44].
We investigate properties of low-frequency modes of excitation in these Mg isotopes simul-
taneously taking into account the deformed mean-field effects, the pairing correlations, and
excitations into the continuum.

This paper is organized as follows: in the next section, the framework of the mean-field
and QRPA calculations is briefly described. In Section 3, results of the QRPA calculation for
low-frequency quadrupole vibrations with Kπ = 0+ and 2+ in 36,38,40Mg are presented and dis-
cussed focusing our attention to the microscopic mechanism of emergence of collective modes
in deformed superfluid nuclei close to the neutron drip line. Concluding remarks are given in
Section 4.

A preliminary version of this work was previously reported in Ref. [45].

2. Method

2.1. Mean-field calculation

In order to discuss simultaneously effects of nuclear deformation and pairing correlations
including the continuum, we solve the HFB equation [33,34,46](

hτ (rσ) − λτ h̃τ (rσ)

h̃τ (rσ) −(hτ (rσ) − λτ )

)(
ϕτ

1,α(rσ)

ϕτ
2,α(rσ)

)
= Eα

(
ϕτ

1,α(rσ)

ϕτ
2,α(rσ)

)
(1)

directly in the cylindrical coordinate space assuming axial and reflection symmetry. In compar-
ison to the conventional method of using a deformed harmonic oscillator basis, this method is
more effective in the treatment of spatially extended wave functions, like loosely bound states,
resonant states and continuum states. As is well known, when the quasiparticle energy E is
greater than the absolute magnitude |λ| of the chemical potential, the upper component ϕ1(rσ)

obeys the scattering-wave boundary condition, while the lower component ϕ2(rσ) is always ex-
ponentially decaying at infinity.

For the mean-field Hamiltonian h, we employ the deformed Woods–Saxon potential with
the parameters used in [29], except the isovector potential strength for which a slightly smaller
value, 30 MeV in stead of 33 MeV, is adopted in order to describe 40Mg as a drip-line nucleus in
accordance with the Skyrme–HFB [40,41] and Gogny–HFB calculations [42]. The pairing field
is treated self-consistently by using the density-dependent contact interaction [47,48],

vpp(r, r ′) = V0
1 − Pσ

2

[
1 − η

(
�IS(r)

�0

)]
δ(r − r ′), (2)

with V0 = −450 MeV fm3 and �0 = 0.16 fm−3, where �IS(r) denotes the isoscalar density and
Pσ is the spin exchange operator. The pairing force strength V0 is chosen such that the average
pairing gap roughly agrees with the systematics (see Table 1). For the parameter η, which repre-
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Table 1
Ground state properties of 36,38,40Mg obtained by the deformed WS–HFB calculation with β2 = 0.28. Chemical poten-
tials, average pairing gaps, and root-mean-square radii for protons and neutrons are listed

Nucleus λπ (MeV) 〈�π 〉 (MeV)
√

〈r2〉π (fm) λν (MeV) 〈�ν 〉 (MeV)
√

〈r2〉ν (fm)
36Mg −20.0 0.0 3.06 −2.09 1.93 3.74
38Mg −23.0 0.0 3.08 −1.15 2.05 3.86
40Mg −25.1 0.0 3.10 −0.41 2.15 3.99

sents density dependence, we use η = 1.0 (surface type). Sensitivity of calculated results to the
parameter η will be examined in Section 3.4. The pairing Hamiltonian is then given by

h̃τ (r) = V0

2

[
1 − η

(
�IS(r)

�0

)]
�̃τ (r). (3)

The normal (particle) and abnormal (pairing) densities are given by

�τ (ρ, z) =
∑
α

∑
σ=±1/2

∣∣ϕτ
2,α(ρ, z, σ )

∣∣2
, (4)

�̃τ (ρ, z) = −
∑
α

∑
σ=±1/2

ϕτ
1,α(ρ, z, σ )ϕτ

2,α(ρ, z, σ ) (5)

and the mean-square radii of protons and neutrons are calculated as

〈
r2〉

τ
=

∫
ρ dρ dz r2�τ (ρ, z)∫
ρ dρ dz�τ (ρ, z)

, (6)

where r = (ρ, z), r = √
ρ2 + z2 and τ=π or ν; �π(ρ, z) and �ν(ρ, z) being the proton and

neutron densities. The average gaps are defined by [49–52]

〈�τ 〉 = −
∫

dr �̃τ (r)h̃τ (r)

/∫
dr �̃τ (r). (7)

We construct the discretized Hamiltonian matrix by use of the finite difference method for
derivatives and then diagonalize the matrix to obtain the quasiparticle wave functions on the two-
dimensional lattice consisting of the cylindrical coordinates ρ and z. The kinetic energy term and
the spin-orbit potential are evaluated using the 9-point formula. Because the time-reversal sym-
metry and the reflection symmetry with respect to the x–y plane are assumed, we have only to
solve for positive Ω and positive z. We use the lattice mesh size �ρ = �z = 0.8 fm and the
box boundary condition at ρmax = 10.0 fm and zmax = 12.8 fm. The quasiparticle energy is cut
off at 50 MeV and the quasiparticle states up to Ωπ = 13/2± are included. This model space is
larger than that used in Ref. [45]. It is certainly desirable to use a larger box for a better eval-
uation of matrix elements involving spatially very extended quasiparticle wave functions. This
improvement remains as a future task, however.

We impose the condition on the convergence of the pairing energy as |(E(i)
pair −E

(i−1)
pair )/E

(i)
pair|<

10−5, where i denotes the iteration number and the pairing energy is defined by [37]

Epair = 1

2

∑ ∫
dr �̃τ (r)h̃τ (r). (8)
τ=π,ν



K. Yoshida et al. / Nuclear Physics A 779 (2006) 99–115 103
We use the same deformation parameter β2 = 0.28 in the Woods–Saxon potential for both
neutrons and protons. This parameter is chosen to approximately reproduce the Q-moments cal-
culated in Ref. [40]. We checked that properties of the QRPA modes do not change significantly
when the deformation parameter is varied around β2 ∼ 0.3.

2.2. Quasiparticle-RPA calculation

Using the quasiparticle basis obtained in the previous subsection, we solve the QRPA equation
in the standard matrix formulation [53]

∑
γ δ

(
Aαβγ δ Bαβγ δ

Bαβγ δ Aαβγ δ

)(
f λ

γ δ

gλ
γ δ

)
= h̄ωλ

(
1 0
0 −1

)(
f λ

αβ

gλ
αβ

)
. (9)

This method is convenient to analyze microscopic structures of the QRPA eigenmodes in com-
parison with other RPA formalisms based on the Greens function method. Namely, individual
two-quasiparticle components, (αβ), (γ δ), etc., constituting the QRPA mode λ are directly rep-
resented by the amplitudes f λ

γ δ and gλ
γ δ , whereas an additional procedure is needed to obtain

them in the latter method [54].
The residual interactions in the particle–particle channel appearing in the QRPA matrices

A and B are self-consistently treated using the density-dependent contact interaction (2). On
the other hand, for residual interactions in the particle–hole channel, we use the Skyrme-type
interaction [55]

vph(r, r ′) =
[
t0(1 + x0Pσ ) + t3

6
(1 + x3Pσ )�IS(r)

]
δ(r − r ′), (10)

with t0 = −1100 MeV fm3, t3 = 16000 MeV fm6, x0 = 0.5, and x3 = 1.0. Because the deformed
Wood–Saxon potential is used for the mean-field, we renormalize the residual interaction in the
particle–hole channel by multiplying a factor fph to get the spurious Kπ = 1+ mode (repre-
senting the rotational mode) at zero energy (vph → fph · vph). This factor is found to be 0.380,
0.376 and 0.374 for 36Mg, 38Mg, and 40Mg, respectively. It is desirable to carry out the QRPA
calculation by using a model space which is consistent with that adopted in the HFB calcula-
tion. It requires, however, excessively demanding computer memory, so that we cut the model
space by Eα + Eβ � 30 MeV. Accordingly, we need another self-consistency factor fpp for the
particle–particle channel. We determine this factor such that the spurious Kπ = 0+ mode asso-
ciated with the number fluctuation appears at zero energy (vpp → fpp · vpp). This factor is found
to be 1.536 for 36–40Mg. The dimension of the QRPA matrix is about 3700 for the Kπ = 0+
modes in 40Mg. We checked accuracy of the numerical calculation by applying our procedure
to quadrupole excitations of the spherical nucleus 24O and comparing the result with that of the
continuum QRPA calculation by Matsuo [7] which exactly fulfills the energy-weighted sum-rule.
It turned out that, although the overall structure of the strength distribution was well reproduced,
the energy-weighted sum-rule value was underestimated by 14% due to the truncation of the
model space. This shortcoming should be overcome in future by enlarging the QRPA model
space.

In terms of the nucleon annihilation and creation operators in the coordinate representation,
ψ̂(rσ) and ψ̂†(rσ), the quadrupole operator is represented as Q̂2K = ∑

σ

∫
dr r2Y2K(r̂) ×
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ψ̂†(rσ)ψ̂(rσ). The intrinsic matrix elements 〈λ|Q̂2K |0〉 of the quadrupole operator between
the excited state |λ〉 and the ground state |0〉 are given by

〈λ|Q̂2K |0〉 =
∑
αβ

Q
(uv)
2K,αβ

(
f λ

αβ + gλ
αβ

) =
∑
αβ

M
(uv)
2K,αβ, (11)

where

Q
(uv)
2K,αβ ≡ 2πδK,Ωα+Ωβ

∫
dρ dzQ

(uv)
2K,αβ(ρ, z), (12)

with

Q
(uv)
2K,αβ(ρ, z) = ρ

{
ϕ1,α(ρ, z,↓)ϕ2,β (ρ, z,↑) − ϕ1,α(ρ, z,↑)ϕ2,β(ρ, z,↓)

− ϕ1,β(ρ, z,↓)ϕ2,α(ρ, z,↑) + ϕ1,β(ρ, z,↑)ϕ2,α(ρ, z,↓)
}
Q2K(ρ, z).

(13)

Here Q2K(ρ, z) = Q2K(r)e−iKϕ = r2Y2K(θ,ϕ)e−iKϕ .
We calculate the transition strength functions

SIS(ω) =
∑
λ

∣∣〈λ|Q̂IS
2K |0〉∣∣2

δ(h̄ω − h̄ωλ) (14)

for isoscalar quadrupole operators Q̂IS
2K = Q̂π

2K + Q̂ν
2K , and use notations B(Qτ 2) =

|〈λ|Q̂τ
2K |0〉|2 for transition strengths and Mτ = 〈λ|Q̂τ

2K |0〉 for transition matrix elements
(τ = π,ν, IS). Note that these quantities are defined in the intrinsic coordinate frame associ-
ated with the deformed mean field, so that appropriate Clebsh–Gordan coefficients should be
multiplied to obtain transition probabilities in the laboratory frame [56]. For instance, a factor
1/5 should be multiplied for obtaining the transition strength B(E2;2+

1 → 0+
β ) from the 2+

1 state

to the 0+
β state, while the factor is unity for obtaining the transition strength B(E2;0+

gs → 2+
β )

from the ground state to the 2+
β state built on the excited Kπ = 0+ state. Here, 2+

1 denotes the

2+ member of the ground-state rotational band, while 0+
β and 2+

β indicate the rotational band
members associated with the Kπ = 0+ intrinsic excitations.

3. Results and discussion

3.1. Some features of calculated results

The single-particle shell structure around the Fermi surface for neutrons in 36,38,40Mg exhibits
an interesting feature. Fig. 1 shows the single-particle energy diagram for the WS potential as a
function of deformation parameter β2. As β2 increases, a level crossing between the up-sloping
[303]7/2 level and the down-sloping [310]1/2 level takes place, and a deformed shell gap is
formed at N = 28 around β2 = 0.3. This deformed closed shell approximately corresponds to
the (f7/2)

−2(p3/2)
2 configuration in the spherical shell model representation. The highest occu-

pied level in this deformed closed shell is situated very near to the continuum threshold, so that
there is no bound level above it. However, neutron particle–hole excitations may take place into
resonance levels like [303]7/2, [301]1/2 [312]3/2 lying just above the continuum threshold. In
fact, as we shall discuss below, these resonance levels participate in the pairing correlations and
play an important role in generating low-frequency collective modes of excitation in 36,38,40Mg.
Thus, 40Mg and its neighboring isotopes provide an interesting situation to investigate collective
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Fig. 1. Single-particle energies in the deformed WS potential for neutrons in 40Mg, plotted as functions of the quadrupole
deformation parameter β2. Solid and dotted lines denote positive- and negative-parity levels, respectively. Single-particle
levels are labeled with the asymptotic quantum numbers [Nn3Λ]Ω .

modes unique in unstable nuclei near the neutron drip line. The resonance character of these
levels just above the continuum threshold is confirmed by means of the eigenphase-sum method
(see Appendix A).

Results of the deformed WS plus HFB calculation for the ground state properties of 36,38,40Mg
are listed in Table 1. Calculated values of the average pairing gap for neutrons are rather close to
the value estimated in terms of the conventional systematics [57] �syst � 12/

√
A � 1.9 MeV. On

the other hand, the average pairing gaps for protons vanish. As shown in this table, the neutron
root-mean-square radius increases as approaching the neutron drip line, while the proton root-
mean-square radius remains almost constant. This means that the neutron skin structure emerges
in these nuclei; the difference between the neutron and proton radii in 40Mg is about 0.9 fm.

Results of the QRPA calculation for quadrupole transition strengths are displayed in Fig. 2. We
see prominent peaks at about 3 MeV for both the Kπ = 0+ and 2+ excitations. Their strengths are
much larger than the single-particle strengths indicating collective character of these excitations.
The strength of the lowest Kπ = 2+ excitation gradually increases as approaching the neutron
drip line, while the lowest Kπ = 0+ excitations in 36Mg and 40Mg seem to be split into two peaks
in the case of 38Mg. In the following, we make an extensive analysis on microscopic structure of
these low-frequency collective excitations.

3.2. Kπ = 0+ modes

We first discuss the Kπ = 0+ excitation modes in 40Mg. The QRPA transition strengths are
compared with unperturbed two-quasiparticle strengths in Fig. 3. A prominent peak is seen at
about 3.2 MeV in the QRPA strength distribution; it possesses an enhanced strength of about 22
Weisskopf unit (1 W.u. � 8.1 fm4 for 40Mg). From the QRPA amplitudes listed in Table 2, it is
clear that this collective mode is generated by coherent superposition of neutron excitations of
both particle–hole and particle–particle types. In Fig. 3, the QRPA strengths are also compared
with the strengths without the dynamical pairing effects, i.e., the result of QRPA calculation
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Fig. 2. Isoscalar quadrupole transition strengths B(QIS2) for the K = 0+ excitations (upper panel) and the K = 2+
excitations (lower panel) built on the prolately deformed ground states of 36,38,40Mg. The arrows beside the abscissa axes
indicate the neutron threshold energies, Eth = 4.06 MeV (one-quasiparticle (1qp) continuum; |λ| + minEα ), 4.12 MeV
(two quasiparticle (2qp) continuum; 2|λ|) for 36Mg, 2.31 MeV (2qp continuum) for 38Mg and 0.82 MeV (2qp continuum)
for 40Mg. The QRPA calculations are made by using the surface-type pairing interaction and β2 = 0.28 for both protons
and neutrons.

Fig. 3. Left: Isoscalar quadrupole transition strengths B(QIS2) for the Kπ = 0+ excitations in 40Mg. Results of the
QRPA calculation with and without including the dynamical pairing effects are plotted in the upper and middle panels, re-
spectively, while unperturbed two-quasiparticle strengths are shown in the lower panel. Notice that different scale is used
for the unperturbed strengths. The arrow beside the abscissa axis indicates the neutron threshold energy 2|λ| = 0.82 MeV.
Right: Two-quasiparticle excitations generating the lowest Kπ = 0+ mode at 3.2 MeV. The single-particle levels for the
deformed WS potential are labeled with the asymptotic quantum numbers [Nn3Λ]Ω . The chemical potential λ is indi-
cated by the dashed line.
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Fig. 4. Spatial distribution functions Q
(uv)
20,αβ

(ρ, z) for some two-quasiparticle excitations generating the lowest Kπ = 0+

mode in 40Mg. The contour lines are plotted at intervals of 0.002. The solid and dashed lines represent positive and
negative quantities, respectively. The thick solid line indicates the neutron half-density radius; �ν(0)/2 ∼ 0.045 fm−3.

Table 2
QRPA amplitudes of the Kπ = 0+ mode at 3.2 MeV in 40Mg. This mode has B(E2) = 3.4 e2 fm4, B(Qν2) = 136 fm4,
and B(QIS2) = 182 fm4. The single-particle levels are labeled with the asymptotic quantum numbers [Nn3Λ]Ω of the
dominant components of the wave functions. Only components with |fαβ |2 − |gαβ |2 > 0.01 are listed

α β Eα + Eβ (MeV) |fαβ |2 − |gαβ |2 Q
(uv)
20,αβ

(fm2) M
(uv)
20,αβ

(fm2)

(a) ν[310]1/2 ν[310]1/2 3.54 0.438 6.36 4.27
(b) ν[301]1/2 ν[310]1/2 3.93 0.067 −2.57 0.925
(c) ν[312]3/2 ν[312]3/2 3.99 0.280 −2.03 1.08
(d) ν[301]1/2 ν[301]1/2 4.32 0.027 0.992 −0.176
(e) ν[303]7/2 ν[303]7/2 5.76 0.077 −3.39 0.966
(f) ν[321]3/2 ν[321]3/2 7.15 0.011 3.23 0.396

ignoring the residual pairing interactions. One immediately notice that the transition strength to
the lowest excited state is drastically reduced when the dynamical pairing effects are ignored.

Let us discuss the reason why the lowest Kπ = 0+ mode acquires eminently large transi-
tion strength. There are two points to understand this mechanism: (1) existence of unperturbed
two-quasiparticle configurations possessing large transition strengths, and (2) effect of residual
interactions producing coherence among various two-quasiparticle configurations.

To examine the first point, we plot in Fig. 4 spatial distributions of the quadrupole transition
amplitudes for major two-quasiparticle configurations generating the lowest Kπ = 0+ mode. We
see that they are notably extended beyond the half-density radius. This is a situation similar to
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Fig. 5. Left: Isoscalar quadrupole transition strengths B(QIS2) for the Kπ = 0+ excitations in 38Mg are plotted in
the upper panel, while unperturbed two-quasiparticle strengths are shown in the lower panel. The arrow beside the
abscissa axis indicates the neutron threshold energy 2|λ| = 2.31 MeV. Right: Two-quasiparticle excitations generating
the low-lying Kπ = 0+ modes at 3.3 MeV and 3.9 MeV.

that encountered in Ref. [29], where a neutron excitation from a loosely bound state to a reso-
nance state brings about very large transition strength. We also note that the transition strength
associated with the ν[301]1/2 ⊗ ν[310]1/2 configuration is much enhanced although it should
be hindered if the selection rule �N = 2 for the asymptotic quantum numbers [56] is applied.
This selection rule is broken for matrix elements associated with loosely bound states, because
their radial wave functions are spatially extended and quite different from those of the harmonic
oscillator potential.

Concerning the second point, we have found that the dynamical pairing plays an especially im-
portant role. This point is easily seen by comparing the QRPA calculations with and without the
dynamical pairing effects, which are shown in Fig. 3. It is apparent that the prominent lowest peak
disappears when the dynamical paring effects are ignored. We can say that the coherent super-
positions among the particle–hole, particle–particle and hole–hole excitations are indispensable
for the emergence of this mode. The importance of the coupling between the (particle–hole type)
β vibration and the (particle–particle and hole–hole type) pairing vibration has been well known
in stable deformed nuclei [56]. A new feature of the Kπ = 0+ mode in neutron drip-line nuclei
under discussion is that this coupling takes place among two-quasiparticle configurations that are
loosely bound or resonances, so that their transition strengths are strikingly enhanced. In addi-
tion, as seen in Fig. 4, their spatial structures (peak positions and distribution) are rather similar
with each other. This is a favorable situation to generates coherence among them [39]. The im-
portance of dynamical pairing effects in generating soft dipole excitations has been demonstrated
by Matsuo et al. [13] for spherical unstable nuclei near the neutron drip line.

Next we discuss the Kπ = 0+ excitations in 38Mg and 36Mg. The quadrupole transition
strengths calculated for 38Mg are presented in Fig. 5, which exhibits two peaks below 4 MeV.
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Table 3
QRPA amplitudes of the Kπ = 0+ mode at 3.3 MeV in 38Mg. This mode has B(E2) = 1.67 e2 fm4, B(Qν2) = 66.3 fm4,
B(QIS2) = 89.0 fm4, and

∑ |gαβ |2 = 2.32 × 10−2. Only components with |fαβ |2 − |gαβ |2 > 0.01 are listed

α β Eα + Eβ (MeV) |fαβ |2 − |gαβ |2 Q
(uv)
20,αβ

(fm2) M
(uv)
20,αβ

(fm2)

(a) ν[310]1/2 ν[310]1/2 3.37 0.673 6.08 5.25
(b) ν[312]5/2 ν[312]5/2 4.84 0.146 0.821 −0.293
(c) ν[310]1/2 ν[330]1/2 5.35 0.023 −3.59 0.769
(d) ν[303]7/2 ν[303]7/2 6.35 0.066 −2.64 0.614
(e) ν[202]3/2 ν[202]3/2 7.82 0.021 −1.29 0.149

Table 4
QRPA amplitudes of the Kπ = 0+ mode at 3.9 MeV in 38Mg. This mode has B(E2) = 4.72 e2 fm4, B(Qν2) = 68.1 fm4,
B(QIS2) = 109 fm4, and

∑ |gαβ |2 = 2.71 × 10−2. Only components with |fαβ |2 − |gαβ |2 > 0.01 are listed

α β Eα + Eβ (MeV) |fαβ |2 − |gαβ |2 Q
(uv)
20,αβ

(fm2) M
(uv)
20,αβ

(fm2)

(a) ν[310]1/2 ν[310]1/2 3.37 0.037 6.08 1.34
(b) ν[301]1/2 ν[310]1/2 4.42 0.258 1.67 −1.20
(c) ν[312]3/2 ν[312]3/2 4.90 0.048 0.716 0.169
(d) ν[312]3/2 ν[321]3/2 5.47 0.250 −3.04 −2.20
(e) ν[301]1/2 ν[301]1/2 5.47 0.018 0.802 0.131
(f) ν[321]3/2 ν[321]3/2 6.04 0.058 1.66 −0.411
(g) ν[303]7/2 ν[303]7/2 6.35 0.084 −2.64 −0.853
(h) ν[330]1/2 ν[330]1/2 7.33 0.099 4.57 −1.48

The major two-quasiparticle excitations generating these peaks are illustrated in the middle and
right panels of this figure. Their QRPA amplitudes are listed in Tables 3 and 4. From these tables,
it is seen that the peak at 3.3 MeV is mainly generated by the particle–particle type ν[310]1/2 ⊗
ν[310]1/2 and ν[312]5/2 ⊗ ν[312]5/2 excitations, while the peak at 3.9 MeV is mainly associ-
ated with the particle–hole type ν[301]1/2 ⊗ ν[310]1/2 and ν[312]3/2 ⊗ ν[321]3/2 excitations.

The quadrupole transition strengths calculated for 36Mg are displayed in Fig. 6. We notice
a prominent peak at about 3.4 MeV below the one-neutron threshold energy (4.1 MeV), which
possesses a strongly enhanced transition strength of about 24 W.u. (1 W.u. � 7.1 fm4 for 36Mg).
This peak exhibits a clear character of collective vibration: as seen from Table 5, this collective
mode is created by coherent neutron excitations. Its main components are the particle–hole type
ν[310]1/2 ⊗ ν[330]1/2 and ν[301]1/2 ⊗ ν[310]1/2 excitations and the particle–particle type
ν[312]5/2 ⊗ ν[312]5/2 and ν[321]3/2 ⊗ ν[321]3/2 excitations. These particle–particle type
and particle–hole type excitations are coherently superposed to generate this collective neutron
mode.

3.3. Kπ = 2+ modes

Let us now turn to the Kπ = 2+ excitation modes. The quadrupole transition strengths cal-
culated for 40Mg are displayed in Fig. 7. We notice a prominent peak at about 2.8 MeV which
possesses strongly enhanced transition strength of about 19 W.u. The QRPA amplitudes of this
excitation are listed in Table 6. From this table, we see that this peak represents a collective
excitation consisting of a coherent superposition of the proton particle–hole excitation from the
[211]3/2 level to the [211]1/2 level and a number of neutron two-quasiparticle excitations. Sim-
ilarly to the Kπ = 0+ excitation modes discussed in the previous subsection, the asymptotic
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Fig. 6. Left: Isoscalar quadrupole transition strengths B(QIS2) for the Kπ = 0+ excitations in 36Mg are plotted in the
upper panel, while unperturbed two-quasiparticle strengths are shown in the lower panel. The arrows beside the abscissa
axis indicate the neutron threshold energy Eth = 4.06 MeV (1qp continuum) and 4.12 MeV (2qp continuum). Right:
Two-quasiparticle excitations generating the lowest Kπ = 0+ mode at 3.4 MeV in 36Mg.

Table 5
QRPA amplitudes of the Kπ = 0+ mode at 3.4 MeV in 36Mg. This mode has B(E2) = 8.1 e2 fm4, B(Qν2) = 104 fm4,
B(QIS2) = 170 fm4, and

∑ |gαβ |2 = 3.91 × 10−2. Only components with |fαβ |2 − |gαβ |2 > 0.01 are listed

α β Eα + Eβ (MeV) |fαβ |2 − |gαβ |2 Q
(uv)
20,αβ

(fm2) M
(uv)
20,αβ

(fm2)

(a) ν[310]1/2 ν[310]1/2 4.06 0.071 5.80 −1.58
(b) ν[321]3/2 ν[321]3/2 4.48 0.098 4.60 −1.61
(c) ν[312]5/2 ν[312]5/2 4.87 0.227 0.714 0.347
(d) ν[310]1/2 ν[330]1/2 4.91 0.211 −3.08 −2.11
(e) ν[301]1/2 ν[310]1/2 5.69 0.033 2.02 −0.511
(f) ν[330]1/2 ν[330]1/2 5.76 0.116 3.98 −1.50
(g) ν[202]3/2 ν[202]3/2 5.79 0.046 −1.47 −0.271
(h) ν[303]7/2 ν[303]7/2 7.67 0.049 −1.82 −0.411

(i) π [211]1/2 π [220]1/2 6.44 0.054 −0.251 −0.599

selection rule (�N = 0,�n3 = 0,�Λ = 2) well known for the γ vibrations [56] is violated
for the neutron excitations, because these levels are loosely bound or resonances and their qua-
siparticle wave functions are significantly extended outside of the nucleus. On the other hand,
proton particle–hole excitations satisfy the selection rule because they are deeply bound. We also
show in Fig. 7 the result of QRPA calculation where the residual pairing interaction is turned off.
Comparing with the full QRPA result, we see that the transition strength is reduced about 30%.
Thus, the dynamical pairing effect is important, though its effect is weaker than for the Kπ = 0+
mode. This is because the Kπ = 2+ mode consists of both proton and neutron excitations and
the pairing is effective only for neutrons.
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Fig. 7. Left: Isoscalar quadrupole transition strengths B(QIS2) for the Kπ = 2+ excitations in 40Mg. Results of the
QRPA calculation with and without including the dynamical pairing effects are plotted in the upper and middle panels, re-
spectively, while unperturbed two-quasiparticle strengths are shown in the lower panel. Notice that different scale is used
for the unperturbed strengths. The arrow beside the abscissa axis indicates the neutron threshold energy 2|λ| = 0.82 MeV.
Right: Two-quasiparticle excitations generating the lowest Kπ = 2+ mode at 2.9 MeV. Two-quasiparticle excitations sat-
isfying the asymptotic selection rule for the γ vibration (�N = 0,�n3 = 0,�Λ = 2) are drawn by thick arrows.

Table 6
QRPA amplitudes of the Kπ = 2+ mode at 2.9 MeV in 40Mg. This mode has B(E2) = 11.7 e2 fm4, B(Qν2) = 75.7 fm4,
B(QIS2) = 147 fm4, and

∑ |gαβ |2 = 6.73 × 10−2. Only components with |fαβ |2 − |gαβ |2 > 0.01 are listed. The label
ν1/2− denotes a discretized non-resonant continuum state

α β Eα + Eβ (MeV) |fαβ |2 − |gαβ |2 Q
(uv)
22,αβ

(fm2) M
(uv)
22,αβ

(fm2)

(a) ν[312]3/2 ν[310]1/2 3.77 0.013 1.22 −0.145
(b) ν[301]1/2 ν[312]3/2 4.16 0.098 −5.37 −1.75
(c) ν[310]1/2 ν[312]5/2 4.51 0.085 −4.37 −1.34
(d) ν[312]3/2 ν[303]7/2 4.88 0.011 −5.03 −0.454
(e) ν[301]1/2 ν[312]5/2 4.90 0.016 −2.07 −0.296
(f) ν[310]1/2 ν[321]3/2 5.34 0.047 −2.67 −0.663
(g) ν1/2− ν[312]5/2 6.96 0.015 1.93 −0.298
(h) ν1/2− ν[321]3/2 7.28 0.018 1.46 −0.265

(i) π [211]1/2 π [211]3/2 4.32 0.596 −2.11 −2.02

For 36,38Mg, we also obtained a prominent peak at about 2.9 MeV which possesses strongly
enhanced transition strength (about 15 W.u. and 12 W.u. for 38Mg and 36Mg, respectively) as
shown in Fig. 2. These modes possess essentially the same microscopic structure as the collec-
tive Kπ = 2+ mode in 40Mg discussed above. They also correspond to the γ vibrational mode
obtained in the previous QRPA calculation [32] for 38Mg. In our calculation, however, the collec-
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Fig. 8. Isoscalar quadrupole transition strengths B(QIS2) for the K = 0+ excitations (upper panel) and the K = 2+
excitations (lower panel) built on the prolately deformed ground states of 36,38,40Mg. The QRPA calculations are made
in the same way as in Fig. 2, except that the volume-type pairing interaction is used here. The arrows indicate the neutron
threshold energies; 3.69 MeV (1qp continuum) and 3.71 MeV (2qp continuum) for 36Mg, 1.77 MeV (2qp continuum)
for 38Mg, and 0.15 MeV (2qp continuum) for 40Mg.

tivity of these modes remains almost the same even if we use different deformations for protons
and neutrons, differently from Ref. [32].

3.4. Dependence on pairing interaction

In this subsection, we examine sensitivity of the low-frequency Kπ = 0+ and 2+ modes on the
density dependence of the pairing interaction. For this purpose, we repeated the HFB and QRPA
calculations using pairing interactions with density dependence different from the surface type
(η = 1.0 in Eq. (2)); i.e., the mixed type (η = 0.5) and the volume type (η = 0.0). Since the result
for the mixed-type pairing is intermediate between those for the surface-type and the volume-
type, we show in Fig. 8 only the quadrupole transition strengths obtained using the volume-type
pairing interaction. In this calculation, the pairing interaction strength V0 = −215.0 MeV fm3

is chosen to yield approximately the same average pairing gaps as those for the surface type.
Comparing with the results obtained using the surface-type pairing, shown in Fig. 2, we see
that the transition strengths for the Kπ = 0+ collective modes are appreciably reduced, while
those for the Kπ = 2+ collective modes are almost the same. We have checked that, although
the strengths are reduced, the microscopic structure of these collective modes are basically the
same as discussed above on the basis of the results of calculation using the surface-type pairing
interaction. Thus, we can say that the quadrupole transition strengths for the low-frequency Kπ =
0+ collective modes are especially sensitive to the density dependence of the pairing interaction.
Such a sensitivity has been stressed also in Refs. [7,10,13] in their continuum QRPA calculations
for E1 and E2 strength functions in neutron rich spherical nuclei.

4. Concluding remarks

We have carried out the QRPA calculations on the basis of the deformed WS plus HFB mean
field in the coordinate representation, and obtained the low-frequency Kπ = 0+ and 2+ collec-
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tive modes in deformed 36,38,40Mg close to the neutron drip line. It has been shown that these
modes possess very strong isoscalar quadrupole transition strengths. One of the reasons of this
enhancement is that the quasiparticle wave functions participating in these collective excitations
have spatially extended structure. The other reason is that the residual pairing interactions, in ad-
dition to the particle–hole type residual interactions, enhance the collectivity of these modes. The
result of the present calculation suggests that the low-frequency Kπ = 0+ collective mode is a
particularly sensitive indicator of the nature of pairing correlations in nuclei close to the neutron
drip line.

This paper should be regarded as an exploratory work toward understanding low-frequency
collective modes of excitation in unstable nuclei close to the neutron drip line. It is certainly
desirable to improve the treatment of the continuum at least in the following points. First, one
may try to use a smaller mesh size and a larger box by implementing an adaptive coordinate
method [24]. Second, one may try to take into account the width of resonance by employing
Gamow states as basis of the QRPA calculation [62]. The result of the present work indicates
that calculations using such an improved framework will be very interesting and worthwhile. We
plan to attack this subject in future.
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Appendix A. Eigenphase sum for single-particle resonance states

We examine properties of three single-particle states in the continuum, which play a key role
in generating the low-lying excitations modes in 36,38,40Mg. The resonance energy and width in
a deformed potential can be estimated using the eigenphase sum �(E). It is defined in terms of
the eigenvalues of the scattering matrix (S-matrix) as(

U†SU
)
aa′ = e2iδa(E)δaa′ , �(E) =

∑
a

δa(E). (A.1)

We evaluate the eigenphase sum for three states following the procedure of Ref. [58]. The
resonance energy and width are identified with the peak energy of 1

π
d�(E)/dE and its FWHM,

respectively [59,60]. This evaluation is in good correspondence with another definition of the
resonance; the Gamow state in a deformed potential [61] which represents the pole of the S-
matrix in the complex momentum plane.

The result of this calculation, presented in Fig. 9, indicates that the [301]1/2 and [312]3/2
states can be regarded as resonances with rather large widths; their energies are 0.53 − i0.46
(MeV) and 0.42 − i0.33 (MeV), respectively. On the other hand, the [303]7/2 state is evaluated
as a narrow resonance with energy 0.44 − i0.0005 (MeV). Obviously, the small width is due to
its high centrifugal barrier.
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Fig. 9. The eigenphase sum (upper panel) and its derivative (lower panel) for the Ωπ = 1/2−,3/2− and 7/2− states in
40Mg are plotted as functions of energy.
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[17] N. Paar, T. Nikšić, D. Vretenar, P. Ring, Phys. Lett. B 606 (2005) 288.
[18] L.G. Cao, Z.Y. Ma, Phys. Rev. C 71 (2005) 034305.
[19] D. Vretenar, A.V. Afanasjev, G.A. Lalazissis, P. Ring, Phys. Rep. 409 (2005) 101.
[20] G. Giambrone, S. Scheit, F. Barranco, P.F. Bortignon, G. Colò, D. Sarchi, E. Vigezzi, Nucl. Phys. A 726 (2003) 3.
[21] S. Péru, J.F. Berger, P.F. Bortignon, Eur. Phys. J. A 26 (2005) 25.
[22] D. Sarchi, P.F. Bortignon, G. Coló, Phys. Lett. B 601 (2004) 27.
[23] M. Bender, P.-H. Heenen, P.-G. Reinhard, Rev. Mod. Phys. 75 (2003) 121.
[24] T. Nakatsukasa, K. Yabana, Phys. Rev. C 71 (2005) 024301.
[25] T. Inakura, H. Imagawa, Y. Hashimoto, S. Mizutori, M. Yamagami, K. Matsuyanagi, Nucl. Phys. A 768 (2006) 61.
[26] R.H. Lemmer, M. Vénéroni, Phys. Rev. 170 (1968) 883.
[27] A. Muta, J.-I. Iwata, Y. Hashimoto, K. Yabana, Prog. Theor. Phys. 108 (2002) 1065.
[28] H. Imagawa, Y. Hashimoto, Phys. Rev. C 67 (2003) 037302.
[29] K. Yoshida, M. Yamagami, K. Matsuyanagi, Prog. Theor. Phys. 113 (2005) 1251.
[30] P. Urkedal, X.Z. Zhang, I. Hamamoto, Phys. Rev. C 64 (2001) 054304.



K. Yoshida et al. / Nuclear Physics A 779 (2006) 99–115 115
[31] R. Álvarez-Rodríguez, P. Sarriguren, E. Moya de Guerra, L. Pacearescu, A. Faessler, F. Šimkovic, Phys. Rev. C 70
(2004) 064309, and references therein.

[32] K. Hagino, N. Van Giai, H. Sagawa, Nucl. Phys. A 731 (2004) 264.
[33] A. Bulgac, Preprint No. FT-194-1980, Institute of Atomic Physics, Bucharest, 1980, nucl-th/9907088.
[34] J. Dobaczewski, H. Flocard, J. Treiner, Nucl. Phys. A 422 (1984) 103.
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The adiabatic self-consistent collective coordinate (ASCC) method is a practical micro-
scopic theory of large-amplitude collective motion in nuclei with superfluidity. We show that
its basic equations are invariant under transformations involving the gauge angle in particle-
number space. By virtue of this invariance, a clean separation of the large-amplitude collec-
tive motion and the pairing rotational motion can be made, and this allows us to restore the
particle-number symmetry broken by the Hartree-Fock-Bogoliubov (HFB) approximation.
We formulate the ASCC method explicitly in a gauge-invariant form. In solving the ASCC
equations, it is necessary to fix the gauge. Applying this new formulation to the multi-O(4)
model, we compare different gauge-fixing procedures and demonstrate that calculations us-
ing different gauges indeed yield the same results for gauge-invariant quantities, such as the
collective path and quantum spectra. We propose a gauge-fixing prescription that seems
most convenient in realistic calculations.

§1. Introduction

The construction of a microscopic theory of large-amplitude collective motion
is a long-standing and fundamental problem in the study of nuclear many-body
systems.1)–35) As is well known, pairing correlations play crucial roles in low-lying
states of medium and heavy nuclei, and they are taken into account in the Hartree-
Fock-Bogoliubov (HFB) mean-field theory by violating the particle number conser-
vation.36)–38) The broken particle-number symmetry can be restored, however, by
making the self-consistent quasiparticle random-phase approximation (QRPA), on
top of the HFB mean field.36)–38) It is an advantage of the QRPA that number-
conserving collective modes, such as shape-vibrational modes, are exactly decoupled
from number-fluctuation modes. The latter modes are associated with the nucleon-
number degrees of freedom and are called the ‘pairing rotational modes’. It is a
unique feature of nuclei as finite quantum systems that such rotational motion in
gauge space is actually observed in quantum spectra.39) Because the applicability of
the QRPA is limited to small-amplitude collective motion, it is highly desirable to
extend the QRPA to a general theory which has its decoupling feature. Such a the-
ory should be capable of describing the interplay between large-amplitude collective
motion and the pairing rotational modes.



452 N. Hinohara, T. Nakatsukasa, M. Matsuo and K. Matsuyanagi

The self-consistent collective coordinate (SCC) method7) is a microscopic the-
ory of large-amplitude collective motion based on the time-dependent Hartree-Fock
(TDHF) method. This method enables us to extract the collective submanifold in a
fully self-consistent manner. The SCC method was originally formulated7) for sys-
tems without pairing correlations, and then extended18) to systems with superfluid-
ity. To extract the collective submanifold embedded in the time-dependent Hartree-
Fock-Bogoliubov (TDHFB) phase space, number and angle variables describing the
pairing rotational motion are explicitly introduced,18) in addition to the collective
variables describing the large-amplitude collective motion. This extended version of
the SCC method has been applied successfully to various kinds of anharmonic vibra-
tion and high-spin rotational motion.40)–51) However, obtaining solutions with this
method requires use of a technique employing expansion with respect to the collec-
tive coordinates and momenta around the HFB states. Thus it is difficult to describe
large-amplitude collective motion using this expansion. Recently, the adiabatic SCC
(the ASCC) method has been proposed to overcome this difficulty.52) The ASCC
method is an alternative way to solve the SCC basic equations in the case that the
large-amplitude collective motion of interest is slow (adiabatic). Under this assump-
tion, the basic equations of the SCC method are expanded up to second order in the
collective momentum, but no expansion is carried out with respect to the collective
coordinate. This method has been applied53) to the study of shape-coexistence phe-
nomena54)–56) in which there is large-amplitude collective motion that appears as the
transition between the oblate and prolate HFB equilibrium shapes. However, the
calculation to determine the collective degrees of freedom often involves a numerical
instability, caused by the existence of a redundant degree of freedom in the ASCC
equations. This problem has been treated by imposing an additional condition by
hand.57) However we now understand the origin of this redundancy: It is due to the
gauge invariance of the ASCC equations.

The main purpose of this paper is to formulate the ASCC method in a manner
that makes manifest the invariance under transformations with respect to the angle
variable in the gauge space. This invariance is necessary to realize a clean separation
of the large-amplitude collective motion and the pairing rotational motion, and to
restore the particle-number symmetry broken by the HFB approximation. This
new formulation of the ASCC method also provides justification of the prescription
adopted in our previous work.57) In the present work, we apply this method to
the multi-O(4) model57)–62) with several choices of the gauge and test the internal
consistency of the proposed scheme by carrying out a detailed numerical calculation.

This paper is organized as follows. In §2 the basic equations of the ASCC
method are presented. In §3 a gauge-invariant formulation of the ASCC method is
given. This formulation is applied to the multi-O(4) model in §4, and the results
of numerical calculations testing its validity are reported in §5. Concluding remarks
are given in §6.
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§2. Basic equations of the ASCC method

2.1. Basic ideas

The time evolution of large-amplitude collective motion is described by the time-
dependent variational principle expressed as

δ 〈φ(t)| i ∂

∂t
− Ĥ |φ(t)〉 = 0, (2.1)

where |φ(t)〉 is the time-dependent HFB state vector. Assuming that the time-
dependence of the collective motion is governed by the collective coordinate q and
the momentum p, we parameterize the time-dependent HFB state vector as

|φ(t)〉 = |φ(q, p, ϕ, n)〉 . (2.2)

Here, ϕ represents the gauge angle conjugate to the particle number n ≡ N−N0. We
measure the particle number from a reference value N0 specified below and assume,
for simplicity, that there is one collective coordinate. We define the intrinsic state
vector |φ(q, p, n)〉 in the particle-number (gauge) space by

|φ(q, p, ϕ, n)〉 = e−iϕÑ |φ(q, p, n)〉 , (2.3)

where Ñ ≡ N̂−N0. Two sets of collective variables, (q, p) and (ϕ, n), are determined
such that the canonical variable conditions

〈φ(q, p, n)| i ∂

∂q
|φ(q, p, n)〉 = p +

∂S

∂q
, 〈φ(q, p, n)| ∂

i∂p
|φ(q, p, n)〉 = −∂S

∂p
,

〈φ(q, p, n)| Ñ |φ(q, p, n)〉 = n +
∂S

∂ϕ
, 〈φ(q, p, n)| ∂

i∂n
|φ(q, p, n)〉 = −∂S

∂n
(2.4)

are satisfied. Here, the generating function S is an arbitrary function of q, p, ϕ, and n.
We choose S = 0, because it is appropriate for the adiabatic approximation.15),16),20)

The collective Hamiltonian is defined by

H(q, p, n) = 〈φ(q, p, ϕ, n)| Ĥ |φ(q, p, ϕ, n)〉 = 〈φ(q, p, n)| Ĥ |φ(q, p, n)〉 . (2.5)

Note that this collective Hamiltonian is independent of the gauge angle ϕ, because
the original Hamiltonian commutes with the particle number operator N̂ .

The equation of collective path is obtained by replacing the time derivative term
in Eq. (2.1) with derivatives with respect to the four collective variables:

δ 〈φ(q, p, n)| Ĥ − i

(
∂H
∂p

∂

∂q
− ∂H

∂q

∂

∂p
+

1
i

∂H
∂n

Ñ

)
|φ(q, p, n)〉 = 0. (2.6)

Here, the canonical equations of motion for the collective variables (q, p) and (ϕ, n)
are used in order to eliminate the time derivative of the collective variables. Equa-
tions (2.4), (2.5) and (2.6) constitute the basic equations of the SCC method.7),18)
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2.2. Basic equations of the ASCC method

Assuming that the large-amplitude collective motion is slow, i.e., that p is small,
let us write the TDHFB state vector |φ(q, p, n)〉 in the following form:

|φ(q, p, n)〉 = eipQ̂(q)+inΘ̂(q) |φ(q)〉 . (2.7)

Here Q̂(q) and Θ̂(q) are Hermitian one-body operators, which may be written as

Q̂(q) =
∑
αβ

(
Qαβ(q)a†αa†β + Qαβ(q)∗aβaα

)
, (2.8)

Θ̂(q) = i
∑
αβ

(
Θαβ(q)a†αa†β − Θαβ(q)∗aβaα

)
, (2.9)

where a†α and aα are the quasiparticle creation and annihilation operators associated
with the time-even state vector |φ(q)〉, which satisfy aα |φ(q)〉 = 0, and n = N −N0,
N0 being the expectation value of the particle number with respect to |φ(q)〉. In §3,
we show that it is also possible to adopt a slightly different representation for Q̂(q).

Substituting (2.7) into (2.4) and comparing the coefficients of zeroth-order and
first-order terms in p and n, we obtain the canonical variable conditions in the
adiabatic limit:

〈φ(q)| P̂ (q) |φ(q)〉 = 0, (2.10)

〈φ(q)| Q̂(q) |φ(q)〉 = 0, (2.11)

〈φ(q)| Ñ |φ(q)〉 = 0, (2.12)

〈φ(q)| Θ̂(q) |φ(q)〉 = 0, (2.13)

〈φ(q)| [Θ̂(q), Ñ ] |φ(q)〉 = i, (2.14)

〈φ(q)| [Q̂(q), Θ̂(q)] |φ(q)〉 = 0, (2.15)

〈φ(q)| ∂Q̂

∂q
|φ(q)〉 = −1, (2.16)

where P̂ (q) is the local shift operator defined by

P̂ (q) |φ(q)〉 = i
∂

∂q
|φ(q)〉 . (2.17)

Differentiating (2.11) and (2.12) with respect to q and using (2.16), we obtain

〈φ(q)| [Q̂(q), P̂ (q)] |φ(q)〉 = i, (2.18)

〈φ(q)| [Ñ , P̂ (q)] |φ(q)〉 = 0. (2.19)

The collective Hamiltonian (2.5) is also expanded up to second order in p and
first order in n, and we write

H(q, p, n) =V (q) +
1
2
B(q)p2 + λ(q)n, (2.20)
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where the collective potential V (q), the inverse mass parameter B(q), and the chem-
ical potential λ(q) are defined by

V (q) = H(q, p, n)


p=n=0
= 〈φ(q)| Ĥ |φ(q)〉 , (2.21)

B(q) =
1
2

∂2H
∂p2


p=n=0

= 〈φ(q)| [[Ĥ, iQ̂(q)], iQ̂(q)] |φ(q)〉 , (2.22)

λ(q) =
∂H
∂n


p=n=0

= 〈φ(q)| [Ĥ, iΘ̂(q)] |φ(q)〉 . (2.23)

We obtain the ASCC equations by expanding the equation of collective path
(2.6) with respect to p and n, and requiring that the variations vanish at each order
in p and n. At zeroth order, we obtain the moving-frame HFB equation

δ 〈φ(q)| ĤM (q) |φ(q)〉 = 0, (2.24)

where

ĤM (q) = Ĥ − λ(q)Ñ − ∂V

∂q
Q̂(q) (2.25)

is the moving-frame Hamiltonian. At first and second orders, we obtain the moving-
frame QRPA equations (also called the local harmonic equations),

δ 〈φ(q)| [ĤM (q), iQ̂(q)] − B(q)P̂ (q) |φ(q)〉 = 0, (2.26)

δ 〈φ(q)| [ĤM (q), P̂ (q)] − iC(q)Q̂(q)

− 1
2B(q)

[[
ĤM (q),

∂V

∂q
Q̂(q)

]
, iQ̂(q)

]
− i

∂λ

∂q
Ñ |φ(q)〉 = 0, (2.27)

where

C(q) =
∂2V

∂q2
+

1
2B(q)

∂B

∂q

∂V

∂q
. (2.28)

Note that in Ref. 52) the curvature term 1/2B(q)[[ĤM(q), ∂V/∂qQ̂(q)], iQ̂(q)] is lin-
earized with respect to Q̂(q) using the relation

(Ĥ − λ(q)N̂)A =
∂V

∂q
Q̂(q), (2.29)

where the superscript A in Eq. (2.29) denotes the two-quasiparticle creation (a†a†)
and annihilation (aa) part of the operator in the parentheses. Hereafter, we call this
part the “A-part” and the a†a terms the “B-part”. The collective variables (q, p) and
the collective Hamiltonian H(q, p, n) are determined by solving the ASCC equations,
(2.24), (2.26), and (2.27), under the canonical variable conditions. Note that we can
carry out a scale transformation of the collective coordinate q such that B(q) = 1.
We adopt this choice. Then, C(q) represents the curvature of the collective potential:

C(q) =
∂2V (q)

∂q2
. (2.30)
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§3. Gauge invariance of the ASCC equations with respect
to the pairing rotational degree of freedom

3.1. Gauge invariance at the HFB equilibrium point

As mentioned in the preceding section, the first step to solve the ASCC equations
is to find a solution at one of the HFB equilibrium points, denoted q = q0, which
corresponds to the local minimum of the collective potential V (q), satisfying ∂V/∂q =
0. The moving-frame HFB equation reduces to the conventional HFB equation at
the equilibrium point:

δ 〈φ(q0)| Ĥ − λ(q0)Ñ |φ(q0)〉 = 0. (3.1)

The moving-frame QRPA equations at the equilibrium point are given by

δ 〈φ(q0)| [Ĥ − λ(q0)Ñ , iQ̂(q0)] − B(q0)P̂ (q0) |φ(q0)〉 = 0, (3.2)

δ 〈φ(q0)| [Ĥ − λ(q0)Ñ , P̂ (q0)] − iC(q0)Q̂(q0) − i
∂λ

∂q
Ñ |φ(q0)〉 = 0. (3.3)

These equations reduce to the QRPA equations if the quantity ∂λ/∂q vanishes. In
other words, the QRPA solution corresponds to the special solution of the moving-
frame QRPA equations with ∂λ/∂q = 0.

Let us consider the following transformations:

Q̂(q0) → Q̂(q0) + αN̂A(q0), (3.4a)

Θ̂(q0) → Θ̂(q0) + αP̂ (q0), (3.4b)
∂λ

∂q
(q0) → ∂λ

∂q
(q0) − αC(q0). (3.4c)

Here, α is an arbitrary number and N̂A denotes the A-part of the number operator
N̂ . This is a kind of gauge transformation with respect to the pairing rotational
degree of freedom. We can easily confirm that the moving-frame QRPA equations
at the HFB equilibrium point, (3.2)–(3.3), and the canonical variable conditions,
(2.10)–(2.15) and (2.18)–(2.19), are invariant under this transformation. Due to
this invariance, the solution of the moving-frame QRPA equations is not uniquely
determined at the HFB equilibrium point. If we choose a value of α such that
the relation ∂λ/∂q = 0 holds, the moving-frame QRPA equations coincide with the
conventional QRPA equations. We can choose other values of α, however, if they
are more convenient.

3.2. Gauge invariance at non-equilibrium points

At non-equilibrium points, ∂V/∂q is non-zero, and the moving-frame Hamil-
tonian (2.25) depends on the collective coordinate operator Q̂(q). However, we can
generalize the above considerations applying to the HFB equilibrium point to a gen-
eral non-equilibrium point q on the collective path. Indeed, it is straightforward to
confirm that all the basic equations of the ASCC method [i.e., the collective Hamil-
tonian H(q, p, n), (2.20), the inverse mass parameter B(q), (2.22), the moving-frame
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HFB equation, (2.24), the moving-frame QRPA equations, (2.26)–(2.27), and the
canonical variable conditions, (2.10)–(2.15) and (2.18)–(2.19)] are invariant under
the transformations with respect to the pairing rotational degree of freedom

Q̂(q) → Q̂(q) + αÑ, (3.5a)

Θ̂(q) → Θ̂(q) + αP̂ (q), (3.5b)

λ(q) → λ(q) − α
∂V

∂q
(q), (3.5c)

∂λ

∂q
(q) → ∂λ

∂q
(q) − αC(q) (3.5d)

if the collective coordinate operator Q̂(q) is constructed such that it exactly com-
mutes with the number operator N̂ , i.e.

[Q̂(q), N̂ ] = 0. (3.6)

In association with the above transformations of Q̂(q) and Θ̂(q), the original
TDHFB state vector,

|φ(q, p, ϕ, n)〉 = e−iϕÑeipQ̂(q)einΘ̂(q) |φ(q)〉 , (3.7)

is transformed as

|φ(q, p, ϕ, n)〉 →e−iϕÑeip(Q̂(q)+αÑ)ein(Θ̂(q)+αP̂ (q)) |φ(q)〉
=e−i(ϕ−αp)ÑeipQ̂(q)einΘ̂(q) |φ(q − αn)〉 . (3.8)

Here, the relation

|φ(q + δq)〉 = e−iδqP̂ (q) |φ(q)〉 (3.9)

is used, and it is assumed that the operators Θ̂(q) and P̂ (q) commute under the
adiabatic approximation. We also note that the expression (3.7) is slightly different
from (2.7). However, the difference between eipQ̂(q)+inΘ̂(q) and eipQ̂(q)einΘ̂(q) gives rise
to only higher-order contributions, which are ignored in the adiabatic approximation
under consideration. We see that the gauge angle ϕ changes to ϕ − αp under the
transformation (3.5). Thus, hereafter, we refer to the transformations (3.5) as “gauge
transformations”, the lack of dependence on the choice of α as “gauge invariance”,
and the choice of the value of α as “gauge fixing”.

The commutation relation (3.6) implies that Q̂(q) is a normal one-body operator
written in terms of the nucleon creation and annihilation operators (c†, c) in the
following form:

Q̂(q) =
∑
ij

Qij(q) : c†icj : ≡ Q̂A(q) + Q̂B(q). (3.10)

Here, the symbol : : denotes the normal product part when Q̂(q) is written in terms
of the quasiparticle operators (a†, a) defined at |φ(q)〉, and the coefficients satisfy
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the relation Qij(q) = Qji(q)∗, because Q̂(q) is assumed to be Hermitian. Note that
this Q̂(q) operator contains the B-part, Q̂B(q) =

∑
kl Q

B
kla

†
kal, as well as the A-part,

Q̂A(q) =
∑

kl Q
A
kla

†
ka

†
l + h.c. Accordingly, the relation (2.29) does not hold for this

Q̂(q) operator.
In this way, we arrive at a new formulation of the ASCC method in which the

gauge invariance (3.5) is manifest. The gauge-invariant ASCC method consists of
the basic equations, which are the same as those in the original ASCC method,52)

except for the use of Eq. (2.27), and the Q̂(q) operator given in the form of (3.10).

3.3. Gauge fixing and the numerical algorithm

The fact that the ASCC equations are invariant under the gauge transformations
(3.5) suggests the necessity of choosing a particular gauge for the numerical compu-
tation: If the gauge is not fixed, an instability with respect to the gauge degree of
freedom might arise during the course of numerical calculation. Let us outline the
procedure for the gauge fixing and the numerical algorithm for solving the gauge
invariant ASCC equations. We start the calculation by solving the moving-frame
QRPA equations at one of the HFB equilibrium points. A solution of the moving-
frame QRPA equations at the HFB equilibrium point can be obtained, as discussed
in §3.1, by choosing the gauge ∂λ/∂q = 0. Hereafter we call this gauge the “QRPA
gauge”, because under this gauge, the moving-frame QRPA equations at the HFB
equilibrium reduce to the conventional QRPA equations. As we see below, numerical
calculations using the QRPA gauge encounters a difficulty at inflection points of the
collective potential V (q). It is possible, however, to choose another gauge that is
free from this difficulty. With the use of the multi-O(4) model, we explicitly show
in §5 how this is done.

Since the moving-frame HFB equation at non-equilibrium points contains Q̂(q)
that should be determined by the local harmonic equations, we have to resort to
an iterative procedure. We proceed in the direction of the lowest energy solution of
the moving-frame QRPA equations and successively derive solutions in the following
manner. Suppose that we have already obtained the solution at q′ = q − δq, where
δq is the numerical mesh size in the computation. The moving-frame HFB equation
at q for the n-th iteration,

δ
〈
φ(n)(q)

∣∣∣ Ĥ(n)
M (q)

∣∣∣φ(n)(q)
〉

= 0, (3.11)

Ĥ
(n)
M (q) = Ĥ − λ(n)(q)N̂ − ∂V

∂q

(n)

(q)Q̂(n−1)(q), (3.12)

is solved under the constraints 〈
φ(n)(q)

∣∣∣ N̂ ∣∣∣φ(n)(q)
〉

= N0, (3.13)〈
φ(n)(q)

∣∣∣ Q̂(q − δq)
∣∣∣φ(n)(q)

〉
= δq, (3.14)

which are derived from the canonical variable conditions (2.12) and (2.16), respec-
tively. In starting this iterative procedure at q, the neighboring solution Q̂(q − δq)
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(or a linear combination of the moving-frame QRPA modes at q − δq) may be used
as an initial trial for the operator Q̂(q)(0). The moving-frame QRPA equations for
the n-th iteration are written

δ
〈
φ(n)(q)

∣∣∣ [Ĥ(n)
M (q), iQ̂(n)(q)] − B(n)(q)P̂ (n)(q)

∣∣∣φ(n)(q)
〉

= 0, (3.15)

δ
〈
φ(n)(q)

∣∣∣ [Ĥ(n)
M (q), P̂ (n)(q)] − 1

2B(n)(q)

[[
Ĥ

(n)
M (q),

∂V

∂q
Q̂(q)

]
, iQ̂(q)

]

− iC(n)(q)Q̂(n)(q) − i
∂λ

∂q

(n)

(q)N̂
∣∣∣φ(n)(q)

〉
= 0. (3.16)

As the curvature term is nonlinear with respect to Q̂(q), we replace one of the
operators Q̂(q) with that of the previous iteration step, Q̂(n−1)(q). This procedure is
discussed in detail for the multi-O(4) model in §4.5. Thus, the moving-frame QRPA
equations are linearized with respect to Q̂(n)(q) and P̂ (n)(q). Its A-part, Q̂A(n)(q),
can be determined in a manner similar to that employed in solving the conventional
QRPA equations. After obtaining Q̂A(n)(q), its B-part, Q̂B(n)(q), is determined
with the requirement Eq. (3.6). This iterative procedure is repeated until we obtain
convergence for λ(n)(q), Q̂(n)(q), and

∣∣φ(n)(q)
〉
.

§4. Application of the gauge-invariant ASCC method
to the multi-O(4) model

In the following sections, we apply the scheme formulated above to the multi-
O(4) model and discuss the gauge-fixing conditions suitable for solving the gauge-
invariant ASCC equations. We study excitation spectra and transition strengths in
systems with definite particle number N = N0, and for this reason, we set n = 0 in
the following sections.

4.1. The multi-O(4) model

The multi-O(4) model Hamiltonian has been used to test the validity of micro-
scopic theories of nuclear collective motion.57)–62) In this work, we employ the model
Hamiltonian used in Ref. 57). The model is constructed in terms of the generators
of the O(4) symmetry,

Â†
j =

∑
m>0

c†jmc†j−m, B̂†
j =

∑
m>0

σjmc†jmc†j−m, (4.1)

N̂j =
∑
m

c†jmcjm, D̂j =
∑
m

σjmc†jmcjm, (4.2)

where the nucleon creation and annihilation operators (c†jm, cjm) are used, and the
quantity σjm is given by

σjm =
{

1 |m| < Ωj/2,
−1 |m| > Ωj/2.

(4.3)
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These four operators represent the monopole pair, the (simplified) quadrupole pair,
the particle number, and the (simplified) quadrupole operators for each j-shell, re-
spectively. The model Hamiltonian is written in the form

Ĥ = ĥ0 − 1
2
G0(Â†Â + ÂÂ†) − 1

2
G2(B̂†B̂ + B̂B̂†) − 1

2
χD̂2, (4.4)

ĥ0 =
∑

j

e0
jN̂j ,

where

Â† =
∑

j

Â†
j , B̂† =

∑
j

djB̂
†
j , N̂ =

∑
j

N̂j , D̂ =
∑

j

djD̂j , (4.5)

and dj represents the quadrupole matrix element. The first term on the right-
hand side of Eq. (4.4) is the single-particle Hamiltonian, giving a spherical single-
particle energy e0

j for each j-shell, which possesses (2Ωj)-fold degeneracy (2Ωj =
2j+1). The other terms represent the residual two-body interactions: the monopole-
pairing interaction, the quadrupole-type pairing interaction, and the quadrupole-
type particle-hole interaction. Their interaction strengths are denoted G0, G2, and
χ, respectively. Here, the operators Â and N̂ are the monopole-pair and the number
operators, while B̂ and D̂ represent the simplified quadrupole-pair and quadrupole
particle-hole operators, respectively.

The residual interactions of this model are separable, and we can always write
such a separable Hamiltonian in the form

Ĥ = ĥ0 − 1
2

∑
s

κsF̂
(+)
s F̂ (+)

s +
1
2

∑
s

κsF̂
(−)
s F̂ (−)

s , (4.6)

where

F̂ (±)
s ≡ (F̂s ± F̂ †

s )/2 = ±F̂ (±)†
s . (4.7)

Here, the superscript (+) indicates that the bilinear operator F̂ is Hermitian and (−)
indicates that it is anti-Hermitian. The multi-O(4) model Hamiltonian under con-
sideration contains three kinds of residual interactions. The subscripts s =1, 2, and
3 on the operators F̂ and the interaction strengths κs indicate the monopole-pairing,
the quadrupole-pairing and the quadrupole particle-hole interactions, respectively:
F̂s=1 = A, F̂s=2 = B, F̂s=3 = D̂, κ1 = 2G0, κ2 = 2G2 and κ3 = χ.

4.2. Quasiparticle representation

To solve the ASCC equations, it is convenient to use the quasiparticle basis de-
fined locally with respect to the state |φ(q)〉 on the collective path. For the multi-O(4)
model, the Bogoliubov transformation to the quasiparticle creation and annihilation
operators, a†i (q) and ai(q), satisfying the vacuum condition ai(q) |φ(q)〉 = 0 is written(

a†i (q)
a−i(q)

)
≡

(
ui(q) −vi(q)
vi(q) ui(q)

)(
c†i
c−i

)
. (4.8)
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Here, the indices ±i represent the set of angular momentum quantum numbers
(j,±m). The Bogoliubov transformation is locally determined on the collective path
by the moving-frame HFB equation for a given collective coordinate operator Q̂(q).

Using the quasiparticle bilinear operators

A†
i (q) = a†i (q)a

†
−i(q), (4.9)

N i(q) = a†i (q)ai(q) + a†−i(q)a−i(q), (4.10)

the nucleon bilinear operators Â†
i and N̂i can be rewritten as

Â†
i = ui(q)vi(q) + u2

i (q)A
†
i (q) − v2

i (q)Ai(q) − ui(q)vi(q)N i(q), (4.11)

N̂i = 2v2
i (q) + 2ui(q)vi(q)(A

†
i (q) + Ai(q)) + (u2

i (q) − v2
i (q))N i(q). (4.12)

The quasiparticle bilinear operators A†
i (q), Ai(q), and N i(q) satisfy the following

commutation relations: [
Ai(q), A

†
i′(q)

]
= δii′(1 − N i(q)), (4.13)[

N i(q), A
†
i′(q)

]
= 2δii′A

†
i′(q). (4.14)

The particle number N0, the quadrupole deformation D(q), the monopole-pairing
gap ∆0(q), and the quadrupole-pairing gap ∆2(q) are given by the expectation values
of the corresponding operators with respect to the mean-field state vector |φ(q)〉:

N0 = 〈φ(q)| N̂ |φ(q)〉 = 2
∑
i>0

v2
i (q), (4.15)

D(q) = 〈φ(q)| D̂ |φ(q)〉 = 2
∑
i>0

diσiv
2
i (q), (4.16)

∆0(q) = G0 〈φ(q)| Â† |φ(q)〉 = G0

∑
i>0

ui(q)vi(q), (4.17)

∆2(q) = G2 〈φ(q)| B̂† |φ(q)〉 = G2

∑
i>0

diσiui(q)vi(q). (4.18)

Below, we often omit q as the argument of such functions, for example, writing
Ai(q) as Ai. It should be kept in mind, however, that these quantities are locally
defined with respect to the quasiparticle vacuum |φ(q)〉 and depend on q.

4.3. The ASCC equations for separable interactions

The ASCC equations for the separable Hamiltonian are given by

δ 〈φ(q)| ĥM (q) |φ(q)〉 = 0, (4.19)

δ 〈φ(q)| [ĥM (q), Q̂(q)] −
∑

s

f
(−)
Q,s F̂ (−)

s − 1
i
B(q)P̂ (q) |φ(q)〉 = 0, (4.20)
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δ 〈φ(q)|
[
ĥM (q),

1
i
B(q)P̂ (q)

]
−

∑
s

f
(+)
P,s (q)F̂ (+)

s − B(q)C(q)Q̂(q) −
∑

s

f
(+)
R,s (q)F̂ (+)

s

− 1
2

[[
ĥM (q),

∂V

∂q
Q̂(q)

]
, Q̂(q)

]

+
∑

s

[
F̂ (−)

s ,
∂V

∂q
Q̂(q)

]
f

(−)
Q,s − fN (q)Ñ |φ(q)〉 = 0,

(4.21)

where ĥM (q) denotes the self-consistent mean-field Hamiltonian in the moving frame,
defined by

ĥM (q) = ĥ(q) − λ(q)Ñ − ∂V

∂q
Q̂(q), (4.22)

with

ĥ(q) = ĥ0 −
∑

s

κsF̂
(+)
s 〈φ(q)| F̂ (+)

s |φ(q)〉 . (4.23)

We also define the following quantities:

f
(−)
Q,s (q) = −κs 〈φ(q)| [F̂ (−)

s , Q̂(q)] |φ(q)〉 , (4.24)

f
(+)
P,s (q) = κs 〈φ(q)|

[
F̂ (+)

s ,
1
i
B(q)P̂ (q)

]
|φ(q)〉 , (4.25)

f
(+)
R,s (q) = −1

2
κs 〈φ(q)|

[[
F̂ (+)

s ,
∂V

∂q
Q̂(q)

]
, Q̂(q)

]
|φ(q)〉 , (4.26)

fN (q) = B(q)
∂λ

∂q
. (4.27)

Note that all matrix elements are real, and then 〈φ(q)| F̂ (−)
s |φ(q)〉 = 0. The fifth

term in Eq. (4.21) appears only in the gauge-invariant formulation of the ASCC
equations, because there is a contribution from this term only if Q̂(q) contains the
B-part.

4.4. The moving-frame HFB equation

The moving-frame HFB equation (4.19) at a given q determines the time-even
TDHB state vector |φ(q)〉. The variation of Eq. (4.19) is taken with respect to two
arbitrary quasiparticle states:

δ |φ(q)〉 = a†i (q)a
†
j(q) |φ(q)〉 . (4.28)

If we know the operator Q̂(q), we can solve this equation using the gradient method
so as to eliminate the two-quasiparticle terms proportional to A†

i and Ai. The quan-
tities λ(q) and ∂V/∂q can be regarded as Lagrange multipliers, which are determined
by the following two constraints. The first is the particle number constraint given by
(4.15). This constraint specifies the location in particle-number space. The second
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constraint is written as (3.14). For the Q̂ operator defined by (3.10), this equation
yields

〈φ(q)| Q̂(q − δq) |φ(q)〉 = 2
∑
i>0

Qi(q − δq)(vi(q)2 − vi(q − δq)2) = δq. (4.29)

4.5. The moving-frame QRPA equations

We solve the moving-frame QRPA equations to obtain the operators Q̂(q) and
P̂ (q). The collective coordinate operator Q̂(q) is written

Q̂(q) =
∑

i

Qi(q) : N̂i :=
∑
i>0

{
QA

i (q)(A†
i + Ai) + QB

i (q)N i

}
, (4.30)

while the collective momentum operator P̂ (q) is expressed as

P̂ (q) = i
∑
i>0

Pi(q)(A
†
i − Ai). (4.31)

As mentioned in the preceding section, the B-part of the operator P̂ (q) is unnecessary
in second order with respect to the collective momentum p.

We solve the moving-frame QRPA equations in the following way. First, we
assume that the solution Q̂(n−1)(q) (obtained in the previous iteration step) of the
moving-frame QRPA equations and the solutions, such as |φ(q)〉 and V (q), of the
moving-frame HFB equation are known. [The superscript n is omitted, except on
Q̂(q).] In solving the moving-frame QRPA equations, we note that the moving-
frame Hamiltonian ĥM (q) and the operators F̂

(±)
s can be expressed in terms of the

quasiparticle bilinear operators A†
i , Ai, and N i as

ĥM (q) = V (q) +
∑
i>0

Ei(q)N i, (4.32)

F̂ (+)
s = 〈φ(q)| F̂ (+)

s |φ(q)〉 + F̂
(+)
A,s + F̂

(+)
B,s

= 〈φ(q)| F̂ (+)
s |φ(q)〉 +

∑
i>0

F
(+)
A,s (i)(A†

i + Ai) +
∑
i>0

F
(+)
B,s (i)N i, (4.33)

F̂ (−)
s =

∑
i>0

F
(−)
A,s (i)(A†

i − Ai). (4.34)

Here, we have

F
(+)
A,1 (i) =

1
2
(u2

i − v2
i ), F

(+)
A,2 (i) =

1
2
diσi(u2

i − v2
i ), F

(+)
A,3 (i) = 2diσiuivi, (4.35)

F
(−)
A,1 (i) = −1

2
, F

(−)
A,2 (i) = −1

2
diσi, F

(−)
A,3 (i) = 0, (4.36)

F
(+)
B,1 (i) = −uivi, F

(+)
B,2 (i) = −diσiuivi, F

(+)
B,3 (i) = diσi(u2

i − v2
i ), (4.37)

Ei(q) = (u2
i − v2

i )
(

ei − χdiσiD(q) − λ(q) − ∂V

∂q
Q

(n−1)
i (q)

)
− 2(∆0(q) + diσi∆2(q))uivi. (4.38)



464 N. Hinohara, T. Nakatsukasa, M. Matsuo and K. Matsuyanagi

These quantities are determined by solving the moving-frame HFB equation (4.19).
For later convenience, we define the following quasiparticle bilinear operators:

R̂(±)
s ≡

[
F̂ (±)

s ,
∂V

∂q
Q̂(n−1)(q)

]
= 2

∑
i>0

R
(±)
A,s(i)(A

†
i ∓ Ai), (4.39)

with

R
(+)
A,s(i) =

∂V

∂q

(
F

(+)
B,s (i)QA(n−1)

i (q) − F
(+)
A,s (i)QB(n−1)

i (q)
)

, (4.40)

R
(−)
A,s(i) = −∂V

∂q
F

(−)
A,s (i)QB(n−1)

i (q). (4.41)

We can express the matrix elements Q
A(n)
i and Pi in terms of f

(−)
Q,s , f

(+)
P,s , f

(+)
R,s and

fN by substituting Eqs. (4.30) and (4.31) into Eqs. (4.20) and (4.21). This yields

Q
A(n)
i =

1

(2Ei)2 − ω2 + 2∂V
∂q EiQ

B(n−1)
i{

2Ei

∑
s

F
(−)
A,s (i)f (−)

Q,s +
∑

s

(
F

(+)
A,s (i)f (+)

PR,s − 2R
(−)
A,s(i)f

(−)
Q,s

)
+ NifN

}
,

(4.42)

Pi =
2Ei

(2Ei)2 − ω2 + 2∂V
∂q EiQ

B(n−1)
i

{∑
s

(
F

(+)
A,s (i)f (+)

PR,s − 2R
(−)
A,s(i)f

(−)
Q,s

)
+ NifN

}

+
ω2 − 2∂V

∂q EiQ
B(n−1)
i

(2Ei)2 − ω2 + 2∂V
∂q EiQ

B(n−1)
i

∑
s

F
(−)
A,s (i)f (−)

Q,s , (4.43)

where

Ni = 2ui(q)vi(q), (4.44)

f
(+)
PR,s = f

(+)
P,s (q) + f

(+)
R,s (q), (4.45)

ω =
√

B(q)C(q). (4.46)

Substituting Eqs. (4.30), (4.31) and (4.39) into Eqs. (4.24), (4.25) and (4.26), we
obtain

f
(−)
Q,s = 2κs

∑
i>0

F
(−)
A,s (i)QA(n)

i , (4.47)

f
(+)
PR,s = 2κs

∑
i>0

{
F

(+)
A,s (i)Pi + R

(+)
A,s(i)Q

A(n)
i

}
. (4.48)

Note that f
(−)
Q,3 = 0. From the canonical variable condition, the orthogonality of the

collective and number fluctuation modes is required, i.e.

〈φ(q)|[Ñ, P̂ (q)]|φ(q)〉 = 2i
∑
i>0

NiPi = 0. (4.49)
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Eliminating Q
A(n)
i and Pi from Eqs. (4.47), (4.48), and (4.49) with use of Eqs. (4.42)

and (4.43), we finally obtain the dispersion equation

S(ω2) · f = 0, (4.50)

for the quantity f = f(q) = {f (−)
Q,1 , f

(−)
Q,2 , f

(+)
PR,1, f

(+)
PR,2, f

(+)
PR,3, fN}. Here S = {Sij} is

a 6 × 6 matrix whose elements are given by

S11 = 2κ1

{
S(1)(F (−)

A,1 , F
(−)
A,1 ) − 2S(2)(F (−)

A,1 , R
(−)
A,1)

}
− 1, (4.51a)

S12 = 2κ1

{
S(1)(F (−)

A,1 , F
(−)
A,2 ) − 2S(2)(F (−)

A,1 , R
(−)
A,2)

}
, (4.51b)

S13 = 2κ1S
(2)(F (−)

A,1 , F
(+)
A,1 ), (4.51c)

S14 = 2κ1S
(2)(F (−)

A,1 , F
(+)
A,2 ), (4.51d)

S15 = 2κ1S
(2)(F (−)

A,1 , F
(+)
A,3 ), (4.51e)

S16 = 2κ1S
(2)(F (−)

A,1 , N), (4.51f)

S21 = 2κ2

{
S(1)(F (−)

A,2 , F
(−)
A,1 ) − 2S(2)(F (−)

A,2 , R
(−)
A,1)

}
, (4.52a)

S22 = 2κ2

{
S(1)(F (−)

A,2 , F
(−)
A,2 ) − 2S(2)(F (−)

A,2 , R
(−)
A,2)

}
− 1, (4.52b)

S23 = 2κ2S
(2)(F (−)

A,2 , F
(+)
A,1 ), (4.52c)

S24 = 2κ2S
(2)(F (−)

A,2 , F
(+)
A,2 ), (4.52d)

S25 = 2κ2S
(2)(F (−)

A,2 , F
(+)
A,3 ), (4.52e)

S26 = 2κ2S
(2)(F (−)

A,2 , N), (4.52f)

S31 = 2κ1

{
ω2S(2)(F (+)

A,1 , F
(−)
A,1 ) − S(1)(F (+)

A,1 , R
(−)
A,1)

+S(1)(R(+)
A,1, F

(−)
A,1 ) − 2S(2)(R(+)

A,1, R
(−)
A,1)

}
, (4.53a)

S32 = 2κ1

{
ω2S(2)(F (+)

A,1 , F
(−)
A,2 ) − S(1)(F (+)

A,1 , R
(−)
A,2)

+S(1)(R(+)
A,1, F

(−)
A,2 ) − 2S(2)(R(+)

A,1, R
(−)
A,2)

}
, (4.53b)

S33 = 2κ1

{
S(1)(F (+)

A,1 , F
(+)
A,1 ) + S(2)(R(+)

A,1, F
(+)
A,1 )

}
− 1, (4.53c)

S34 = 2κ1

{
S(1)(F (+)

A,1 , F
(+)
A,2 ) + S(2)(R(+)

A,1, F
(+)
A,2 )

}
, (4.53d)

S35 = 2κ1

{
S(1)(F (+)

A,1 , F
(+)
A,3 ) + S(2)(R(+)

A,1, F
(+)
A,3 )

}
, (4.53e)

S36 = 2κ1

{
S(1)(F (+)

A,1 , N) + S(2)(R(+)
A,1, N)

}
, (4.53f)
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S41 = 2κ2

{
ω2S(2)(F (+)

A,2 , F
(−)
A,1 ) − S(1)(F (+)

A,2 , R
(−)
A,1)

+S(1)(R(+)
A,2, F

(−)
A,1 ) − 2S(2)(R(+)

A,2, R
(−)
A,1)

}
, (4.54a)

S42 = 2κ2

{
ω2S(2)(F (+)

A,2 , F
(−)
A,2 ) − S(1)(F (+)

A,2 , R
(−)
A,2)

+S(1)(R(+)
A,2, F

(−)
A,2 ) − 2S(2)(R(+)

A,2, R
(−)
A,2)

}
, (4.54b)

S43 = 2κ2

{
S(1)(F (+)

A,2 , F
(+)
A,1 ) + S(2)(R(+)

A,2, F
(+)
A,1 )

}
, (4.54c)

S44 = 2κ2

{
S(1)(F (+)

A,2 , F
(+)
A,2 ) + S(2)(R(+)

A,2, F
(+)
A,2 )

}
− 1, (4.54d)

S45 = 2κ2

{
S(1)(F (+)

A,2 , F
(+)
A,3 ) + S(2)(R(+)

A,2, F
(+)
A,3 )

}
, (4.54e)

S46 = 2κ2

{
S(1)(F (+)

A,2 , N) + S(2)(R(+)
A,2, N)

}
, (4.54f)

S51 = 2κ3

{
ω2S(2)(F (+)

A,3 , F
(−)
A,1 ) − S(1)(F (+)

A,3 , R
(−)
A,1)

+S(1)(R(+)
A,3, F

(−)
A,1 ) − 2S(2)(R(+)

A,3, R
(−)
A,1)

}
, (4.55a)

S52 = 2κ3

{
ω2S(2)(F (+)

A,3 , F
(−)
A,2 ) − S(1)(F (+)

A,3 , R
(−)
A,2)

+S(1)(R(+)
A,3, F

(−)
A,2 ) − 2S(2)(R(+)

A,3, R
(−)
A,2)

}
, (4.55b)

S53 = 2κ3

{
S(1)(F (+)

A,3 , F
(+)
A,1 ) + S(2)(R(+)

A,3, F
(+)
A,1 )

}
, (4.55c)

S54 = 2κ3

{
S(1)(F (+)

A,3 , F
(+)
A,2 ) + S(2)(R(+)

A,3, F
(+)
A,2 )

}
, (4.55d)

S55 = 2κ3

{
S(1)(F (+)

A,3 , F
(+)
A,3 ) + S(2)(R(+)

A,3, F
(+)
A,3 )

}
− 1, (4.55e)

S56 = 2κ3

{
S(1)(F (+)

A,3 , N) + S(2)(R(+)
A,3, N)

}
, (4.55f)

S61 = ω2S(2)(N, F
(−)
A,1 ) − S(1)(N, R

(−)
A,1), S62 = ω2S(2)(N, F

(−)
A,2 ) − S(1)(N, R

(−)
A,2),

(4.56a)

S63 = S(1)(N, F
(+)
A,1 ), S64 = S(1)(N, F

(+)
A,2 ), (4.56b)

S65 = S(1)(N, F
(+)
A,3 ), S66 = S(1)(N, N). (4.56c)

Here, the quantities S(1) and S(2) are defined by

S(1)(X, Y ) =
∑
i>0

2Ei(q)

(2Ei(q))2 − ω2(q) + 2∂V
∂q EiQ

(B(n−1))
i

XiYi, (4.57)

S(2)(X, Y ) =
∑
i>0

1

(2Ei(q))2 − ω2(q) + 2∂V
∂q EiQ

(B(n−1))
i

XiYi. (4.58)



Gauge-Invariant Formulation 467

The unknown quantities in the dispersion equation (4.50) are f(q) and ω2(q). The
squared frequency ω2(q) can be determined by the condition that the matrix S(ω2(q))
has no inverse:

detS(ω2(q)) = 0. (4.59)

In the case that there are many solutions ω2(q) satisfying this equation, we choose
the smallest of these (including negative values) as the collective mode. Once the
value of ω2(q) and, consequently, the matrix S(q) is specified, the direction of the
vector f(q) is known. Then, its absolute value is fixed by the normalization condition
for the collective mode,

〈φ(q)| [Q̂(n)(q), P̂ (q)] |φ(q)〉 = 2i
∑
i>0

Q
A(n)
i (q)Pi(q) = i. (4.60)

The choice of the signs of Q̂(n)(q) and P̂ (q) are still arbitrary. This choice specifies
the “rear” and “front” of the one-dimensional collective path.

The B-part of Q̂(q) is automatically determined in terms of its A-part according
to its definition (4.30):

Q
B(n)
i (q) =

u2
i − v2

i

2uivi
Q

A(n)
i (q). (4.61)

4.6. Gauge fixing

Under the gauge transformation (3.5), the quantities, f
(−)
Q,1 (q), f (−)

Q,2 (q), and fN (q)
appearing in the dispersion equation (4.50) transform as

f
(−)
Q,1 (q) →f

(−)
Q,1 (q) − 4α∆0(q), (4.62)

f
(−)
Q,2 (q) →f

(−)
Q,2 (q) − 4α∆2(q), (4.63)

fN (q) →fN (q) − αω2(q). (4.64)

These properties clearly indicate that one of the above three quantities can be elim-
inated: By choosing an appropriate value for α (gauge fixing), we can reduce the
dispersion equation (4.50) to a 5 × 5 matrix equation. In other words, Eq. (4.50)
is redundant, and the gauge fixing is equivalent to the reduction of its dimension.
The QRPA gauge corresponds to setting fN (q) = 0. In Ref. 57), we set f

(−)
Q,1 (q) = 0,

which corresponds to another gauge. Because the quantity f
(−)
Q,1 (q) represents the

contribution from the time-odd component of the monopole-pairing interaction, let
us call this gauge the “ETOP (eliminating time-odd pairing) gauge”

4.7. Requantization

The solution of the ASCC equations yields the classical collective Hamiltonian:

H(q, p) =
1
2
p2 + V (q). (4.65)
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We can thus obtain the quantum collective Hamiltonian by carrying out the canonical

quantization H(q, p) → H
(

q,
1
i

∂

∂q

)
. Note that, in this quantization step, there is

no ambiguity associated with the ordering of q and p, because the coordinate scale
is chosen such that the inverse mass function is unity, i.e., B(q) = 1.

§5. Numerical test of the internal consistency of the proposed scheme

5.1. Details of numerical calculation

We numerically solved the gauge-invariant ASCC equations for the multi-O(4)
model with the same parameters as in Refs. 57) and 62). The system consists of 28
particles (one kind of fermion). The model space consists of three j-shells, labeled
j1, j2 and j3, with the pair degeneracies Ωji = 14, Ωj2 = 10 and Ωj3 = 4, single-
particle energies ej1 = 0, ej2 = 1.0 and ej3 = 3.5, and the single-particle quadrupole
moments dj1 = 2 and dj2 = dj3 = 1. Within this model space, the deformation
D = 〈φ(q)| D̂ |φ(q)〉 ranges from Dmin = −42 to Dmax = 42. The calculation was
done with the quadrupole-interaction strength χ = 0.04 and the monopole-pairing-
interaction strengths G0 = 0.14, 0.16 and 0.20. The nature of the system changes
from a double-well (G0 = 0.14) to a spherical vibrator (G0 = 0.20) as the value of G0

is changed. The effect of the quadrupole pairing is studied by comparing the results
for G2 = 0.00, 0.02 and 0.04. As pointed out in Ref. 57), the quadrupole pairing
has a strong effect on the collective mass. However, it need not be considered for
investigation of the gauge-fixing condition. Therefore, we present the results for
G2 = 0 in the next subsection and show its effect in the final subsection only. The
calculation starts from one of the HFB equilibrium states, labeled by q = 0 (see
Fig. 2). For the deformed cases (G0 = 0.14 and 0.16), the HFB equilibrium state
with positive (prolate) deformation is chosen as the starting point.

5.2. Comparison of the two gauge fixing conditions

Let us examine whether or not we can find a gauge independent solution of the
ASCC equations. The existence of the collective path that simultaneously satisfies
all equations of the ASCC method is not self-evident. The aim of the numerical
calculation here is to check the internal consistency of the equations presented in
the preceding section. We solve the gauge-invariant ASCC equations with two dif-
ferent gauge fixing conditions: the QRPA gauge [fN (q) = 0] and the ETOP gauge
[f (−)

Q,1 (q) = 0]. In the QRPA gauge, the chemical potential λ(q) along the collective
path is set to a constant, while in the ETOP gauge, the time-odd contribution of
the monopole pairing interaction is fully eliminated from the ASCC equations.

Figure 1 displays the collective potential V (q) and the monopole pairing gap
∆0(q) as functions of the quadrupole deformation D(q). Figure 2 displays the relation
between the collective variables q and the quadrupole deformation D, as well as
the squared frequency ω2(q) obtained by solving the local-harmonic equations. The
collective mass M(D(q)) = (dq/dD)2, which is derived by transforming the collective
kinetic energy as a function of the velocity Ḋ under the condition B(q) = 1,57) is
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Fig. 1. Collective potentials V (q) and monopole pairing gaps ∆0(q) plotted as functions of the

quadrupole deformation D. The upper, middle and lower panels display the results for G0 =

0.14, 0.16 and 0.20, respectively. In each graph, results obtained from different calculations

are compared. Those obtained using the QRPA gauge [fN (q) = 0] and the ETOP gauge

[f
(−)
Q,1 (q) = 0] are plotted by solid (red) and dotted (blue) curves, respectively, while those

obtained ignoring the B-part of Q̂(q) [i.e., setting QB
i (q) = 0] are plotted by the dashed curves.

plotted as a function of D in Fig. 3. We find that the calculation using the ETOP
gauge encounters no difficulties, and the collective path connecting the two local
(oblate and prolate) minima with different signs of the deformation are successfully
obtained. By contrast, the calculation using the QRPA gauge encounters a point
beyond which we cannot proceed. In the region where the solutions have been found
for both gauges, they are consistent. This should be the case, because these are
gauge invariant quantities. The cause of the difficulty encountered in the QRPA
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Fig. 2. Left column: Relation between the collective coordinate q and the quadrupole deformation

D(q) = 〈φ(q)| D̂ |φ(q)〉. The point q = 0 corresponds to the HFB equilibrium, which is the

starting point of the numerical calculation. Right column: Squared frequencies ω2(q) of the

moving-frame QRPA equations, plotted as functions of D. Note that they are negative; i.e.,

ω(q) is purely imaginary in the region where the curvature of the collective potential is negative.

The upper, middle and lower rows display the results for G0 = 0.14, 0.16 and 0.20, respectively.

(See the caption of Fig. 1.)

gauge can be understood as follows.
Figures 4 and 5 display the chemical potential λ(q) and the quantities f

(−)
Q,1 (q)

and fN (q), respectively. Their values depend on the gauge adopted. If the QRPA
gauge is used, λ(q) should be constant along the path, because of the condition
fN (q) = B(q)∂λ/∂q = 0. We find, however, that λ(q) diverges near the inflection
point of the collective potential, where ω(q)2 = ∂2V/∂q2 = 0. This divergence
occurs because the inflection point is a singularity for the gauge transformation
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Fig. 3. The ASCC collective mass M(q(D)) as functions of the deformation D. The upper, middle

and lower rows display the results for G0 = 0.14, 0.16 and 0.20, respectively. (See the caption

of Fig. 1.)

(4.64), where an arbitrary α gives the same fN (q). Thus, the calculation using
the QRPA gauge stops at the inflection point. Contrastingly, we can go over the
inflection point using the ETOP gauge, because the gauge transformation for f

(−)
Q,1 (q),

(4.62), involves only the monopole pairing gap ∆0(q), which always takes finite
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Fig. 4. The chemical potentials λ(q) as functions of the deformation D. The upper, middle and

lower rows display the results for G0 = 0.14, 0.16 and 0.20, respectively. In each graph, the

results obtained from different calculations are compared. The solid (red) and dotted (blue)

curves represent the results obtained using the QRPA gauge [fN (q) = 0] and the ETOP gauge

[f
(−)
Q,1 (q) = 0], respectively, while the dashed curves represent those obtained using the ETOP

gauge but ignoring the B-part of Q̂(q) [i.e., setting QB
i (q) = 0]. The dotted (purple) curves

labeled “combination” represent the results calculated by switching to the QRPA gauge after

the collective path is determined using the ETOP gauge.
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Fig. 5. The gauge dependent quantities f
(−)
Q,1 (q) (left column) and fN (q) (right column) plotted

as functions of the deformation D. The upper, middle and lower rows display the results for

G0 = 0.14, 0.16 and 0.20, respectively. (See the caption of Fig. 4.)

values along the collective path (except at the limit of the model space). In these
figures, we also present the results that obtained with the following procedure. After
determining the collective paths employing the ETOP gauge, we calculate the gauge-
dependent quantities λ(q), f (−)

Q,1 (q) and fN (q) by switching to the QRPA gauge using
the relations

f
(−)
Q,1(QRPA) = − 4fN (q)(ETOP)∆0(q)

ω2(q)
, (5.1a)

λ(q)(QRPA) =λ(q)(ETOP) −
4fN (q)(ETOP)

ω2(q)
∂V

∂q
. (5.1b)
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We see in Figs. 4 and 5 that the results obtained by this procedure are consistent with
those calculated using the QRPA gauge [fN (q) = 0] from the beginning [in the region
of deformation D(q), where the collective path can be obtained using the QRPA
gauge]. This agreement demonstrates that the collective paths determined by using
different gauge fixing conditions are the same, as should be the case. Nevertheless,
there is a particularly suitable gauge fixing condition for finding solutions of the
ASCC equations and constructing the collective path. For the multi-O(4) model
with superfluidity, we find that the ETOP gauge is more useful than the QRPA
gauge, because the gauge transformation (4.62) is well-defined as long as the pairing
gap ∆0(q) is non-zero.

5.3. Comparison with the previous calculation

In a previous paper,57) we employed the ETOP gauge condition [f (−)
Q,1 (q) =

0], but the B-part of Q̂(q) was ignored. Let us evaluate the error caused by this
approximation. The results of these calculations are also presented in Figs. 1–4 and
compared with those of the full calculations. We see that they differ little, which
indicates that the approximation made by ignoring the B-part is rather good.

In Fig. 5, we present the quantity

f
(−)
Q,1 (q) = −κ1 〈φ(q)| [F̂ (−)

1 , Q̂(q)] |φ(q)〉 = −κ1

∑
i>0

QA
i (q), (5.2)

evaluated using the Q̂(q) operator that is obtained by ignoring the B-part in the
process of solving the ASCC equations. This quantity should be zero if the Q̂(q)
operator determined by the gauge-invariant ASCC equations is used. We see that
the deviation from zero is negligible (except near the limit of the model space), again
indicating that the approximation is good.

The quantum spectra and transition strengths are displayed in Fig. 6. These
were obtained by solving the Schrödinger equation for the quantized collective Hamil-
tonian. In this figure, the effects of the quadrupole pairing interaction are also shown.
We see that the results of the previous calculation [in which the B-part of Q̂(q) is
ignored] are quite similar to those of the full calculation (including the B-part),
and both results accurately reproduce the trend of the excitation spectra obtained
through the exact diagonalization of the microscopic Hamiltonian (Fig. 7). The nu-
merical calculation discussed above thus suggests that the approximation of ignoring
the B-part of Q̂(q), adopted in Ref. 57), is valid, and it may serve as an economical
way of determining the collective path.

§6. Concluding remarks

We have shown that the basic equations of the ASCC method are invariant under
transformations involving the angle in the gauge space conjugate to the particle
number. By virtue of this invariance, a clean separation of the large-amplitude
collective motion and the pairing rotational motion can be realized. This allows us
to restore the particle-number symmetry broken by the HFB approximation. We
have formulated the ASCC method explicitly in a gauge-invariant form. Then, we
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Fig. 6. Excitation spectra and quadrupole transition matrix elements. Left column: The result

obtained using the ETOP gauge [f
(−)
Q,1 (q) = 0] but ignoring the B-part of the collective coordinate

operator Q̂(q). This is the same as that presented in Ref. 57). Right column: The result obtained

by solving the gauge-invariant ASCC equations using the ETOP gauge. The upper, middle and

lower rows display the results for G0 = 0.14, 0.16 and 0.20, respectively. In each row, the results

for G2 = 0.00, 0.02 and 0.04 are compared. The numbers adjacent to the vertical lines are the

absolute values of the transition matrix elements. The matrix elements between the doublets

are indicated beside them.

applied it to the multi-O(4) model using different gauge-fixing procedures. The
calculations using different gauges indeed yield the same results for gauge-invariant
quantities, such as the collective path, the collective mass parameter, and the spectra
obtained by requantizing the collective Hamiltonian. We suggested a gauge-fixing
prescription that can be used in realistic calculations.

The explicit gauge invariance requires the B-part (a†a part) of the collective
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Fig. 7. Excitation spectra calculated with the exact diagonalization of the multi-O(4) model Hamil-

tonian. The upper, middle and lower rows display the results for G0 = 0.14, 0.16, and 0.20,

respectively. In each row, the results for G2 = 0.00, 0.02, 0.04 are compared. The numbers

adjacent to vertical lines indicate the transition matrix elements. The matrix elements between

the doublets are indicated beside them.
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coordinate operator Q̂(q). Actually, it is stated in Ref. 27) that the separation of
the Nambu-Goldstone modes in the local harmonic formulation requires higher-order
terms in the collective coordinate. This is consistent with the present conclusion in
the gauge-invariant formalism. We have also demonstrated that the approximation
made by ignoring the B-part leads to results almost identical to those obtained in
the full calculation, at least for the multi-O(4) model.

We are presently investigating oblate-prolate shape coexistence phenomena54)–56)

in nuclei around 68Se with the pairing-plus-quadrupole interactions63)–65) using a pre-
scription based on the new formulation of the ASCC method proposed in this paper.
The result will be reported in the near future.
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14) P.-G. Reinhard, F. Grümmer and K. Goeke, Z. Phys. A 317 (1984), 339.
15) A. Kuriyama and M. Yamamura, Prog. Theor. Phys. 70 (1983), 1675; Prog. Theor. Phys.

71 (1984), 122.
16) M. Yamamura, A. Kuriyama and S. Iida, Prog. Theor. Phys. 71 (1984), 109.
17) M. Matsuo and K. Matsuyanagi, Prog. Theor. Phys. 74 (1985), 288.
18) M. Matsuo, Prog. Theor. Phys. 76 (1986), 372.
19) Y. R. Shimizu and K. Takada, Prog. Theor. Phys. 77 (1987), 1192.
20) M. Yamamura and A. Kuriyama, Prog. Theor. Phys. Suppl. No. 93 (1987), 1.
21) A. Bulgac, A. Klein, N. R. Walet and G. Do Dang, Phys. Rev. C 40 (1989), 945.
22) N. R. Walet, G. Do Dang and A. Klein, Phys. Rev. C 43 (1991), 2254.
23) A. Klein, N. R. Walet and G. Do Dang, Ann. of Phys. 208 (1991), 90.



478 N. Hinohara, T. Nakatsukasa, M. Matsuo and K. Matsuyanagi

24) K. Kaneko, Phys. Rev. C 49 (1994), 3014.
25) T. Nakatsukasa and N. R. Walet, Phys. Rev. C 57 (1998), 1192.
26) T. Nakatsukasa and N. R. Walet, Phys. Rev. C 58 (1998), 3397.
27) T. Nakatsukasa, N. R. Walet and G. Do Dang, Phys. Rev. C 61 (1999), 014302.
28) J. Libert, M. Girod and J.-P. Delaroche, Phys. Rev. C 60 (1999), 054301.
29) E. Kh. Yuldashbaeva, J. Libert, P. Quentin and M. Girod, Phys. Lett. B 461 (1999), 1.
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The microscopic dynamics of oblate-prolate shape coexistence/mixing phenomena in 68Se
and 72Kr are studied by means of the adiabatic self-consistent collective coordinate (ASCC)
method in conjunction with the pairing-plus-quadrupole (P+Q) Hamiltonian, including the
quadrupole pairing interaction. A quantum collective Hamiltonian is constructed, and exci-
tation spectra, spectroscopic quadrupole moments and quadrupole transition properties are
evaluated. The effect of the time-odd pair field on the collective mass (inertia function) of
the large-amplitude vibration and the rotational moments of inertia about three principal
axes is evaluated. It is found that the basic properties of the shape coexistence/mixing
are qualitatively reproduced. The results of the calculation indicate that the oblate-prolate
shape mixing decreases as the angular momentum increases.

§1. Introduction

Obtaining a microscopic understanding of nuclear collective dynamics is one
of the goals of nuclear structure theory. The quasiparticle random phase approx-
imation (QRPA), based on the Hartree-Fock-Bogoliubov (HFB) mean field, is a
well-known theoretical approach to the collective dynamics, but it is applicable only
to small-amplitude collective motion around the local minima of the potential en-
ergy surface.1)–5) Nuclei exhibit a variety of large-amplitude collective processes such
as anharmonic vibrations, shape coexistence, and fission. Though the challenge to
construct microscopic theories of large-amplitude collective motion has a long his-
tory,6)–42) some important problems remain unsolved.

The self-consistent collective coordinate (SCC) method12),23) is a microscopic
theory of large-amplitude collective motion. This method, with the (η∗, η) expansion
technique, enables us to extract the collective variables from the many-dimensional
phase space associated with the time-dependent Hartree-Fock-Bogoliubov (TDHFB)
state vectors, and to derive the collective Hamiltonian starting from a microscopic
Hamiltonian. The SCC method has been successfully applied to various kinds of
non-linear phenomena in nuclei, such as anharmonic γ-vibrations,43)–46) shape phase



60 N. Hinohara, T. Nakatsukasa, M. Matsuo and K. Matsuyanagi

transitions,47)–50) two-phonon states51) and collective rotations.52)–54) The (η∗, η)
expansion is not necessarily convenient, however, for large-amplitude collective mo-
tion like shape coexistence/mixing phenomena, in which a microscopic description
of the many-body tunneling effect between different local minima in the collective
potential energy surface becomes the major task.

The adiabatic SCC (ASCC) method55) is an alternative way of solving the basic
equations of the SCC method, assuming that the large-amplitude collective motion
of interest is slow (adiabatic). Under this assumption, the basic equations of the SCC
method are expanded up to second order with respect to the collective momentum,
but the collective coordinate is treated non-perturbatively. Quite recently, we have
given a rigorous formulation of the ASCC method in which the gauge invariance
with respect to the particle number fluctuation degrees of freedom is taken into
account.56)

As is well known, in contrast to the significant progress in the calculation of
the collective potential energy, the present status of the microscopic theory is quite
unsatisfactory with regard to the evaluation of the collective mass (inertia function)
associated with the collective kinetic energy. Although the Inglis-Belyaev cranking
mass is widely used, it violates self-consistency by ignoring the effect of the time-
odd component of the moving mean field.1) The time-odd mean-field effect is taken
into account in the collective mass derived with the QRPA, but its application is
restricted to small-amplitude collective motion around equilibrium states. Concern-
ing large-amplitude collective motion, though the effect of the time-odd component
generated by the residual particle-hole interaction was investigated a few decades
ago,14) the time-odd effect generated by the residual pairing interaction has not yet
been studied. Quite recently, we showed, using the ASCC method in conjunction
with the schematic model Hamiltonian,58)–61) that the time-odd pair field increases
the collective mass.57) It remains to be seen, however, how it affects the shape
coexistence dynamics discussed below.

Let us consider recent experimental data of interest. The shapes of nuclei
along the N = Z line change significantly as the numbers of protons and neutrons
change.62)–66) The HFB calculation67) indicates that various shapes will appear along
the N = Z lines: a triaxial ground state for 64Ge, oblate ground states for 68Se and
72Kr, strongly deformed prolate ground states for 76Sr, 80Zr and 84Mo. Furthermore,
oblate and prolate states may coexist in these nuclei, other than64Ge. In 68Se and
72Kr, the ground and excited states corresponding to oblate and prolate shapes have
been found experimentally.63)–65) From the viewpoint of collective dynamics based
on the mean-field theory, it is expected that the oblate and prolate shapes are mixed
by the many-body tunneling effect through the potential barrier lying between the
two local minima in the potential energy landscape. The low-lying states in 68Se and
72Kr have been investigated using various theoretical approaches beyond the mean-
field approximation: large-scale shell model calculations for 68Se using the pfg-shells
outside the 56Ni core,68) shell model Monte Carlo calculations for 72Kr employing
the pf-sdg shells,69) configuration mixing calculations for 72−78Kr on the basis of the
particle number and angular momentum projected generator coordinate method,70)

and the EXCITED VAMPIR variational calculation for 68Se and 72Kr.71)–73) Quite
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recently, Almehed and Walet36)–39) discussed collective paths connecting the oblate
and prolate minima in 68Se and 72−78Kr by means of an approach similar to the
ASCC method.

The ASCC method was first tested74) in a schematic model58)–61) and then it
was applied75) to oblate-prolate shape coexistence phenomena in 68Se and 72Kr with
use of the pairing-plus-quadrupole (P+Q) Hamiltonian.76)–79) In both nuclei, the
one-dimensional collective path connecting the two local minima of the potential
is extracted. It was found that the collective path runs approximately along the
valley of the potential energy surface lying in the triaxial deformed region. This
indicates that the triaxial degree of freedom is essential for the description of large-
amplitude shape mixing in 68Se and 72Kr. In Ref. 75), however, requantization of the
collective Hamiltonian was not carried out, and excitation spectra, electromagnetic
transition probabilities, and shape mixing probabilities in individual eigenstates were
not evaluated.

This paper presents the result of the first application of the gauge invariant for-
mulation56) of the ASCC method to nuclear structure phenomena. Thus, its major
thrust is directed at examining the feasibility of the gauge-invariant ASCC method
for describing the shape coexistence/mixing phenomena. Hereafter, we call this new
version the “ASCC method”, dropping the adjective “gauge-invariant” for simplic-
ity. A more detailed investigation of experimental data and comparison with other
approaches are planned for the future. We derive the quantum collective Hamil-
tonian that describes the coupled collective motion of the large-amplitude vibration
responsible for the oblate-prolate shape mixing and the three-dimensional rotation
of the triaxial shape. To evaluate the rotational moments of inertia, we extend the
well-known QRPA equation for rotational motion, which yields the Thouless-Valatin
moment of inertia,80) to non-equibrium states that are defined in the moving-frame
associated with large-amplitude vibrational motion. To clarify the role of the time-
odd pair field in shape mixing dynamics, we investigate, with use of the P+Q Hamil-
tonian including the quadrupole pairing interaction, its effects on the collective mass
of large-amplitude vibration, the rotational moments of inertia, the energy spectra,
transition probabilities, and shape mixing probabilities in individual eigenstates.

This paper is organized as follows. The basic equations of the ASCC method are
summarized in §2. The quasiparticle representation of the microscopic Hamiltonian
is given in §3. The procedure for solving the ASCC equations is presented in §4. The
collective Schrödinger equation is derived in §5. Results of numerical calculations
for energy spectra, spectroscopic quadrupole moments and quadrupole transition
probabilities of low-lying states in 68Se and 72Kr are presented and discussed in §6.
Concluding remarks are given in §7.

A preliminary version of this work was previously reported in Ref. 81).
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§2. The ASCC method

2.1. Basic equations of the ASCC method

We first summarize the basic equations of the ASCC method. The TDHFB state
|φ(t)〉 is written in terms of the collective variables as

|φ(t)〉 = |φ(q, p, ϕ, n)〉 = e−i
P

τ ϕ(τ)Ñ(τ) |φ(q, p, n)〉 , (2.1)

where q and p represent the one-dimensional collective coordinate and the collective
momentum, respectively. The variables ϕ = (ϕ(n), ϕ(p)) and n = (n(n), n(p)) denote
the gauge angles in particle number space and number fluctuations, respectively,
which correspond to the canonical coordinates and momenta of the pairing rotation
restoring the particle number conservation broken by the HFB approximation. The
operator Ñ (τ) ≡ N̂ (τ) − N

(τ)
0 represents the particle number measured with respect

to the reference value N
(τ)
0 , which is set to the number of the valence protons (τ = p)

and neutrons (τ = n) in the model space.
The intrinsic state with respect to the pairing rotation is written |φ(q, p, n)〉 =

eiĜ(q,p,n) |φ(q)〉, where |φ(q)〉 ≡ |φ(q, p = 0, n = 0)〉. Assuming that large-amplitude
collective motion is adiabatic, that is, the collective momentum p and the number
fluctuation n are small, we expand the one-body operator Ĝ(q, p, n) with respect to
p and n(τ) and consider only the first order:

|φ(q, p, n)〉 = eipQ̂(q)+i
P

τ n(τ)Θ̂(τ)(q) |φ(q)〉 . (2.2)

Here, Q̂(q) is a time-even one-body operator, while Θ̂(τ)(q) is a time-odd one-body
operator. Using the quasiparticle creation and annihilation operators, a†α(q) and
aα(q), defined with respect to a moving-frame HFB state |φ(q)〉, which satisfy the
condition aα(q) |φ(q)〉 = 0, they can be written as

Q̂(q) = Q̂A(q) + Q̂B(q)

=
∑
αβ

(
QA

αβ(q)a†α(q)a†β(q) + QA∗
αβ(q)aβ(q)aα(q) + QB

αβ(q)a†α(q)aβ(q)
)

, (2.3)

Θ̂(τ)(q) =
∑
αβ

(
Θ

(τ)A
αβ (q)a†α(q)a†β(q) + Θ

(τ)A∗
αβ (q)aβ(q)aα(q)

)
. (2.4)

Note that the operator Q̂(q) contains the B-part (the third term in the r.h.s.), in
addition to the A-part (the first and second terms) in order to satisfy the gauge-
invariance of the ASCC equations.56) In the following, we omit the index q in the
quasiparticle operators for simplicity.

The basic equations of the SCC method consist of the canonical variable con-
ditions, the moving-frame HFB equation, and the moving-frame QRPA equations.
Below we summarize the lowest-order expressions of these equations with respect to
expansion in p and n. (See Ref. 56) for their derivations.) The canonical variable
conditions are given by

〈φ(q)| P̂ (q) |φ(q)〉 = 0, (2.5)
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〈φ(q)| Q̂(q) |φ(q)〉 = 0, (2.6)

〈φ(q)| Ñ (τ) |φ(q)〉 = 0, (2.7)

〈φ(q)| Θ̂(τ)(q) |φ(q)〉 = 0, (2.8)

〈φ(q)| [Θ̂(τ)(q), Ñ (τ ′)] |φ(q)〉 = iδττ ′ , (2.9)

〈φ(q)| [Q̂(q), Θ̂(τ)(q)] |φ(q)〉 = 0, (2.10)

〈φ(q)| ∂Q̂

∂q
|φ(q)〉 = −1, (2.11)

where P̂ (q) is the local shift operator, defined by

P̂ (q) |φ(q)〉 = i
∂

∂q
|φ(q)〉 . (2.12)

Differentiating (2.6) and (2.7) with respect to q and using (2.11) and (2.12), we
obtain

〈φ(q)| [Q̂(q), P̂ (q)] |φ(q)〉 = i, (2.13)

〈φ(q)| [Ñ (τ), P̂ (q)] |φ(q)〉 = 0. (2.14)

Equations (2.5), (2.6), (2.7) and (2.8) ensure that the constant terms of those oper-
ators are zero in their quasiparticle representations, while Eqs. (2.9), (2.10), (2.13)
and (2.14) guarantee orthonormalization of the collective mode and the number fluc-
tuation modes. Equation (2.11) defines the scaling of the collective coordinate.

The moving-frame HFB equation is given by

δ 〈φ(q)| ĤM (q) |φ(q)〉 = 0, (2.15)

where

ĤM (q) = Ĥ −
∑

τ

λ(τ)(q)Ñ (τ) − ∂V

∂q
Q̂(q) (2.16)

represents the moving-frame Hamiltonian with the chemical potential λ(τ)(q) and
the collective potential V (q) defined by

λ(τ)(q) =
∂H

∂n(τ)


p=0,n=0,�I=�0

= 〈φ(q)| [Ĥ, iΘ̂(τ)(q)] |φ(q)〉 , (2.17)

V (q) =H(q, p, n, 
I)


p=0,n=0,�I=�0
= 〈φ(q)| Ĥ |φ(q)〉 . (2.18)

The moving-frame QRPA equations are given by

δ 〈φ(q)| [ĤM (q), iQ̂(q)] − B(q)P̂ (q) |φ(q)〉 = 0, (2.19)

δ 〈φ(q)| [ĤM (q), P̂ (q)] − iC(q)Q̂(q)

− 1
2B(q)

[[
ĤM (q),

∂V

∂q
Q̂(q)

]
, iQ̂(q)

]
− i

∑
τ

∂λ(τ)

∂q
Ñ (τ) |φ(q)〉 = 0, (2.20)
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where B(q) and C(q) represent the inverse collective mass and the local stiffness,
respectively. They are defined by

B(q) =
∂2H
∂p2


p=0,n=0,�I=�0

= 〈φ(q)| [[Ĥ, iQ̂(q)], iQ̂(q)] |φ(q)〉 , (2.21)

C(q) =
∂2V

∂q2
+

1
2B(q)

∂B

∂q

∂V

∂q
. (2.22)

Note that the ASCC equations, (2.15), (2.19) and (2.20), are invariant under
the following transformation:56)

Q̂(q) → Q̂(q) + α(τ)Ñ (τ),

λ(τ)(q) →λ(τ)(q) − α(τ) ∂V

∂q
(q),

∂λ(τ)

∂q
(q) → ∂λ(τ)

∂q
(q) − α(τ)C(q). (2.23)

Therefore, it is necessary to fix the particle number gauge for neutrons and protons
in order to derive the unique solution of the ASCC equations. The algorithm to
find simultaneous solutions of Eqs. (2.15), (2.19) and (2.20) satisfying the canonical
variable conditions and the gauge-fixing condition is described in §4.

In this paper, we take into account the rotational motion as well as the large-
amplitude vibrational motion by considering the collective Hamiltonian defined as
follows:

H(q, p, n, 
I) = 〈φ(q, p, n)| Ĥ |φ(q, p, n)〉 +
3∑

i=1

1
2Ji(q)

I2
i

=V (q) +
1
2
B(q)p2 +

∑
τ

λ(τ)(q)n(τ) +
3∑

i=1

1
2Ji(q)

I2
i . (2.24)

The first and the second terms represent the potential and kinetic energies of the
large-amplitude collective vibration, respectively, while the third and the fourth
terms represent the energies associated with the particle-number fluctuations and
the three-dimensional rotation of triaxially deformed mean fields, respectively. The
three rotational moments of inertia, Ji(q), are defined with respect to the principal
axes associated with the moving-frame HFB state |φ(q)〉 and evaluated as

δ 〈φ(q)| [ĤM (q), Ψ̂i(q)] − 1
i
J−1

i (q)Îi |φ(q)〉 = 0, (2.25)

〈φ(q)| [Ψ̂i(q), Îj] |φ(q)〉 = δij , (2.26)

where Ψ̂i(q) and Îi represent the rotational angle and the angular momentum opera-
tors, respectively. These equations reduce to the well-known QRPA equations giving
the Thouless-Valatin moments of inertia80) when |φ(q)〉 is an equilibrium state corre-
sponding to a local minimum of the collective potential energy, V (q). We call them
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“Thouless-Valatin equations”, although they are in fact extensions of the QRPA
equations for collective rotation to non-equilibrium HFB states |φ(q)〉. Note that
ĤM (q) appears in Eq. (2.25) instead of Ĥ. We remark that Eqs. (2.24)–(2.26) have
been introduced intuitively, leaving a full derivation of them as a challenging subject
for future.

§3. Hamiltonian

We adopt the following Hamiltonian consisting of the spherical single-particle
energy, the monopole and the quadrupole pairing interactions, and the quadrupole
particle-hole interaction:

Ĥ =
∑

k

εkc
†
kck −

∑
τ

G
(τ)
0

2
(Â(τ)†Â(τ) + Â(τ)Â(τ)†)

−
∑

τ

G
(τ)
2

2

2∑
K=−2

(B̂(τ)†
2K B̂

(τ)
2K + B̂

(τ)
2KB̂

(τ)†
2K ) − χ

2

2∑
K=−2

D̂†
2KD̂2K . (3.1)

Here, the monopole pairing operator Â(τ)†, the quadrupole pairing operator B̂
(τ)†
2K ,

the quadrupole particle-hole operator D̂2K are defined by

Â(τ)† =
∑

(k,k̃)∈τ

c†kc
†
k̃
, (3.2)

B̂
(τ)†
2K =

∑
kl∈τ

D
(τ)
2K(kl)c†kc

†
l̃
, (3.3)

D̂2K =
∑

τ=n,p

∑
kl∈τ

D
(τ)
2K(kl)c†kcl, (3.4)

where c†k is the nucleon creation operator, and k denotes the set of quantum num-
bers of the single-particle state (Nk, jk, lk, mk). The operator c†

k̃
represents its time-

reversal state,

c†
k̃

= (−1)jk+mkc†−k, (3.5)

where the index −k represents (Nk, jk, lk,−mk). The quadrupole matrix elements
are given by

D
(τ)
2K(kl) = α2

τ 〈k| r2Y2K |l〉 , (kl ∈ τ) (3.6)

where the factors α2
n = (2N/A)2/3 and α2

p = (2Z/A)2/3 are multiplied to yield the
same root mean square radius for neutrons and protons. For N=Z nuclei, such as
68Se and 72Kr, these factors are unity. Following Baranger and Kumar,78) we employ
a model space consisting of two major oscillator shells (with the total quantum
number of the lower shell denoted by NL and that of the upper shell denoted by
NL + 1), and multiply the quadrupole matrix elements D

(τ)
2K(kl) of the upper shell

by the reduction factor ζ = (NL + 3/2)/(NL + 5/2).
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Following the conventional prescription of the P+Q model, we ignore the Fock
terms. Accordingly, we use the abbreviation “HB” in place of “HFB” in the following.

We rewrite the Hamiltonian (3.1) into the form

Ĥ =
∑

k

εkc
†
kck − 1

2

∑
s

κsF̂
(+)
s F̂ (+)

s +
1
2

∑
s

κsF̂
(−)
s F̂ (−)

s , (3.7)

where the Hermite operators F̂
(+)
s and the anti-Hermite operators F̂

(−)
s are defined

by

F̂ (±)
s =

1
2
(F̂s ± F̂ †

s ), (3.8)

F̂s=1−15 = {Â(n), Â(p), B̂
(n)
20(+), B̂

(n)
21(+), B̂

(n)
21(−), B̂

(n)
22(+), B̂

(n)
22(−),

B̂
(p)
20(+), B̂

(p)
21(+), B̂

(p)
21(−), B̂

(p)
22(+), B̂

(p)
22(−), D̂20, D̂21, D̂22}. (3.9)

Here we use

B̂
(τ)†
2K(±) ≡

1
2
(B̂(τ)†

2K ± B̂
(τ)†
2−K) (K ≥ 0) (3.10)

in place of B̂
(τ)†
2K for the quadrupole pairing operators. The interaction strengths κs

are given by

κs=1−15 = {2G
(n)
0 , 2G

(p)
0 , 2G

(n)
2 , 4G

(n)
2 , 4G

(n)
2 , 4G

(n)
2 , 4G

(n)
2 ,

2G
(p)
2 , 4G

(p)
2 , 4G

(p)
2 , 4G

(p)
2 , 4G

(p)
2 , χ, 2χ, 2χ}. (3.11)

This Hamiltonian is invariant under a rotation by π about the x-axis. The quantum
number associated with this is called the signature, r = e−iπα. The single-particle
basis with definite signatures is defined by

dk ≡ 1√
2
(ck + ck̃), r = −i

(
α =

1
2

)
,

dk̄ ≡ 1√
2
(ck̃ − ck), r = i

(
α = −1

2

)
, (3.12)

where k denotes the single-particle basis whose magnetic quantum number satisfies
the condition mk − 1/2 = [even]. The operators F̂

(±)
s can be classified according to

their signatures and K-quantum numbers, as shown in Table I.
The large-amplitude collective vibration responsible for the oblate-prolate shape

mixing is associated with the K = 0 and 2 components of the interactions in
the positive-signature (r = +1) sector. Thus, the infinitesimal generator of large-
amplitude collective motion, Q̂(q), can be written in terms of the single-particle basis
with definite signature as

Q̂(q) =
∑

τ

∑
kl∈τ

′ (
Q

(τ)
kl (q)d†kdl + Q

(τ)

k̄l̄
(q)d†

k̄
dl̄

)
, (3.13)
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Table I. Classification of the one-body operators F̂
(±)
s in terms of the signature r (or α) and K

quantum numbers.

r = +1(α = 0) r = −1(α = 1)

K = 0 {Â(±)
n , Â

(±)
p , B̂

(n)(±)
20(+) , B̂

(p)(±)
20(+) , D̂

(+)
20 } −

K = 1 {B̂(n)(±)

21(−) , B̂
(p)(±)

21(−) , D̂
(−)
21 } {B̂(n)(±)

21(+) , B̂
(p)(±)

21(+) , D̂
(+)
21 }

K = 2 {B̂(n)(±)
22(+) , B̂

(p)(±)
22(+) , D̂

(+)
22 } {B̂(n)(±)

22(−) , B̂
(p)(±)
22(−) , D̂

(−)
22 }

where
∑′ represents a sum over the signature pairs (k, k̄), and Q

(τ)
kl = Q

(τ)

k̄l̄
. The

K = 1 component of the interaction in the r = +1 sector and the K = 1 and
2 components in the r = −1 sector contribute to the Thouless-Valatin equations
(2.25).

§4. Solution of the ASCC equations for separable interactions

4.1. The ASCC equations for separable interactions

For the separable interactions given in (3.7), the ASCC equations are writ-
ten55),56)

δ 〈φ(q)| ĥM (q) |φ(q)〉 = 0, (4.1)

δ 〈φ(q)| [ĥM (q), Q̂(q)] −
∑

s

f
(−)
Q,s (q)F̂ (−)

s − 1
i
B(q)P̂ (q) |φ(q)〉 = 0, (4.2)

δ 〈φ(q)|
[
ĥM (q),

1
i
B(q)P̂ (q)

]
−
∑

s

f
(+)
P,s (q)F̂ (+)

s − ω2(q)Q̂(q)

−
∑

s

f
(+)
R,s (q)F̂ (+)

s − 1
2

[[
ĥM (q),

∂V

∂ − q
Q̂(q)

]
, Q̂(q)

]

+
∑

s

[
F̂ (−)

s ,
∂V

∂q
Q̂(q)

]
f

(−)
Q,s (q) −

∑
τ

f
(τ)
N (q)Ñ (τ) |φ(q)〉 = 0, (4.3)

where ω2(q) = B(q)C(q) is the moving-frame QRPA frequency squared, and ĥM (q)
denotes the self-consistent mean-field Hamiltonian in the moving frame, defined by

ĥM (q) = ĥ(q) −
∑

τ

λ(τ)(q)Ñ (τ) − ∂V

∂q
Q̂(q), (4.4)

with

ĥ(q) = ĥ0 −
∑

s

κsF̂
(+)
s 〈φ(q)| F̂ (+)

s |φ(q)〉 . (4.5)

In the above equations, the summation over s is restricted to the operators with
K = 0 and 2 in the positive-signature sector. We also define the quantities

f
(−)
Q,s (q) = −κs 〈φ(q)| [F̂ (−)

s , Q̂(q)] |φ(q)〉 , (4.6a)
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f
(+)
P,s (q) = κs 〈φ(q)| [F̂ (+)

s ,
1
i
B(q)P̂ (q)] |φ(q)〉 , (4.6b)

f
(+)
R,s (q) = −1

2
κs 〈φ(q)|

[[
F̂ (+)

s ,
∂V

∂q
Q̂(q)

]
, Q̂(q)

]
|φ(q)〉 , (4.6c)

f
(τ)
N (q) = B(q)

∂λ(τ)

∂q
. (4.6d)

Note that all matrix elements are real and 〈φ(q)| F̂ (−)
s |φ(q)〉 = 0.

4.2. Overview of the procedure to solve the ASCC equations

The infinitesimal generators Q̂(q) and P̂ (q), which are represented with respect
to the quasiparticle vacuum |φ(q)〉, are the solutions of the moving-frame QRPA
equations, while the quasiparticle vacuum |φ(q)〉, which depends on Q̂(q), is a so-
lution of the moving-frame HB equation. In order to construct the collective path,
we have to obtain a self-consistent solution for the quasiparticle vacuum and the
infinitesimal generators. This requires a double iterative procedure for each value of
q, because the moving-frame HB equation is also solved by iteration.

Step 0: Starting point
The shape coexistence phenomena imply that there exist several solutions of the
static HB equation representing different local minima in the potential energy
surface. We can choose one of the HB solutions and assume that it is on the
collective path. This starting state is denoted by |φ(q = 0)〉. In the calculation
for 68Se and 72Kr presented in this paper, we choose the HB state at the lowest
minimum, which possesses an oblate shape. As discussed in Ref. 56), gauge fixing
is necessary to solve the moving-frame QRPA equations. We choose the “ETOP”
gauge.

Step 1: Initial setting
Assume that the solution of the ASCC equations at q − δq is obtained. In order
to calculate the solution at q, we start by solving the moving-frame HB equation
(4.1). As an infinitesimal generator in the moving-frame Hamiltonian, we use
an initial trial generator Q̂(q)(0) constructed from the lowest two solutions of the
moving-frame QRPA equations at q − δq of the form

Q̂(q)(0) = (1 − ε)Q̂1(q − δq) + εQ̂2(q − δq), (4.7)

where Q̂1(q−δq) and Q̂2(q−δq) denote the lowest and the second-lowest solutions
of the moving-frame QRPA equations at q−δq, respectively. The mixing parameter
ε is set to 0.1. This choice is crucial to find a symmetry-breaking solution in
the moving-frame QRPA equations when the moving-frame HB state |φ(q − δq)〉
and the moving-frame QRPA mode Q̂1(q − δq) possess the axial symmetry.75) [If
Q̂2(q − δq) is also axially symmetric, then we choose, for the second mode, the
lowest one among the axial symmetry-breaking QRPA modes.] The quantity δq
is set to 0.0157 in the present calculations.
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Step 2: Solving the moving-frame HB equation
Using the operator Q̂(n−1)(q) (n ≥ 1), we solve the moving-frame HB equation at
q,

δ
〈
φ(n)(q)

∣∣∣ Ĥ −
∑

τ

(λ(τ)(q))(n)Ñ (τ) − ∂V

∂q

(n)

(q)Q̂(n−1)(q)
∣∣∣φ(n)(q)

〉
= 0, (4.8)

with three constraints from the canonical variable conditions,〈
φ(n)(q)

∣∣∣ Ñ (τ)
∣∣∣φ(n)(q)

〉
= 0, (4.9)〈

φ(n)(q)
∣∣∣ Q̂(q − δq)

∣∣∣φ(n)(q)
〉

= δq. (4.10)

This step is discussed in §4.3 in detail.

Step 3: Solving the moving-frame QRPA equations
Using the moving-frame HB state

∣∣φ(n)(q)
〉

and the Lagrange multipliers (λ(τ)(q))(n)

and ∂V/∂q(q)(n) obtained in the previous step, we solve the moving-frame QRPA
equations with the gauge-fixing condition used for the HB state in Step 0. This
determines the infinitesimal generator Q̂(n)(q) as the lowest solution of Eqs. (4.2)
and (4.3). Details of this step are described in §4.4 and Appendix B.

Step 4: Realizing self-consistency
Updating the operator Q̂(n)(q), we return to Step 2, and repeat Steps 2 and 3 until
all quantities at q converge.

Step 5: Progression
Change q to q + δq and return to Step 1.

Carrying out Steps 1-5, we obtain a collective path starting from the HB mini-
mum in one direction (q > 0). We then change the sign of δq and repeat the above
procedure in the opposite direction (q < 0). In this way, we obtain an entire collective
path.

After obtaining the solutions of the ASCC equations, we solve the Thouless-
Valatin equation, (2.25), at every point on the collective path using the moving-
frame HB state |φ(q)〉 to evaluate the rotational moments of inertia Ji(q). Details
of this calculation are described in Appendix C.

4.3. The moving-frame HB equation in the quasiparticle representation

The quasiparticle operators a†µ(q) and aµ(q) associated with the moving-frame
HB state |φ(q)〉 are written in terms of the nucleon operators, d†k and dk̄, with definite
signature as (

a†µ(q)
aµ̄(q)

)
=
∑

k

′
(

Uµk(q) Vµk̄(q)
Vµ̄k(q) Uµ̄k̄(q)

)(
d†k
dk̄.

)
. (4.11)

Its inverse transformation is(
d†k
dk̄

)
=
∑

µ

′
(

Ukµ(q) Vkµ̄(q)
Vk̄µ(q) Uk̄µ̄(q)

)(
a†µ(q)
aµ̄(q)

)
. (4.12)
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The U and V matrices are determined by solving the moving-frame HB equation
(4.1). Note that superscripts τ (= n, p) for U , V , and the Fermion operators are
omitted for simplicity.

The moving-frame Hamiltonian is written

ĥM (q) =
∑

τ

∑
kl∈τ

′ (
(h(τ)

M )kl(q)(d
†
kdl + d†

k̄
dl̄) − ∆

(τ)

kl̄
(q)(d†kd

†
l̄
+ dl̄dk)

)
, (4.13)

where the particle-hole part and the particle-particle part of the moving-frame Hamil-
tonian are given by

(h(τ)
M )ll′(q) = h

(τ)
ll′ (q) − λ(τ)(q)δll′ − ∂V

∂q
(q)Q(τ)

ll′ (q), (4.14)

h
(τ)
ll′ = ε

(τ)
l δll′ −

∑
s∈ph

κs 〈φ(q)| F̂ (+)
s |φ(q)〉 (l|F̂ (+)

s |l′), (4.15)

∆
(τ)

ll̄′ =
∑

s∈pp,hh

κs 〈φ(q)| F̂ (+)
s |φ(q)〉 (0|F̂ (+)

s |ll̄′). (4.16)

The matrix elements (k|F̂ (+)
s |l) are defined by

(l|F̂ (+)
s |l̄′) = (0|dlF̂

(+)
s d†

l̄
|0), (0|F̂ (+)

s |ll̄′) = (0|F̂ (+)
s d†l d

†
l̄′ |0), (4.17)

where |0) denotes the vacuum for nucleon operators.
The moving-frame HB equation is thus written∑

ll′∈τ

′ (
(h(τ)

M )ll′(q)Ul′k(q) + ∆
(τ)
ll′ (q)Vl′k(q)

)
=E

(τ)
k Ulk(q), (4.18a)

∑
ll′∈τ

′ (
∆

(τ)
ll′ (q)Ul′k(q) + (h(τ)

M )ll′(q)Vl′k(q)
)

= − E
(τ)
k Vlk(q), (4.18b)

where E
(τ)
k denotes the quasiparticle energy. These equations are solved under the

following three constraints:

〈φ(q)| N̂ (n) |φ(q)〉 = N
(n)
0 , (4.19)

〈φ(q)| N̂ (p) |φ(q)〉 = N
(p)
0 , (4.20)

〈φ(q)| Q̂(q − δq) |φ(q)〉 = δq. (4.21)

The Lagrange multipliers λ(n)(q), λ(p)(q) and dV/dq(q) are determined such that
these constraints are satisfied. The expectation values in the moving-frame Hamil-
tonian are updated using Ulk and Vlk thus obtained until self-consistency is realized.

In the quasiparticle representation, the moving-frame Hamiltonian, ĥM (q), the
neutron and proton number operators, Ñ (τ), and the operators F̂

(±)
s with K = 0

and 2 in the r = 1 sector are written in the following forms:

ĥM (q) = 〈φ(q)| ĥM (q) |φ(q)〉 +
∑
µ

′
(Eµ(q)Bµµ(q) + Eµ̄(q)Bµ̄µ̄(q)) , (4.22)
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Ñ (τ) =
∑
µν̄

′
N

(τ)
A (µν̄)(A†

µν̄(q) + Aµν̄(q)) +
∑
µ

′
N

(τ)
B (µµ)(Bµµ(q) + Bµ̄µ̄(q)),

(4.23)

F̂ (±)
s = 〈φ(q)| F̂ (±)

s |φ(q)〉 +
∑
µν̄

′
F

(±)
A,s (µν̄)(A†

µν̄(q) + Aµν̄(q))

+
∑
µν

′
F

(±)
B,s (µν)(Bµν(q) + Bµ̄ν̄(q)), (4.24)

where

A†
µν̄(q) = a†µ(q)a†ν̄(q), Aµν̄(q) = aν̄(q)aµ(q), Bµν(q) = a†µ(q)aν(q). (4.25)

Explicit expressions for the matrix elements N
(τ)
A , N

(τ)
B , F

(±)
A,s and F

(±)
B,s are given in

Appendix A.
We define the monopole-pairing gaps ∆

(τ)
0 (q), the quadrupole-pairing gaps

∆
(τ)
2,K=0,2(q), and the quadrupole deformations D

(+)
2,K=0,2(q) by

∆
(τ)
0 (q) = G

(τ)
0 〈φ(q)| Â(τ)(+) |φ(q)〉 , (4.26)

∆
(τ)
2,K=0,2(q) = G

(τ)
2,K=0,2 〈φ(q)| B̂(τ)(+)

2,K=0,2(+) |φ(q)〉 , (4.27)

D
(+)
2,K=0,2(q) = 〈φ(q)| D̂(+)

2,K=0,2 |φ(q)〉 . (4.28)

4.4. The moving-frame QRPA equations

The infinitesimal generators Q̂(q) and P̂ (q) are represented in the quasiparticle
representation as

Q̂(q) = QA(q) + QB(q)

=
∑
µν̄

′
QA

µν̄(q)(A
†
µν̄(q) + Aµν̄(q)) +

∑
µν

′
QB

µν(q)(Bµν(q) + Bµ̄ν̄(q)), (4.29)

P̂ (q) = i
∑
µν̄

′
Pµν̄(q)(A

†
µν̄(q) − Aµν̄(q)). (4.30)

In the following, we discuss the method for obtaining the n-th solution of the moving-
frame QRPA equations in Step 3 assuming that the (n − 1)-th solution Q̂(n−1)(q) is
already known. For later convenience, we introduce the one-body operator

R̂(±)
s =

[
F̂ (±)

s ,
∂V

∂q
Q̂(n−1)(q)

]

= 〈φ(q)| R̂(±)
s |φ(q)〉 +

∑
µν̄

′
R

(±)
A,s(µν̄)(A†

µν̄ ∓ Aµν̄) +
∑
µν

′
R

(±)
B,s(µν)(Bµν + Bµ̄ν̄),

(4.31)

with

R
(±)
A,s(µν̄) =

∂V

∂q

∑
ρ

′ (
F

(±)
B,s (µρ)(QA

ρν̄)
(n−1) ± (QA

µρ̄)
(n−1)F

(±)
B,s (ρ̄ν̄)
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−(QB
µρ)

(n−1)F
(±)
A,s (ρν̄) − F

(±)
A,s (µρ̄)(QB

ρ̄ν̄)
(n−1)

)
. (4.32)

We can express the matrix elements QA
µν̄(q) and Pµν̄(q) using Eqs. (4.2) and (4.3)

as

(QA
µν̄(q))

(n) =
∑
µ′ν̄′

′
g2(µν̄, µ′ν̄ ′)

{∑
s

(
F

(+)
A,s (µ′ν̄ ′)f (+)

PR,s(q) − R
(−)
A,s(µ

′ν̄ ′)f (−)
Q,s (q)

)

+
∑

τ

N (τ)(µ′ν̄ ′)f (τ)
N (q)

}
+ g1(µν̄, µ′ν̄ ′)

∑
s

F
(−)
A,s (µ′ν̄ ′)f (−)

Q,s (q), (4.33)

Pµν̄(q) =
∑
µ′ν̄′

′
g3(µν̄, µ′ν̄ ′)

{∑
s

(
F

(+)
A,s (µ′ν̄ ′)f (+)

PR,s(q) − R
(−)
A,s(µ

′ν̄ ′)f (−)
Q,s (q)

)

+
∑

τ

N (τ)(µ′ν̄ ′)f (τ)
N (q)

}
+ g4(µν̄, µ′ν̄ ′)

∑
s

F
(−)
A,s (µ′ν̄ ′)f (−)

Q,s (q), (4.34)

where f
(+)
PR,s(q) ≡ f

(+)
P,s (q) + f

(+)
R,s (q). The metrics gi (i = 1 − 4) are defined by

g1(µν̄, µ′ν̄ ′) ≡ (M−1E)µν̄,µ′ν̄′ , g2(µν̄, µ′ν̄ ′) ≡ (M−1)µν̄,µ′ν̄′ , (4.35)

g3(µν̄, µ′ν̄ ′) ≡ (EM−1)µν̄,µ′ν̄′ , g4(µν̄, µ′ν̄ ′) ≡ (EM−1E)µν̄,µ′ν̄′ − δµµ′δν̄ν̄′ ,

(4.36)

where M and E are given by

Mµν̄,µ′ν̄′(ω2(q)) = {(Eµ + Eν̄)2 − ω2(q)}δµµ′δν̄ν̄′

+ δµµ′

(
1
2
Eµ′ + Eν′ − 1

2
Eν̄

)
(QB

ν̄′ν̄)
(n−1) ∂V

∂q
(q),

+ (QB
µµ′)(n−1)

(
Eµ′ − 1

2
Eµ +

1
2
Eν̄′

)
δν̄ν̄′

∂V

∂q
(q), (4.37)

Eµν̄,µ′ν̄′ = (Eµ + Eν̄)δµµ′δν̄ν̄′ . (4.38)

The quantities given in (4.6) and the canonical variable condition (2.14) can be
expressed in terms of (Q̂A(q))(n) and P̂ (q) as

f
(−)
Q,s (q) = − κs 〈φ(q)| [F̂ (−)

s , Q̂(n)(q)] |φ(q)〉 = −2κs(F
(−)
A,s , (QA(q))(n)), (4.39)

f
(+)
PR,s(q) = κs 〈φ(q)| [F̂ (+)

s ,
1
i
B(q)P̂ (q)] |φ(q)〉

− 1
2
κs 〈φ(q)|

[[
F̂ (+)

s ,
∂V

∂q
Q̂(n−1)(q)

]
, Q̂(n)(q)

]
|φ(q)〉

= 2κs(F
(+)
A,s , P (q)) − κs(R

(+)
A,s , (Q

A(q))(n)), (4.40)

〈φ(q)| [N̂ (τ), P̂ (q)] |φ(q)〉 = −2i(N (τ)
A , P (q)) = 0, (4.41)
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where

(X, Y ) ≡
∑
µν̄

′
X(µν̄)Y (µν̄). (4.42)

Substituting Eqs. (4.39), (4.40) and (4.41) into Eqs. (4.33) and (4.34), we derive the
dispersion equation

S · f =
∑
s′τ ′




SQ,Q
ss′ SQ,PR

ss′ SQ,N
sτ ′

SPR,Q
ss′ SPR,PR

ss′ SPR,N
sτ ′

SN,Q
τs′ SN,PR

τs′ SN,N
ττ ′







f
(−)
Q,s′(q)

f
(+)
PR,s′(q)

f
(τ ′)
N (q)


 = 0, (4.43)

where the matrix elements of S are given by

SQ,Q
ss′ = 2(F (−)

A,s , F
(−)
A,s′)g1 − 2(F (−)

A,s , R
(−)
A,s′)g2 −

1
κs

δss′ , (4.44a)

SQ,PR
ss′ = 2(F (−)

A,s , F
(+)
A,s′)g2 , (4.44b)

SQ,N
sτ ′ = 2(F (−)

A,s , N
(τ ′)
A )g2 , (4.44c)

SPR,Q
ss′ = 2(F (+)

A,s , F
(−)
A,s′)g4 − 2(F (+)

A,s , R
(−)
A,s′)g3

+ (R(+)
A,s , F

(−)
A,s′)g1 − (R(+)

A,s , R
(−)
A,s′)g2 , (4.44d)

SPR,PR
ss′ = 2(F (+)

A,s , F
(+)
A,s′)g3 + (R(+)

A,s , F
(+)
A,s′)g2 −

1
κs

δss′ , (4.44e)

SPR,N
sτ ′ = 2(F (+)

A,s , N
(τ ′)
A )g3 + (R(+)

A,s , N
(τ ′)
A )g2 , (4.44f)

SN,Q
τs′ = (N (τ)

A , F
(−)
A,s′)g4 − (N (τ)

A , R
(−)
A,s′)g3 , (4.44g)

SN,PR
τs′ = (N (τ)

A , F
(+)
A,s′)g3 , (4.44h)

SN,N
ττ ′ = (N (τ)

A , N
(τ ′)
A )g3 . (4.44i)

The parentheses in the above matrix elements are defined by

(X, Y )gi =
∑

µν̄µ′ν̄′

′
X(µν̄)gi(µν̄µ′ν̄ ′)Y (µ′ν̄ ′). (i = 1 − 4) (4.45)

As mentioned above, the ASCC equations are invariant under the gauge transfor-
mation associate with number fluctuations. The quantities

f
(−)
Q,s=1,2(q) = −2G

(τ=n,p)
0 〈φ(q)| [Â(τ=n,p)(−), Q̂(q)] |φ(q)〉 (4.46)

and f
(τ)
N (q) are transformed under (2.23) as

f
(−)
Q,s=1,2(q) →f

(−)
Q,s=1,2(q) − 4α(τ=n,p)∆

(τ=n,p)
0 (q), (4.47)

f
(τ=n,p)
N (q) →f

(τ=n,p)
N (q) − α(τ=n,p)ω2(q). (4.48)
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Thus, we have to fix the gauge when solving the dispersion equation (4.43). For both
neutrons and protons, we choose the “ETOP” gauge,56)

f
(−)
Q,s=1(q) = 0, f

(−)
Q,s=2(q) = 0. (4.49)

This gauge-fixing condition reduces the dimension of the dispersion equations. We
can then use the submatrix S0 of S, where terms related to the anti-Hermite part
of the monopole pairing operators, (F̂ (−)

s=1,2), are dropped. From Eq. (4.43), the
moving-frame QRPA frequency squared, ω2(q), is determined by the condition

det S0(ω2(q)) = 0. (4.50)

The solution with the smallest value of ω2(q) (including negative values) is regarded
as the most collective mode at q. Note that we consider imaginary ω(q) solutions
as well as real ones. Once ω2(q) is determined, f(q), (QA

µν̄(q))
(n) and Pµν̄(q) can be

obtained by use of the normalization condition

〈φ(q)| [(Q̂A(q))(n), P̂ (q)] |φ(q)〉 = 2i((QA(q))(n), P (q)) = i. (4.51)

§5. Requantization of the collective Hamiltonian

5.1. Requantization and construction of wave functions in the laboratory frame

Solving the basic equations of the ASCC method and the Thouless-Valatin equa-
tions, we obtain the collective Hamiltonian (2.24); we can set the collective mass
B(q)−1 to unity without loss of generality, because it merely defines the scale for
measuring the length of the collective path. We also set the number fluctuation n to
zero. Requantization is carried out simply by replacing the classical variables with
the quantum operators:

p → �

i

∂

∂q
, Ii → Îi, (5.1)

where Îi are three components of the angular momentum operator acting on three
Euler angles that define the orientation of the principal axes with respect to the lab-
oratory frame. The Schrödinger equation for the requantized collective Hamiltonian
is (

−1
2

∂2

∂q2
+

3∑
i=1

Î2
i

2Ji(q)
+ V (q)

)
ΨIMk(q, Ω) = EI,kΨIMk(q, Ω). (5.2)

The collective wave function in the laboratory frame, ΨIM,k(q, Ω), is a function of
the collective coordinate q and the three Euler angles Ω, and it is specified by the
total angular momentum I, its projection M on the laboratory z-axis, and the index
k distinguishing different quantum states having the same I and M . Note that the
three components Îi of the angular momentum operator are defined with respect to
the principal axes (1, 2, 3) ≡ (x′, y′, z′) associated with the moving-frame HB state
|φ(q)〉.
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Using the rotational wave functions DI
MK(Ω), we can write the collective wave

functions in the laboratory frame as

ΨIMk(q, Ω) =
I∑

K=−I

Φ′
IKk(q)

√
2I + 1
8π2

DI
MK(Ω) (5.3)

=
I∑

K=0

ΦIKk(q) 〈Ω|IMK〉 . (5.4)

Here, Φ′
IKk are intrinsic wave functions that represent the large-amplitude collective

vibrations responsible for the oblate-prolate shape mixing. They are specified by the
projection K of the angular momentum on the intrinsic z′-axis, instead of by M .
We assume that the intrinsic states have positive signature. Then, their K and −K
components are connected by

Φ′
IKk(q) = (−)IΦ′

I−Kk(q). (5.5)

Accordingly, it is convenient to use new rotational wave functions, defined by

〈Ω|IMK〉 =
1√

2(1 + δK0)

√
2I + 1
8π2

(
DI

MK(Ω) + (−)IDI
M−K(Ω)

)
, (5.6)

and new vibrational wave functions,

ΦIKk(q) =
√

2
1 + δK0

Φ′
IKk(q) = (−)I

√
2

1 + δK0
Φ′

I−Kk(q), (5.7)

in place of Φ′
IK,k. Because the D functions are normalized as

∫
dΩDI∗

MK(Ω)DI′
M ′K′(Ω) =

8π2

2I + 1
δII′δMM ′δKK′ , (5.8)

the normalization of the vibrational wave functions is given by

∫
dq

I∑
K=0

Φ∗
IKk(q)ΦIKk′(q) = δkk′ . (5.9)

5.2. Boundary conditions

Multiplying the Schrödinger equation (5.2) from the left by a rotational wave
function 〈Ω|IMK〉 and integrating out the Euler angles Ω, we obtain the collective
Schrödinger equation for large-amplitude vibration:

(
−1

2
∂2

∂q2
+ V (q)

)
ΦIKk(q) +

I∑
K′=0

〈IMK| T̂rot

∣∣IMK ′〉ΦIK′k(q) = EI,kΦIKk(q),

(5.10)

where T̂rot =
∑

i Î2
i /(2Ji(q)).
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The boundary conditions can be specified by projecting the collective path onto
the (β, γ) plane and by using the well-known symmetry properties of the Bohr-
Mottelson collective Hamiltonian.5),79) The deformation parameters β and γ are
defined by

β(q) cos γ(q) = χ′ 〈φ(q)| D̂(+)
20 |φ(q)〉 /(�ω0b

2), (5.11)

β(q) sinγ(q) =
√

2χ′ 〈φ(q)| D̂(+)
22 |φ(q)〉 /(�ω0b

2), (5.12)

and they measure the magnitude and triaxiality of the quadrupole deformation of
the HB mean field in the moving-frame as functions of the collective coordinate q.
Here, �ω0 denotes the frequency of the harmonic-oscillator potential, χ′ ≡ χb4, and
the harmonic-oscillator length parameter b is related to the radius parameter r0 by

b2 =
4
5

(
2
3

) 1
3

r2
0A

1
3 . (5.13)

The boundary conditions for the vibrational collective wave functions are spec-
ified according to the form of the collective path in the (β, γ) plane. As we discuss
in §6.3, the collective path for 68Se passes through the γ-direction (see Fig.1). In
this case, the following boundary conditions are employed in the prolate and oblate
limits. In the prolate limit, γ(qpro) → 0◦, the vibrational wave functions must satisfy

ΦIKk(qpro − q) = (−)
K
2 ΦIKk(qpro + q), (5.14)

which is equivalent to

ΦIKk(qpro) = 0, (K = 2, 6, · · · ) (5.15)
dΦIKk

dq


q=qpro

= 0. (K = 0, 4, · · · ) (5.16)

In the oblate limit, γ(qob) → 60◦, the HB mean field is symmetric about the intrinsic
y′-axis, and thus the boundary conditions are given by79)

ΦIKk(qob − q) = (−)
K
2

∑
K′

2√
(1 + δK0)(1 + δK′0)

DI
KK′

(π

2
,
π

2
, π
)

ΦIK′k(qob + q).

(5.17)

In the case of 72Kr, the collective path connecting the oblate and prolate shapes
is not periodic with respect to the γ-direction (see Fig. 3). Accordingly, we set the
box boundary conditions at the edge of the path:

ΦIKk(qmin) = ΦIKk(qmax) = 0. (5.18)

The matrix elements 〈IMK| T̂rot |IMK ′〉 of the rotational kinetic energy oper-
ator in Eq. (5.10) can be easily calculated:

〈IMK| T̂rot |IMK〉 = a(q)I(I + 1) + b(q)K2, (5.19)

〈IMK| T̂rot |IM, K + 2〉 = 〈IM, K + 2| T̂rot |IMK〉
= c(q){(I + K + 2)(I + K + 1)(I − K)(I − K − 1)}− 1

2 ,
(5.20)



Shape Mixing in Low-Lying States of 68Se and 72Kr 77

where

a(q) =
1
4

(
1

J1(q)
+

1
J2(q)

)
, (5.21)

b(q) =
1
4

(
2

J3(q)
− 1

J1(q)
− 1

J2(q)

)
, (5.22)

c(q) =
1
8

(
1

J1(q)
− 1

J2(q)

)
. (5.23)

The other matrix elements are zero.

5.3. Electric quadrupole moments and transitions

To evaluate the electric quadrupole (E2) moments and transition probabilities,
we need to derive expressions for the E2 operator in the collective subspace. This
can be easily done by using the procedure we used to derive the quantum collective
Hamiltonian. As described below, we first evaluate the expectation values of the E2
operators with respect to the moving-frame HB state |φ(q, p)〉 and then apply the
canonical quantization procedure.

In accordance with the quadrupole operators (3.4), we define the E2 operators
in the model space under consideration as

D̂′(E2)
µ =

∑
τ

e
(τ)
eff

∑
kl∈τ

D
(τ)
2µ (kl)c†kcl, (5.24)

D̂
′(E2)
µ+ =

1
2
(D̂′(E2)

µ + D̂
′(E2)
−µ ), (5.25)

where e
(τ)
eff are the effective charges. Their expectation values in the collective sub-

space are expanded up to second order in the collective momentum p as

D
′(E2)
µ+ (q, p) = 〈φ(q, p)| D̂′(E2)

µ+ |φ(q, p)〉
=D

′(E2)
µ+ (q) +

1
2
D

′′(E2)
µ+ (q)p2, (5.26)

where

D
′(E2)
µ+ (q) = 〈φ(q)| D̂′(E2)

µ+ |φ(q)〉 , (5.27)

D
′′(E2)
µ+ (q) = − 〈φ(q)| [[D̂′(E2)

µ+ , Q̂(q)], Q̂(q)] |φ(q)〉 . (5.28)

The quantities D
′(E2)
µ+ (q, p) are called collective representations of the E2 operators.

Note that these are defined in the intrinsic frame associated with the moving-frame
HB mean field. We now apply the canonical quantization to them. Then, the collec-
tive coordinate q and the collective momentum p become quantum operators acting
on the vibrational wave functions ΦIKk(q). We call the requantized E2 operators
“collective E2 operators” and denote them D̂

′(E2)
µ+ . Thus, the E2 matrix elements

between two collective vibrational states are evaluated as

〈ΦIKk| D̂′(E2)
µ+ |ΦIK′k′〉 =

∫
dq Φ∗

IKk(q)
(

D
′(E2)
µ+ (q) − 1

2
d

dq
D

′′(E2)
µ+ (q)

d

dq

)
ΦIK′k′(q).

(5.29)
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We need to calculate these integrals only for vibrational states which satisfy the
selection rules of the E2 operators. (As shown in §6, the contribution from the
second term in the r.h.s. of Eq. (5.29) is negligible, so that the ordering problem in
the canonical quantization procedure is not important here.)

The collective E2 operators D̂
′(E2)
µ are defined in the intrinsic frame, and those

in the laboratory frame D̂
(E2)
µ are obtained as

D̂(E2)
µ =

∑
µ

D2
µµ′(Ω)D̂′(E2)

µ′ . (5.30)

As is well known, B(E2) values and spectroscopic quadrupole moments Q(Ik) are
given in terms of reduced matrix elements 〈Ik||D̂(E2)

+ ||Ik〉 as

B(E2; Ik → I ′k′) = (2I + 1)−1
∣∣∣〈Ik||D̂(E2)||I ′k′〉

∣∣∣2 , (5.31)

Q(Ik) =

√
16π

5
〈I, M = I, k| D̂(E2) |I, M = I, k〉

=

√
16π

5

(
I 2 I
−I 0 I

)
〈Ik||D̂(E2)

µ ||Ik〉. (5.32)

These reduced matrix elements can be evaluated by using the Wigner-Eckart theo-
rem,

〈I, M = I, k| D̂(E2)
0

∣∣I ′, M = I, k′〉 =
(

I 2 I ′
−I 0 I

)
〈I, k||D̂(E2)||I ′, k′〉, (5.33)

and calculating the left-hand side as79)

〈I, M = I, k|D̂(E2)
0

∣∣I ′, M = I, k′〉
=

√
(2I + 1)(2I ′ + 1)

8π2

∑
KK′µ

〈
Φ′

IKk

∣∣ D̂′(E2)
µ

∣∣Φ′
I′K′k′

〉 〈
DI

IK

∣∣D2
0µ

∣∣∣DI′
IK′

〉

=
√

(2I + 1)(2I ′ + 1)
∑

KK′µ

〈
Φ′

IKk

∣∣ D̂′(E2)
µ

∣∣Φ′
I′K′k′

〉

(−)I−K

(
I 2 I ′

−I 0 I

)(
I 2 I ′

−K µ K ′

)
. (5.34)

In the intrinsic frame, the µ = ±1 components of the collective E2 operator vanish,
and those for the µ = ±2 components are equal. Thus we obtain

〈Ik||D̂(E2)||I ′k′〉

=
√

(2I + 1)(2I ′ + 1)(−)I
∑
K≥0

[(
I 2 I ′

−K 0 K

)
〈ΦIKk| D̂′(E2)

0+ |ΦI′K′k′〉

+
√

1 + δK0

{(
I 2 I ′

−K − 2 2 K

)
〈ΦI,K+2,k| D̂′(E2)

2+ |ΦI′Kk′〉

+
(

I 2 I ′

K 2 −K − 2

)
(−)I+I′ 〈ΦIKk| D̂′(E2)

2+

∣∣ΦI′,K+2,k′
〉}]

. (5.35)
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§6. Results of numerical calculation and discussion

6.1. Details of numerical calculation

In the numerical calculations, we considered two major shells (Nsh = 3, 4) for
protons and neutrons and used the same values for the single-particle energies,
the monopole pairing strength G

(τ)
0 , and the quadrupole particle-hole interaction

strength χ as in Ref. 75). The single-particle energies are listed in Table II. The
interaction strengths were adjusted to approximately reproduce the pairing gaps and
the quadrupole deformations obtained with the Skyrme-HFB calculation carried out
by Yamagami et al.67) These values are G

(n)
0 = G

(p)
0 = 0.320 and χ′ ≡ χb4 = 0.248

MeV for 68Se and G
(n)
0 = 0.299, G

(p)
0 = 0.309 and χ′ = 0.255 MeV for 72Kr. The

oscillator frequency and the radius parameters were set to �ω0 = 41.2A1/3 MeV and
r0 = 1.2 fm. For the quadrupole pairing strength, we used the self-consistent value
derived by Sakamoto and Kishimoto,82)

G
(τ)self
2K =


∑

αβ∈τ

1
4

(
1

Eα
+

1
Eβ

)
|D(τ)

2K(αβ)|2


−1

, (6.1)

where Eα is the quasiparticle energy evaluated using the BCS approximation in the
case of spherical shape. Accordingly, we have Gself

20 = Gself
21 = Gself

22 .
The effective charges e

(τ)
eff are written as e

(n)
eff = δepol for neutrons and e

(p)
eff =

e + δepol for protons. For simplicity, we use the same polarization charge, δepol =
0.905e, for protons and neutrons, which is chosen to reproduce the experimental
B(E2;2+

1 → 0+
1 ) value66) in 72Kr. Only these data are available for E2 transitions

among low-lying states in 68Se and 72Kr. This value of δepol seems slightly too large
and needs further investigation. We take into account the momentum-dependent
term in the collective representation of the E2 operators, Eq. (5.26), although nu-
merical calculations indicate that it gives only a few percent correction, at most, to
the main term.

In the present calculation, we ignored the curvature terms [the fourth, fifth and
sixth terms in Eq. (4.3)] in order to reduce the CPU time. We have verified that
their contributions are negligible.

In the numerical calculations, careful treatment is necessary in the prolate limit,
as the moment of inertia about the symmetry axis, J3(q), vanishes there. Actually,
this does not cause a problem, because the K 	= 0 components of the vibrational
wave function also vanish there. To avoid numerical instability, however, we set
J3(q) = 10−13

�
2 (MeV)−1 in the prolate limit, and we confirmed that this works

well without losing numerical accuracy. We applied this recipe also in the oblate
limit, where J2(q) vanishes. Actually, the y′-axis component of the vibrational wave
function also vanishes there, although this is not directly seen from Eq. (5.10), in
which the wave functions are decomposed with respect to the K quantum numbers,
choosing the z′-axis as the quantization axis.
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Table II. Energies in units of MeV of the spherical single-particle levels used in the calculation.

These values are taken from Ref. 75).

orbits 1f7/2 2p3/2 1f5/2 2p1/2 1g9/2 2d5/2 1g7/2 3s1/2 2d3/2

neutrons −9.02 −4.93 −2.66 −2.21 0.00 5.27 6.36 8.34 8.80

protons −8.77 −4.23 −2.41 −1.50 0.00 6.55 5.90 10.10 9.83

6.2. Properties of local minima in 68Se and 72Kr

In Table III we list the results of the calculations for the properties of the HB
equilibrium states (local minima in the potential energy surface). For both 68Se and
72Kr, the lowest HB minimum possesses an oblate shape, while the second minimum
is prolate. The energy differences between the oblate and prolate minima evaluated
using the P+Q Hamiltonian with (without) the quadrupole pairing interaction are
300 keV (196 keV) for 68Se and 827 keV (626 keV) for 72Kr. We thus find no
qualitative change in the mean-field properties due to the inclusion of the quadrupole
pairing interaction.

The QRPA collective modes at the oblate and prolate minima can be classified
in terms of the projections of the angular momenta on the symmetry axis, Ky and
Kz ≡ K, respectively. Table IV lists the properties of the QRPA collective modes at
the oblate and prolate minima. In 68Se, the lowest modes are γ-vibrational (Ky or
Kz=2), and the second lowest modes are β-vibrational (Ky or Kz=0), both at the
oblate and the prolate minima. It is seen that the quadrupole pairing interaction
lowers their excitation energies without changing their ordering. In 72Kr, the lowest
QRPA modes at the two minima are both β-vibrational if the quadrupole pairing
interaction is ignored. Note, however, that the Kz = 0 and 2 modes at the prolate
local minimum are close in energy, and their ordering changes when the quadrupole
pairing interaction is taken into account, whereas the lowest mode at the lowest
oblate minimum is always β-vibrational.

6.3. Collective path connecting the oblate and prolate minima in 68Se

We start by solving the basic equations of the ASCC method from the oblate
minimum (q = 0) and progressively determine the collective path, following the
algorithm outlined in §4.2. Figure 1 illustrates the collective path thus obtained by
projecting it onto the (β, γ) potential energy surface. The path connects the two local
minima passing through a potential valley lying in the triaxial deformed region. The

Table III. The quadrupole deformations and the pairing gaps ∆
(τ)
0 (in MeV) and ∆

(τ)
2K (in MeV

fm2) at the HB local minima in 68Se and 72Kr, calculated using the P+Q Hamiltonian, including

the quadrupole pairing interaction.

(G2 = Gself
2 ) β γ ∆

(n)
0 ∆

(p)
0 ∆

(n)
20 ∆

(p)
20 ∆

(n)
22 ∆

(p)
22

68Se (oblate) 0.30 60◦ 1.17 1.26 0.08 0.09 0.10 0.11
68Se (prolate) 0.26 0◦ 1.34 1.40 0.14 0.15 0 0
72Kr (oblate) 0.35 60◦ 0.92 1.06 0.05 0.06 0.06 0.07
72Kr (prolate) 0.38 0◦ 1.14 1.27 0.19 0.19 0 0
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Table IV. The excitation energies ω (in MeV) and the K quantum numbers of the lowest two

QRPA modes at the oblate and prolate minima in 68Se and 72Kr. The results of the calculation

with (G2 = Gself
2 ) and without (G2 = 0) the quadrupole pairing interaction are compared. The

K quantum numbers here represent Ky or Kz, according to the shape (oblate or prolate).

G2 = 0 G2 = Gself
2

ω1 K1 ω2 K2 ω1 K1 ω2 K2
68Se (oblate) 1.555 2 2.342 0 1.373 2 2.131 0
68Se (prolate) 1.015 2 1.915 0 0.898 2 1.369 0
72Kr (oblate) 1.150 0 1.909 0 1.239 0 2.010 2
72Kr (prolate) 1.606 0 1.674 2 1.644 2 1.714 0

Fig. 1. The collective path for 68Se calculated with the P+Q Hamiltonian including the quadrupole

pairing interaction. The path is projected onto the (β, γ) potential energy surface. The dots in

the figure indicate the HB local minima. Equipotential lines are drawn every 100 keV.

collective path for 68Se obtained with the P+Q Hamiltonian including the quadrupole
pairing interaction is very similar to that obtained in Ref. 75), in which its effect
was ignored. As solutions of the ASCC equations, we obtain various quantities: the
canonical collective coordinate q, the quadrupole deformations β(q) and γ(q), the
monopole and quadruple pairing gaps ∆

(τ)
0 (q) and ∆

(τ)
2K(q), the collective potential

V (q), the collective mass M(s(q)), the moving-frame QRPA frequency squared ω2(q),
and the three rotational moments of inertia Ji(q). These quantities are plotted in
Fig. 2 as functions of γ(q). It is seen that the quadrupole deformation β(q) is almost
constant along the collective path, while the triaxial deformation γ(q) varies and
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Fig. 2. Results of the calculation for 68Se. The monopole pairing gap ∆
(τ)
0 (q), the quadrupole

pairing gaps ∆
(τ)
20 (q) and ∆

(τ)
22 (q), the collective potential V (q), the collective mass M(s(q)), the

rotational moments of inertia Ji(q), the lowest two moving-frame QRPA frequencies squared

ω2(q), the axial quadrupole deformation β(q), and the canonical collective coordinate q are

plotted as functions of γ(q). The results of the two calculations using the P+Q Hamiltonian

with (G2 = Gself
2 ) and without (G2 = 0) the quadrupole pairing interaction are compared.

changes from an oblate shape to a prolate shape. It is seen that the quadrupole
pairing interaction slightly increases the values of β(q) for all values of γ(q).

The collective mass M(s(q)) plotted in Fig. 2 is defined as a function of the
geometrical length, ds =

√
dβ2 + β2dγ2, in the (β, γ) plane:

M(s(q)) = M(q)/{(dβ/dq)2 + β2(dγ/dq)2}. (6.2)

As explained in §5.1, we can set M(q) = B(q)−1 = 1MeV−1 here. We have found that
the quadrupole pairing interaction increases the collective mass. This enhancement
takes place almost independently of γ(q), and it is mainly due to the decrease of
dγ/dq along the collective path.

Because the HB mean field becomes symmetric about the y′- and z′-axes in
the oblate and prolate limits, respectively, the rotational moment of inertia about
the y′ (z′)-axis vanishes, and the other two moments take the same values at the
oblate (prolate) minimum. Their γ dependence is similar to that of the irrotational
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moments of inertia. It is found the rotational moments of inertia increase by about
20−30% through the effect of the quadrupole pairing interaction. This enhancement,
as well as that of the inertial functions M(s(q)), is due to the time-odd pair field
generated by the quadrupole pairing interaction.

6.4. Collective path connecting the oblate and prolate minima in 72Kr

We have determined the collective path for 72Kr starting from the oblate min-
imum. The collective path projected onto the (β, γ) plane is shown in Fig. 3, and
various quantities defined along the collective path are plotted in Fig. 4 as functions
of q. The collective paths calculated with and without the quadrupole pairing inter-
action are similar. Because the lowest mode of the moving-frame QRPA equations is
β-vibrational around the oblate minimum, the path first goes along the axially sym-
metric line. Then, around (β, γ) = (0.2, 60◦), the nature of the lowest mode changes
to γ-vibrational, and thus the path deviates from the axially symmetric line. When
the collective path reaches the γ = 0◦ line, the nature of the lowest mode again
changes to β-vibrational. Approaching the prolate minimum, the nature of the low-
est mode changes once more to γ-vibrational, and the collective path deviates from
the γ = 0◦ line.

We note that the lowest two modes at the prolate local minimum are very close,
and their ordering with respect to energy may be sensitive to the interactions used.
We examined whether, for example, the lowest mode at the prolate local minimum
becomes β-vibrational if the quadrupole pairing interaction is switched off, and in

Fig. 3. The same as Fig. 1, but for 72Kr.
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Fig. 4. Results of the calculations for 72Kr. The notation here is the same as in Fig. 2, except

that the quantities are plotted as functions of q along the collective path. The point q = 0

corresponds to the oblate minimum, while the prolate local minimum is located near q = 3.3

(q = 3.1) for the calculation using the P+Q Hamiltonian with (without) the quadrupole pairing

interaction.

this case the axial symmetry breaking takes place at a larger value of β beyond the
prolate local minimum. In such a situation, two collective coordinates may be needed
to describe the collective dynamics more effectively. This is an interesting subject
for future investigation. It should be emphasized that such a problem arises only
locally in a small region in the (β, γ) plane, and the collective path is well-defined
globally.

In the region of large β beyond the oblate minimum (q < 0) along the γ = 60◦
line, the lowest K = 0 mode exhibits a strong mixture of β-vibration (fluctuation
of an axially symmetric shape) and neutron pairing vibration (fluctuation of pairing
gaps), and the calculation to determine the collective path eventually stops when
the neutron monopole pairing collapses.

We have found that the collective mass and the rotational moments of inertia
increase also for 72Kr, due to the time-odd pair field generated by the quadrupole
pairing interaction. We note that the collective mass M(s(q)) diverges for large
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deformations. This behavior, found also in previous works,57),74),75) is associated
with the disappearance of the pairing gaps.

6.5. Excitation spectra and quadrupole transitions in 68Se

The collective Schrödinger equation (5.2) was solved with the boundary con-
ditions (5.14) and (5.17) for 68Se to obtain energy spectra, quadrupole moments
and transition probabilities. The results of the calculations are displayed in Fig. 5.
The calculations yield the excited prolate rotational bands as well as the oblate
ground state band. It is seen that the inter-band E2 transitions are weaker than
the intra-band E2 transitions, indicating that the oblate-prolate shape coexistence
picture is valid. The results of the calculation suggest the existence of an excited
0+ state which has not yet been found in experiments. The spectroscopic quadru-
pole moments presented in Fig. 6 are also consistent with the oblate-prolate shape
coexistence picture: The yrast states possess positive spectroscopic quadrupole mo-
ments, indicating oblate deformation, while the second lowest states for each angular
momentum have negative values indicating prolate deformation. In Fig. 5, the ex-
citation spectra calculated with and without the quadrupole pairing interaction are
compared. We see that the quadrupole pairing plays an important role in decreas-

Fig. 5. Excitation spectra and B(E2) values of low-lying states in 68Se calculated with the ASCC

method. In the left (middle) panel, the quadrupole pairing is ignored (included) in the micro-

scopic Hamiltonian. Experimental data63) are displayed in the right panel. The B(E2) values

larger than 1 W.u. are indicated in the parentheses beside the arrows in units of e2 fm4.
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Fig. 6. Spectroscopic quadrupole moments of low-lying states in 68Se. The left and right panels

plot the spectroscopic quadrupole moments of the yrast states and of the second lowest states

in each angular momentum, respectively. The units for the right panels are indicated beside

the right vertical lines. The results of the calculations with (without) the quadrupole pairing

interaction are indicated by the filled (open) squares.

ing the excitation energies. This is because the time-odd pair field generated by
the quadrupole pairing enhances the collective mass and the rotational moments of
inertia.

In Fig. 7, the vibrational wave functions are presented. It is seen that the
behavior of the 0+ states is significantly different from that of the I 	= 0 states: The
vibrational wave functions of the lowest and the second lowest 0+ states spread over
the entire collective path, indicating that the oblate and prolate shapes are strongly
mixed via the triaxial degree of freedom. In contrast to the 0+ states, the I 	= 0
wave functions contain K 	= 0 components, which realize their maximum values in
the oblate limit. We can see this trend more clearly by plotting the collective wave
functions squared. This is done in Fig. 8. The vibrational wave function of the
ground 0+ state spreads over the entire region of γ, while that of the excited 0+

state exhibits prominent peaks both in the oblate and prolate limits. By contrast,
the vibrational wave functions of the I 	= 0 yrast states are localized around the
oblate shape, while those of the second lowest states (for each angular momentum)
are localized around the prolate shape. This localization becomes stronger with
increasing angular momentum. In the yrast states, all the K 	= 0 components realize
the maxima at the oblate shape, while the K = 0 component dominates at the
prolate shape in the second lowest states.

In order to evaluate the oblate-prolate shape mixing in a more quantitative
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Fig. 7. Vibrational wave functions ΦIKk(q) of the yrast states (left) and the second lowest states

for each angular momentum (right) in 68Se. In each panel, different K components of the

vibrational wave functions are plotted as functions of γ(q). The calculation was performed with

the P+Q Hamiltonian including the quadrupole pairing interaction.

manner, we define the oblate and prolate probabilities as

Pob(I, k) =
∫ q0

qmin

dq

I∑
K=0

|ΦIKk(q)|2, Ppro(I, k) =
∫ qmax

q0

dq

I∑
K=0

|ΦIKk(q)|2, (6.3)

where we assume qmin ≤ qob < q0 < qpro ≤ qmax. The “boundary” between the
oblate and the prolate regions is set to the top of the potential barrier between the
two minima, or at γ = 30◦. Figure 9 displays these probabilities for 68Se. The oblate
and prolate states are strongly mixed in the 0+ states. It is clearly seen that the
shape mixing rapidly decreases as the angular momentum increases.

6.6. Excitation spectra and quadrupole transitions in 72Kr

For 72Kr, the collective Schrödinger equation is solved under the boundary con-
ditions (5.18). The result of the calculation exhibits two coexisting rotational bands.
[See the energy spectra and the B(E2) values displayed in Fig. 10.] The spectro-
scopic quadrupole moments presented in Fig. 11 indicate that the yrast band is
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Fig. 8. Vibrational wave functions squared |ΦIKk(q)|2 the yrast states (left), and the second lowest

states at each angular momentum (right) for 68Se. In each panel, different K components

are plotted as functions of γ(q). The solid (dashed) lines represent the results of calculations

using the P+Q Hamiltonian with (without) the quadrupole pairing interaction. Note that the

vibrational wave functions are normalized as in Eq. (5.9) with respect to the collective coordinate

q, so that they are multiplied by the factor dγ/dq when integrating with respect the triaxial

deformation parameter γ. The dγ/dq values calculated with the quadrupole pairing interaction

are larger than those without it for all values of q.

oblate, while the excited band is prolate. For all states, including the 0+ states, the
inter-band B(E2) values are smaller by about one order of magnitude than the intra-
band B(E2) values, and they rapidly decrease as the angular momentum increases.
This indicates that the oblate-prolate shape mixing is rather weak in 72Kr.

In Fig. 12, the vibrational wave functions are plotted. It is seen that the wave
function of the 0+

1 state is strongly localized in the oblate region, while that of
the 0+

2 state exhibits a major peak in the prolate region. In the yrast states with
I 	= 0, localization about the oblate shape further develops for all K-components of
the vibrational wave functions. The extent of this localization is larger for higher
K. Contrastingly, the collective wave functions of the second lowest states in each
angular momentum are essentially composed of the K = 0 component, which is



Shape Mixing in Low-Lying States of 68Se and 72Kr 89

Fig. 9. The oblate and prolate probabilities evaluated for individual eigenstates of 68Se. The upper

(lower) panel plots the probabilities calculated using the P+Q Hamiltonian without (with) the

quadrupole pairing interaction. The probabilities defined by setting the boundary at the barrier

top (γ = 30◦) are indicated by squares (circles).

localized in the prolate region. Figure 13 plots the vibrational wave function squared.
Rather weak oblate-prolate shape mixing is seen only for the excited 0+ state, and
other members of the rotational bands possess well-defined oblate or prolate forms.
The oblate and prolate probabilities are presented in Fig. 14. It is seen that the
shape mixing in the 0+ states is much weaker than for 68Se, and it almost vanishes
at finite angular momentum.

§7. Concluding remarks

Shape coexistence/mixing phenomena in low-lying states of 68Se and 72Kr were
investigated using the ASCC method. The excitation spectra, the spectroscopic
quadrupole moments and the E2 transition properties of the low-lying states were
evaluated for the first time using the ASCC method. We have derived the quantum
collective Hamiltonian that describes the coupled collective motion of the large-
amplitude vibration responsible for the oblate-prolate shape mixing and the three-
dimensional rotation of the triaxial shape. The calculations yielded the excited pro-
late rotational band as well as the oblate ground-state band. The basic pattern of the
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Fig. 10. The same as Fig. 5, but for 72Kr. The experimental data are taken from Refs. 64)–66).

Fig. 11. The same as Fig. 6, but for 72Kr. (See the caption of Fig. 6.)
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Fig. 12. Vibrational wave functions ΦIKk(q) of low-lying states for 72Kr plotted as functions of q.

(See the caption of Fig. 7.)

shape coexistence/mixing phenomena has been qualitatively reproduced using the
one-dimensional collective path in the two-dimensional (β, γ) plane. This collective
path was self-consistently extracted from the many-dimensional TDHB manifold.
Thus, the result of calculation indicates that the TDHB collective dynamics of the
shape coexistence/mixing phenomena in these nuclei is essentially controlled by the
single collective coordinate microscopically derived by means of the ASCC method.

We have also shown that the low-lying states can be described significantly more
effectively by including the quadrupole pairing interaction. The reason for this is
that the time-odd component of the mean field generated by the quadrupole pairing
interaction enhances the collective mass of the vibrational motion and the moments of
inertia of the rotational motion, and this lowers the energy of the collective excitation.

The present calculations clearly indicate that the oblate-prolate shape mixing
decreases as the angular momentum increases. This implies that the rotational
dynamics play the important role in realizing the localization of vibrational wave
functions around the oblate and prolate minima in the situation that the barrier be-
tween these local minima is very low. We shall attempt a more detailed investigation
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Fig. 13. Vibrational wave functions squared |ΦIKk(q)|2 of low-lying states for 72Kr plotted as func-

tions of q. (See the caption of Fig. 8.)

of the dynamical reason why the rotational motion hinders the oblate-prolate shape
mixing in a separate paper.
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Fig. 14. The same as Fig. 9, but for 72Kr.

Appendix A
Quasiparticle Representation of One-Body Operators

Because the moving mean field |φ(q)〉 has positive signature, the conditions

Ukµ = Uk̄µ̄, Vkµ̄ = −Vk̄µ, (A.1)

hold. The matrix elements of the pairing one-body operators F̂
(±)
s=1,2,3,6,8,11 with

K = 0 and 2 and r = +1 (Â(τ)(±), B̂
(τ)(±)
20(+)

, and B̂
(τ)(±)
22(+)

) given in Eq. (4.24) are

〈φ(q)| F̂ (+)
s |φ(q)〉 =2

∑
k̄l

′
(0|F (+)

s |lk̄)
∑

µ̄

′
Uk̄µ̄(q)Vlµ̄(q), (A.2)

F
(±)
A,s (µν̄) =

∑
kl̄

′
(0|F (±)

s |kl̄)(Vkν̄(q)Vl̄µ(q) ± Ukµ(q)Ul̄ν̄(q)), (A.3)

F
(±)
B,s (µν) =

∑
kl̄

′
(0|F (±)

s |kl̄)(Vl̄µ(q)Ukν(q) ± Ukµ(q)Vl̄ν(q)). (A.4)
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The matrix elements of the particle-hole operators with K = 0 and 2 and r = +1
(D̂(+)

20 and D̂
(+)
22 ) appearing in Eq. (4.24) are

〈φ(q)| F̂ (+)
s=13,15 |φ(q)〉 =2

∑
kl

′
(k|F (+)

s=13,15|l)
∑
µ

′
Vkµ̄(q)Vlµ̄(q), (A.5)

F
(+)
A,s=13,15(µν̄) =

∑
kl

′
(k|F (+)

s=13,15|l)(Ukµ(q)Vlν̄(q) − Uk̄ν̄(q)Vl̄µ(q)), (A.6)

F
(+)
B,s=13,15(µν) =

∑
kl

′
(k|F (+)

s=13,15|l)(Ukµ(q)Ulν(q) − Vk̄ν(q)Vl̄µ(q)). (A.7)

The matrix elements of the particle number operators given in Eq. (4.23) are

N (τ)(q) = 〈φ(q)| N̂ (τ) |φ(q)〉 = 2
∑
k∈τ

′∑
µ̄

′
Vkµ̄(q)2, (A.8)

N
(τ)
A (µν̄) =

∑
k∈τ

′
(Ukµ(q)Vkν̄(q) − Uk̄ν̄(q)Vk̄µ(q)), (A.9)

N
(τ)
B (µν) =

∑
k∈τ

′
(Ukµ(q)Ukν(q) − Vk̄ν(q)Vk̄µ(q)). (A.10)

The constraint on the Q̂(q − δq) operator expressed by (4.21) in the moving-frame
HB equation is written

〈φ(q)| Q̂(q − δq) |φ(q)〉 =
∑
kl

′
Qkl(q − δq)

∑
µ

′
Vkµ̄(q)Vlµ̄(q). (A.11)

Appendix B
Determination of the B-Part of Q̂(q)

In this appendix, we show that the B-part of the operator (Q̂(q)) can be deter-
mined through its A-part, (Q̂A(q)), which is obtained by solving the moving-frame
QRPA equations. In terms of the quasiparticle operators, a†i and ai, defined by the
Bogoliubov transformation (

c
c†

)
=
(

U V
V ∗ U∗

)(
a
a†

)
, (B.1)

the Hermitian operator Q̂(q) is written

Q̂(q) =
∑
ij

Qij(q)c
†
icj

=
∑
ij

(
QA

ij(q)a
†
ia

†
j + QA∗

ij (q)ajai + QB
ij(q)a

†
iaj

)
, (B.2)

where

QA = U †QV, QB = U †QU − V †QV. (B.3)
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Thus, the matrices Q and QB can be written in terms of QA as

Q = (U †)−1QAV −1, (B.4)

QB = QAV −1U − V †(U †)−1QA. (B.5)

We cannot directly use these relations, however, to determine Q and QB, because
the matrices Q and QB calculated using (B.4) and (B.5) are not Hermitian. For
this reason, we have to construct Hermitian matrices Q and QB from QA. This is
done by adding a symmetric matrix S to the solution of the moving-frame QRPA
equation, which we here write QA

0 , as

QA = QA
0 + S. (B.6)

For this matrix, Q is written

Q = (U †)−1(QA
0 + S)V −1 = Q0 + (U †)−1SV −1, (B.7)

Q† = (V †)−1(QA
0 + S)†U−1 = Q†

0 + (V †)−1S†U−1. (B.8)

From the Hermicity condition, Q = Q†, we obtain the following equation for S:

(V †)−1S†U−1 − (U †)−1SV −1 = Q0 − Q†
0. (B.9)

This determines the symmetric matrix S. Explicitly, the above equation is given by∑
kl

{(V −1)ki(U−1)lj − (U−1)ki(V −1)lj}Skl =(Q0)ij − (Q0)ji, (B.10)

where we assume that all quantities are real. The number of unknown quantities and
the number of equations are the same, N(N + 1)/2, N being the dimension of the
matrix. Therefore, it is possible to determine the matrix S by solving this equation.

In the case of the P+Q model, we start from the skew symmetric matrix QA
0 ,

(QA
0 )µν̄(q) =

1
2
QA

µν̄(q), (QA
0 )ν̄µ(q) = −1

2
QA

µν̄(q). (B.11)

The symmetric matrix Sµν̄ = Sν̄µ is determined by solving the equations,∑
µν̄

′{(V −1)ν̄k(U−1)µl − (U−1)µk(V −1)ν̄l}Sµν̄ = (Q0)kl − (Q0)lk, (B.12)

∑
µν̄

′{(V −1)µk̄(U
−1)ν̄ l̄ − (U−1)ν̄k̄(V

−1)µl̄}Sµν̄ = (Q0)k̄l̄ − (Q0)l̄k̄, (B.13)

where

(Q0)kl(q) =
∑
µν̄

′
(U−1)µk(QA

0 )µν̄(q)(V −1)ν̄l, (B.14)

(Q0)k̄l̄(q) =
∑
µν̄

′
(U−1)ν̄k̄(Q

A
0 )ν̄µ(q)(V −1)µl̄. (B.15)
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As the relation (QA
0 )µν̄ = (QA

0 )νµ̄ holds, the matrix S satisfies the relation Sµν̄ =
−Sνµ̄, and thus, Eqs. (B.12) and (B.13) are written∑

µν̄

′{−(V −1)ν̄k(U−1)µl − (U−1)νk(V −1)µ̄l}Sµν̄ =(Q0)kl − (Q0)lk. (B.16)

Using the transformed matrix QA′
(q),

QA′
µν̄(q) = (QA

0 )µν̄(q) + Sµν̄ , (B.17)

the Hermite matrices Q(q) and QB(q) are obtained as follows:

Qkl(q) =
∑
µν̄

′
(U−1)µkQ

A′
µν̄(q)(V

−1)ν̄l, (B.18)

Qk̄l̄(q) =
∑
µ̄ν

′
(U−1)µ̄k̄Q

A′
µ̄ν(q)(V

−1)νl̄, (B.19)

QB
µν(q) =

∑
kl

′
UkµQkl(q)Ulν − Vk̄µQk̄l̄(q)Vνl̄, (B.20)

QB
µ̄ν̄(q) =

∑
k̄l̄

′
Uµ̄k̄Qk̄l̄(q)Ul̄ν̄ − Vkµ̄Qkl(q)Vlν̄ . (B.21)

Appendix C
Calculation of the Rotational Moments of Inertia

For the separable interactions (3.7), the Thouless-Valatin equations (2.26) de-
termining the three rotational moments of inertia, Ji(q), about the principal axes in
a non-equilibrium state |φ(q)〉 can be written in the form

δ 〈φ(q)| [ĥM (q), Ψ̂i(q)] + i
∑

s

f
(+)
Ψi,s

(q)F̂ (+)
s −

∑
s

f
(−)
Ψi,s

(q)F̂ (−)
s

− 1
i
J −1

i (q)Îi |φ(q)〉 = 0, (C.1)

where

f
(+)
Ψi,s

(q) = iκs 〈φ(q)| [F̂ (+)
s , Ψ̂i(q)] |φ(q)〉 , (C.2)

f
(−)
Ψi,s

(q) = −κs 〈φ(q)| [F̂ (−)
s , Ψ̂i(q)] |φ(q)〉 . (C.3)

The quasiparticle representation of the angular momentum operators is expressed as

Îx =
∑
µν

′
IA,x(µν̄)(A†

µν̄ + Aµν̄) +
∑
µν

′
IB,x(µν)(Bµν − Bµ̄ν̄), (C.4)

iÎy =
∑
µν

′
IA,y(µν)(A†

µν − Aµν) + IA,y(µ̄ν̄)(A†
µ̄ν̄ − Aµ̄ν̄)

+
∑
µν

′
IB,y(µν̄)(Bµν̄ − Bµ̄ν), (C.5)
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Îz =
∑
µν

′
IA,z(µν)(A†

µν + Aµν) + IA,z(µ̄ν̄)(A†
µ̄ν̄ + Aµ̄ν̄)

+
∑
µν

′
IB,z(µν̄)(Bµν̄ + Bµ̄ν), (C.6)

where the matrix elements of IA,x, IA,y and IA,z are given by

IA,x(µν̄) =
∑
kl

′
(k|Ix|l)(Ukµ(q)Vlν̄(q) + Uk̄ν̄(q)Vl̄µ(q)), (C.7)

IA,y(µν) = IA,y(µ̄ν̄) =
∑
kl

′
(k|Iy|l)Ukµ(q)Vl̄ν(q), (C.8)

IA,z(µν) = − IA,z(µ̄ν̄) = −
∑

k

′
mkUkµ(q)Vk̄ν(q). (C.9)

The residual interactions with (r = +1, K = 1), (r = −1, K = 1) and (r = −1, K =
2) contribute to rotations about the x, y and z-axis, respectively. The quasiparticle
representation of the one-body operators having these quantum numbers is given by

F̂ (±)
s =

∑
µν̄

′
F

(±)
A,s (µν̄)(A†

µν̄ ± Aµν̄)

+
∑
µν

′
F

(±)
B,s (µν)(Bµν − Bµ̄ν̄), (r = +1, K = 1) (C.10)

F̂ (±)
s =

∑
µν

′
F

(±)
A,s (µν)(A†

µν ± Aµν + A†
µ̄ν̄ ± Aµ̄ν̄)

+
∑
µν

′
F

(±)
B,s (µν̄)(Bµν̄ − Bµ̄ν), (r = −1, K = 1) (C.11)

F̂ (±)
s =

∑
µν

′
F

(±)
A,s (µν){A†

µν ± Aµν − (A†
µ̄ν̄ ± Aµ̄ν̄)}

+
∑
µν

′
F

(±)
B,s (µν̄)(Bµν̄ + Bµ̄ν). (r = −1, K = 2) (C.12)

The matrix elements of the quadrupole pairing operators are

F
(±)
A,s=4,9(µν̄) = 2

∑
kl∈τ

′
(0|B(τ)(±)

21(−) |kl̄)(Vl̄µ(q)Vkν̄(q) ± Ukµ(q)Ul̄ν̄(q)), (C.13)

F
(±)
A,s=5,10(µν) =

∑
kl∈τ

′
(0|B(τ)(±)

21(+) |kl)(Vlµ̄(q)Vkν̄(q) ± Uk̄µ̄(q)Vl̄ν̄(q)), (C.14)

F
(±)
A,s=7,12(µν) =

∑
kl∈τ

′
(0|B(τ)(±)

22(−) |kl)(−Vl̄µ(q)Vk̄ν(q) ± Ukµ(q)Ulν(q)), (C.15)

F
(±)
A,s=5,10(µν) = F

(±)
A,s=5,10(µ̄ν̄), F

(±)
A,s=7,12(µν) = −F

(±)
A,a=7,12(µ̄ν̄). (C.16)

Note that the quadrupole operators D̂
(±)
21 and D̂

(−)
22 do not contribute to the moments

of inertia.
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The three Thouless-Valatin equations, appearing in (C.1), for a non-equilibrium
state can be solved independently. The angle operators Ψ̂x(q), Ψ̂y(q) and Ψ̂z(q) can
be written as

Ψ̂x(q) = i
∑
µν̄

′
ΨA,x(µν̄)(A†

µν̄ − Aµν̄) + (B − part), (C.17a)

Ψ̂y(q) =
∑
µν

′
ΨA,y(µν)(A†

µν + Aµν) + ΨA,y(µ̄ν̄)(A†
µ̄ν̄ + Aµ̄ν̄) + (B−part), (C.17b)

Ψ̂z(q) = i
∑
µν

′
ΨA,z(µν)(A†

µν − Aµν) + ΨA,z(µ̄ν̄)(A†
µ̄ν̄ − Aµ̄ν̄) + (B−part). (C.17c)

These matrix elements are easily obtained from Eq. (C.1) as

ΨA,x(µν̄) =
−1

Eµ + Eν̄

(∑
s

f
(+)
Ψx,s(q)F

(+)
A,s (µν̄) + J −1

x (q)IA,x(µν̄)

)
, (C.18a)

ΨA,y(µν) =
1

Eµ + Eν

(∑
s

f
(−)
Ψy ,s(q)F

(−)
A,s (µν) −J −1

y (q)IA,y(µν)

)
, (C.18b)

ΨA,y(µ̄ν̄) =
1

Eµ̄ + Eν̄

(∑
s

f
(−)
Ψy ,s(q)F

(−)
A,s (µ̄ν̄) −J −1

y (q)IA,y(µ̄ν̄)

)
, (C.18c)

ΨA,z(µν) =
1

Eµ + Eν

(
−
∑

s

f
(+)
Ψz,s(q)F

(+)
A,s (µν) − J −1

z (q)IA,z(µν)

)
, (C.18d)

ΨA,z(µ̄ν̄) =
1

Eµ̄ + Eν̄

(
−
∑

s

f
(+)
Ψz,s(q)F

(+)
A,s (µ̄ν̄) − J −1

z (q)IA,z(µ̄ν̄)

)
. (C.18e)

It is easy to confirm that f
(−)
Ψx,s(q) = 0, f

(+)
Ψy ,s(q) = 0 and f

(−)
Ψz,s(q) = 0. Substituting

(C.18) into the quantities f
(+)
Ψx,s(q), f

(−)
Ψy,s(q) and f

(+)
Ψz ,s(q) and the canonical variable

condition (2.26), we obtain

f
(+)
Ψx,s(q) = iκs 〈φ(q)| [F̂ (+)

s , Ψ̂x(q)] |φ(q)〉
= 2κs

∑
s′

(F (+)
A,s , F

(+)
A,s′)E+f

(+)
Ψx,s′(q) + 2κs(F

(+)
A,s , IA,x)E+J−1

x (q), (C.19a)

f
(−)
Ψy ,s(q) = − κs 〈φ(q)| [F̂ (−)

s , Ψ̂y] |φ(q)〉
=2κs

∑
s′

(F (−)
A,s , F

(−)
A,s′)E−f

(−)
Ψy,s′(q) − 2κs(F

(−)
A,s , IA,y)E−J −1

y (q), (C.19b)

f
(+)
Ψz,s(q) =iκs 〈φ(q)| [F̂ (+)

s , Ψ̂z(q)] |φ(q)〉
=2κs

∑
s′

(F (+)
A,s , IA,z)E−f

(+)
Ψz,s′(q) + 2κs(F

(+)
A,s , IA,z)E−J −1

z (q), (C.19c)

〈φ(q)| [Ψ̂x(q), Îx] |φ(q)〉 /i = −2
∑
µν̄

′
ΨA,x(µ, ν̄)IA,x(µν̄)
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= −2
∑

s

(F (+)
A,s , IA,x)E+f

(+)
Ψx,s(q) − 2(IA,x, IA,x)E+J −1

x (q)

= 1, (C.20a)

〈φ(q)| [Ψ̂y(q), iÎy] |φ(q)〉 = 2
∑
µν

′
ΨA,y(µν)IA,y(µν) + 2

∑
µ̄ν̄

′
ΨA,y(µ̄ν̄)IA,y(µ̄ν̄)

= 2
∑

s

(F (−)
A,s , IA,y)E−f

(−)
Ψy ,s(q) − 2(IA,y, IA,y)E−J −1

y (q)

= −1, (C.20b)

〈φ(q)| [Ψ̂z(q), Îz] |φ(q)〉 /i = −2
∑
µν

′
ΨA,z(µν)IA,z(µν) − 2

∑
µ̄ν̄

′
ΨA,z(µ̄ν̄)IA,z(µ̄ν̄)

= 2
∑

s

(F (+)
A,s , IA,z)E−f

(+)
Ψz ,s′(q) + 2(IA,z, IA,z)E−J −1

z (q)

= 1, (C.20c)

where

(X, Y )E+ =
∑
µν̄

′X(µν̄)Y (µν̄)
Eµ + Eν̄

, (C.21)

X(µν) = X(µν) − X(νµ), (C.22)

(X, Y )E− =
∑
µν

′X(µν)Y (µν)
Eµ + Eν

+
∑
µ̄ν̄

′X(µ̄ν̄)Y (µ̄ν̄)
Eµ̄ + Eν̄

. (C.23)

Equations (C.19) and (C.20) are linear equations with respect to f
(+)
Ψi,s

(q) and J −1
i (q),

and they can be rewritten as follows:

∑
s′

(
2κs(F

(+)
A,s , F

(+)
A,s′)E+ − δss′ 2κs′(F

(+)
A,s , IA,x)E+

2(F (+)
A,s , IA,x)E+ 2(IA,x, IA,x)E+,

)(
f

(+)
Ψx,s′(q)
J−1

x (q)

)
=
(

0
1

)
,

(C.24a)

∑
s′

(
2κs(F

(−)
A,s , F

(−)
A,s′)E− − δss′ −2κs(F

(−)
A,s , IA,y)E−

−2(F (−)
A,s , IA,y)E− 2(IA,y, IA,y)E−

)(
f

(−)
Ψy ,s(q)
J −1

y

)
=
(

0
1

)
,

(C.24b)

∑
s′

(
2κs(F

(+)
A,s , F

(+)
A,s )E− − δss′ 2κs(F

(+)
A,s , IA,z)E−

2(F (+)
A,s′ , IA,z)E− 2(IA,z, IA,z)E−

)(
f

(+)
Ψz ,s′(q)
J −1

z (q)

)
=
(

0
1

)
. (C.24c)
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We propose a new method to solve the Hartree-Fock-Bogoliubov equations for weakly bound nuclei, which
works for both spherical and axially deformed cases. In this approach, the quasiparticle wave functions are
expanded in a complete set of analytical Pöschl-Teller-Ginocchio and Bessel/Coulomb wave functions. Correct
asymptotic properties of the quasiparticle wave functions are endowed in the proposed algorithm. Good agreement
is obtained with the results of the Hartree-Fock-Bogoliubov calculation using box boundary condition for a set
of benchmark spherical and deformed nuclei.

DOI: 10.1103/PhysRevC.77.054301 PACS number(s): 21.60.Jz, 03.65.Ge, 21.10.Dr, 21.10.Gv

I. INTRODUCTION

The study of nuclei far from stability is an increasingly
important part of contemporary nuclear physics. This topic is
related to newly created radioactive beams facilities, allowing
more experiments on nuclei beyond the stability line. The
new experimental opportunities on nuclei with extreme isospin
ratio and weak binding bring new phenomena which inevitably
require a universal theoretical description of nuclear properties
for all nuclei. The current approach to the problem is the
nuclear density functional theory which implicitly rely on
Hartree-Fock-Bogoliubov (HFB) theory, unique in its ability
to span the whole nuclear chart.

The HFB equations can be solved in coordinate space using
box boundary condition [1,2]. This approach (abbreviated
HFB/Box in this paper) has been used as a standard tool
in the description of spherical nuclei [3]. Its implementation
to systems with deformed equilibrium shapes is much more
difficult, however. Different approaches have been developed
to deal with this problem, such as the two-basis method
[4–6], the canonical-basis framework [7–9], and basis-spline
techniques in coordinate-space calculations developed for
axially symmetric nuclei [10,11]. These algorithms are precise,
but time consuming.

Configuration-space HFB diagonalization is a useful al-
ternative to coordinate-space calculations whereby the HFB
solution is expanded in a complete set of single-particle states.
In this context, the harmonic oscillator (HO) basis turned out
to be particularly useful. Over the years, many configuration-
space HFB codes using the HO basis (abbreviated HFB/HO)
have been developed, employing either the Skyrme or the
Gogny effective interactions [12–17], or using a relativistic
Lagrangian [18] in the context of the relativistic Hartree-
Bogoliubov theory. In the absence of fast coordinate-space

*nicolas-l.michel@cea.fr

methods to obtain deformed HFB solutions, the configuration-
space approach has proved to be a very fast and efficient
alternative allowing large-scale calculations [17,19].

Close to drip lines, however, the continuum states start play-
ing an increasingly important role and it becomes necessary to
treat the interplay of both continuum and deformation effects
in an appropriate manner. Unfortunately, none of the existing
configuration-space HFB techniques manage to incorporate
continuum effects.

The goal of the present work is to find an efficient numerical
scheme to solve HFB equations for spherical and axially
deformed nuclei, which properly takes the continuum effects
into account. We will denote this problem as continuum HFB
(CHFB). Aiming at treating spherical and deformed nuclei
on the same footing, we rely on the configuration-space HFB
approach.

The HO basis has important numerical advantages; for
example, the use of the Gauss-Hermite quadrature allows
for a fast evaluation of matrix elements. On the other hand,
its Gaussian asymptotics prevents from expanding systems
with large spatial extension, such as halo nuclear states. This
problem can be successfully fixed by using the transformed
HO basis (THO) [20]. The latter transforms the unphysical
Gaussian fall-off of HO states into a more physical exponential
decay. Neither HO nor THO bases, however, are able to
provide proper discretization of the quasiparticle continuum.
This has repercussions already at the HFB level, for which
the HO and THO bases cannot reproduce simultaneously all
asymptotic properties of nuclear densities (see Sec. V). While
this shortcoming is obvious for the HO basis, it also arises for
the THO basis because the latter can provide only one type of
asymptotic form, i.e., the one inserted in the scaling function
defining the THO wave functions [17]. Hence, the THO basis
fails to reproduce asymptotic properties, as asymptotic be-
havior is different for respective channels: proton and neutron,
normal and pairing densities, different angles for the deformed
case. In fact, differences between calculations using the THO
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and the coordinate-space bases have been noticed in pairing
properties of nuclei (see Sec. V and Ref. [21]). This indicates
that THO calculations may not always be fully accurate
even in the nuclear region and necessitate a careful check
of obtained results. For the aim of carrying out quasiparticle
random phase approximation (QRPA) calculations with the
HFB quasiparticle representation, the HO and THO bases
are very likely to be insufficient as they cannot provide accurate
quasiparticle wave functions in the continuum region.

Obviously, a more practical basis is needed. The Gamow
Hartree-Fock (GHF) basis [22] would be appropriate, as it has
been demonstrated that it can provide the correct asymptotic
of loosely bound nuclear states. However, it implies the use
of complex symmetric matrices. Moreover, the presence of
basis states which increase exponentially in modulus leads to
numerical divergences, unless the costly two-basis method is
employed [23].

As we plan to consider bound HFB ground states only,
it is more advantageous numerically to employ Hermitian
completeness relations, whose radial wave functions are real.
They are either bound, thus integrable, or oscillate with almost
constant amplitude, so that we are free from the numerical
cancellation problems associated with the Gamow states. It
should be stressed that we can generate a Gamow quasiparticle
basis using the HFB potentials thus obtained. We can then
describe resonant excited states by means of the quasiparticle
random phase approximation representing the QRPA matrix
elements in terms of the Gamow quasiparticle basis. This
serves as an interesting subject for future investigation.

One could expect that the employment of the spherical
Hartree-Fock (HF) potential to generate the real continuum HF
(CHF) complete basis would solve the problem. Unfortunately,
the CHF basis is not numerically stable due to the presence
of resonances in the vicinity of the real continuum. The
continuum states lying close to a narrow resonance are rapidly
changing, so that a very dense continuum discretization around
this resonance is necessary to accurately represent this energy
region. Important numerical cancellations would occur as
continuum wave functions become very large in amplitude
close to narrow resonances.

To overcome this difficulty, we adopt a technique based on
the exactly solvable Pöschl-Teller-Ginocchio (PTG) potential
[24]. The spherical HF potential, seemingly the best candidate
to generate a rapidly converging basis expansion, but providing
numerically costly GHF bases or unstable CHF bases, is
replaced by a PTG potential fitted to the HF potential if the
latter give rise to resonant structure. It will be shown that
the narrow resonant states of the GHF basis will become
bound in the PTG basis, so that its scattering states will
have no rapid phase shift change, a necessary condition for
numerically stable continuum discretization. As a result, we
obtain a very good basis for HFB calculations. We call this
approach HFB/PTG.

To test the feasibility of this new method, we have per-
formed numerical calculations for spherical Ni isotopes near
the drip line, 84Ni–90Ni, for a strongly deformed nucleus 110Zr,
and two HFB solutions for 40Mg with different, prolate and
oblate, deformations. Good agreement with THO calculations
is obtained.

The paper is organized as it follows. The HFB/PTG algo-
rithm is described in Sec. II, while the method used to generate
the PTG basis is formulated in Sec. III. Asymptotic properties
of the HFB quasiparticle wave functions are discussed in
Sec. IV. Results of numerical calculation are presented in
Sec. V. Brief summary and conclusions are given in Sec. VI.
Some technical details related to the PTG basis and calculation
of matrix elements are collected in the Appendices.

II. THE HFB/PTG APPROACH

Our aim is to develop an efficient method of solving the
CHFB equation

∫
dr′ ∑

σ ′

(
h(rσ, r′σ ′) − λ h̃(rσ, r′σ ′)

h̃(rσ, r′σ ′) −h(rσ, r′σ ′) + λ

)

×
(

U (E, r′σ ′)

V (E, r′σ ′)

)
= E

(
U (E, rσ )

V (E, rσ )

)
(1)

for weakly bound nuclei, which equally works both for spher-
ical and axially deformed nuclei. In the above equation, r and
σ are the coordinate of the particle in normal and spin space,
h(rσ, r′σ ′) and h̃(rσ, r′σ ′) denote the particle-hole and the
particle-particle (hole-hole) components of the single-particle
Hamiltonian, respectively, U (rσ ) and V (rσ ) the upper and the
lower components of the single-quasiparticle wave function,
and λ is the chemical potential [3]. For simplicity of notation,
the isospin index q is omitted in Eq. (1), but, of course, we
solve the CHFB equation for coupled systems of protons and
neutrons. In this section, we outline the calculational scheme
and details will be presented in the succeeding sections.

The proposed method to solve the CHFB equations,
abbreviated HFB/PTG, consists of the following steps:

(i) One starts with spherical or deformed HFB calculations
in the HO basis (HFB/HO). This provides a good
approximate solution for the HF potential and the
effective mass.

(ii) One considers a HF potential and an effective mass
for each �j subspace, and fits the associated shifted
PTG potential to them when the HF potential possesses
bound or narrow resonant states in this �j subspace
(see Sec. III A). If no such states appear in the HF �j

spectrum, a set of Bessel/Coulomb wave functions [25]
is selected for the �j partial wave basis.

(iii) One diagonalizes the HFB eigenvalue equations in the
basis composed of the PTG and Bessel/Coulomb wave
functions. This step continues until self-consistency is
achieved.

The use of the Bessel/Coulomb wave functions in step (2)
occurs for partial waves of high angular momentum, for
which the centrifugal part becomes dominant. As no resonant
structure can appear therein in the real HF continuum,
Bessel/Coulomb wave functions provide a numerically stable
set of states for this partial wave. For the generation of
Coulomb wave functions, one can use the recently published
C++ code [26] or its FORTRAN alternative [27]. A complete
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set of wave functions is thus formed, which will be used as a
basis to expand the HFB quasiparticle wave functions.

The necessary truncation of the basis in step (3) implies that
spurious effects may eventually appear at very large distances,
where both the particle density ρ and the pairing density ρ̃ are
very small. Consequently, quasiparticle wave functions have
to be matched to their exact asymptotics at moderate distances
as it is explained further in Sec. IV. In addition, special care
must be taken to calculate matrix elements due to the presence
of nonintegrable scattering states (see Appendix B).

When the HF mean-field resulting from the HFB/HO
calculation in step (1) is deformed, there are several ways
to extract the HF potential for each �j subspace to be used
in step (2). Because it is used just as a generator for the
complete PTG basis, its choice will have little effect on the
final HFB solution, however. In the present calculation, we
therefore adopt a simple procedure; the particle-hole part of
the HFB/HO potential and the HFB/HO effective mass are used
in step (2) after averaging their angular and spin degrees of
freedom. The resulting HF potential is spherical and the same
for all �j subspaces. In such a case, the effect of the spin-orbit
splitting is not taken into account in the stage of constructing
the PTG basis but it is of course taken into account in step (3).
This implies to consider a basis generated by a spherical
potential, which might seem inefficient in the case of large
deformation, for which deformed bases are more appropriate,
as is done with the HO and THO bases. The deformed nuclei
considered in this paper are nevertheless fairly reproduced
within this framework (see Sec. V). If necessary, it is possible
to generate a deformed basis by diagonalizing the deformed
HF potential within the PTG basis, which can then serve as a
particle basis for the HFB problem.

III. GENERATION OF BASIS

A. PTG potentials fitting procedure

The PTG potential has four parameters �, s, ν, and a, which
have to be determined in each �j subspace (see Appendix A).
For this purpose, we use the spherical HF potential and
effective mass in a given �j subspace.

The PTG mass parameter a is obtained from the re-
quirement that the PTG and the HF effective masses are
the same at the origin. One first adds the centrifugal term
V�(�+1) ∝ �(� + 1)/r2 to the nuclear plus Coulomb potential,
VN + VC , and determines the height Eb of the centrifugal (plus
Coulomb) barrier. Then, one adds Eb to the PTG potential; the
resulting potential may be called the shifted PTG potential.
The parameters � and ν are fitted in such a way that the
χ2 difference between the shifted PTG potential and the HF
potential is minimal. Note that s is directly obtained from
� and ν values during the fit, as it is determined by way
of the property that the PTG potential of parameters �, s, ν,
and a for r → 0 is equivalent to s2 times the PTG potential
of parameters �, s = 1, ν, and a. The reason why we use the
barrier height Eb in our fitting procedure will become apparent
by an illustrative example presented below.

To test the fitting procedure and the quality of the resulting
PTG basis we performed GHF calculations in the coordinate
space for the spherical nucleus 84Ni. Let us examine the quality
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-80
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0

20
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 (
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) 0g
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FIG. 1. (Color online) The shifted PTG potential, the HF potential
calculated with the SLy4-force, and the unshifted PTG potential
for neutrons in 84Ni. HF and shifted PTG potentials to which the
centrifugal part is added are provided as well, and the energies of 0g7/2

levels for each potential are indicated. All data respectively associated
to HF, shifted and unshifted PTG potentials are respectively shown
in solid, dashed, and dotted lines.

of single-particle energies and wave functions resulting from
the shifted PTG potential by comparing them with the GHF
energies and wave functions for bound and resonance states.

Figure 1 illustrates the PTG fitting procedure and compare
the results with the GHF ones taking the neutron 0g7/2 level as
an example. It is seen that the energy of the bound 0g7/2 state
in the original (unshifted) PTG potential (horizontal dotted
line) become positive after being shifted with Eb (horizontal
dashed line) and its position agrees in a good approximation
with the resonance energy obtained by the GHF calculation
(horizontal solid line). This is due to a special feature of the
PTG potential, for which the centrifugal potential decreases
exponentially and not as r−2 for r → +∞ (see Appendix A).
This implies that the centrifugal + shifted PTG potential goes
very quickly to the constant value, Eb, for r → +∞.

In this way, the PTG treatment replaces the GHF resonance
with a weakly bound PTG state whose wave function will be
very similar in the nuclear region. Approximating resonant
states by weakly bound states in our framework resembles the
standard two-potential method described in Ref. [28]. Thus,
one can expect that the fitted PTG potential provides a rapidly
converging basis for solving the HFB equations.

In fact, it is not necessary to find the PTG potential that
exactly minimize the χ2 difference with the HF potential.
As the PTG potential is used as a basis generator, slight
differences with the exact minimum lead only to slightly
different bases states to expand the HFB quasiparticle wave
functions, preserving its rapidly converging properties. Thus,
one can take rather large steps for the �, ν variations and few
radii for the χ2 evaluation to save computer time, keeping the
quality of the basis essentially the same.

B. Single-particle energies

Single-particle energies and widths for neutrons in 84Ni
obtained by the GHF calculations are compared with the PTG
energies in Table I. One can clearly see the following facts.

Firstly, the overall agreement between the GHF and the
shifted PTG energies is good, which means that the PTG
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TABLE I. Neutron GHF levels in 84Ni calculated with the
SLy4 Skyrme-force and the surface-type delta pairing interaction
(see Sec. V for the parameters used), which are compared with
the PTG estimates. All energies are given in MeV while the width
� is given in keV.

States GHF PTG

� e e + Eb e

0s1/2 0 −52.38 −51.89 −51.89
1s1/2 0 −24.37 −25.55 −25.55
2s1/2 0 −0.72 −0.97 −0.97
0p3/2 0 −41.25 −40.67 −41.09
1p3/2 0 −12.52 −12.95 −13.36
0p1/2 0 −39.44 −38.79 −39.22
1p1/2 0 −10.67 −10.73 −11.16
0d5/2 0 −29.38 −29.50 −31.02
1d5/2 0 −1.90 −1.94 −3.46
0d3/2 0 −25.20 −25.53 −27.11
1d3/2 10.03 0.18 0.24 −1.34
0f7/2 0 −17.56 −17.45 −20.88
0f5/2 0 −10.87 −12.40 −16.01
0g9/2 0 −6.11 −5.52 −11.74
0g7/2 31.62 2.09 1.05 −5.58
0h11/2 92.93 4.53 6.18 −3.79

potential is flexible enough to reproduce the main features
of the HF potential.

Secondly, all narrow GHF resonances are represented
as weakly bound PTG states with upward shifted PTG
energies. This is very important because the HFB upper
(lower) components of quasiparticle states are likely to have
large overlaps with unoccupied (occupied) weakly bound and
narrow resonance states.

We note that the GHF states whose width is larger than
1 MeV, as a rule, are not converted to bound PTG states. This
is not important, however, because scattering states do not
exhibit rapid changes in the energy region of broad resonances.
The broad resonance region can indeed be well represented in
terms of the continuum basis states.

C. PTG wave functions

As illustrated in Fig. 2 narrow GHF resonant states bear
large overlaps with their associated PTG bound states. Hence,
the GHF resonant structure present in the HFB quasiparticle
wave functions will be sustained by the PTG bound states, thus
reducing the coupling to the PTG scattering continuum.

An example indicating the quality of the bound single-
particle wave functions resulting from the fitting PTG proce-
dure is shown in Fig. 3 for the bound 0s1/2, 1s1/2, and 2s1/2

neutron states. In this case, nuclear potential has no centrifugal
barrier, so that the PTG and the HF potentials possess the same
asymptotic behavior. Very good agreement between the PTG
(dashed lines) and the GHF (solid lines) wave functions is thus
not surprising. The upper panel in Fig. 3 shows the asymptotic
region in logarithmic scale where HO wave functions (dotted
lines) are also given as a reference. Their Gaussian asymptotics
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FIG. 2. (Color online) The PTG (dashed lines) and GHF (solid
lines) wave functions for various resonance states.

cannot reproduce even approximately the exponential decrease
of the PTG and GHF wave functions.

Neutron continuum s-states are illustrated in Fig. 4, which
are properly reproduced as well by the scattering states for
the PTG potential. In the cases when a centrifugal (and/or
Coulomb) barrier exists, as illustrated in Fig. 5 for d3/2 states,
different phase shifts develop in the PTG and GHF continuum
states, as the PTG potential bears no barrier at large distance.

IV. QUASIPARTICLE WAVE FUNCTIONS IN THE
ASYMPTOTIC REGION

The necessary truncation of the basis implies that spurious
effects will eventually appear at very large radius, where both
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FIG. 3. (Color online) The PTG (dashed lines), GHF (solid lines),
and HO (dotted lines) wave functions including the asymptotic region
for the bound 0s1/2, 1s1/2, and 2s1/2 neutron states both in normal scale
(lower panel) and logarithmic scale (upper panel).
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FIG. 4. (Color online) The PTG (dashed lines) and GHF (solid
lines) wave functions of the neutron continuum s-states calculated
with energies of 0.118 MeV, 9.996 MeV, and 66.119 MeV.

the particle density ρ and the pairing density ρ̃ are very small.
Consequently, quasiparticle wave functions have to be matched
with their exact asymptotics at moderate distance, where the
asymptotic region has been attained and densities are still large
enough for basis expansion to be precise. Below we explain
how the matching procedure is done for axially deformed
nuclei.

In order to deal with the asymptotics of quasiparticle wave
functions, we make partial wave decomposition of them:

Ukm(rσ ) =
∑

α

Uα
km
α(r) =

∑
�j

U
(�j )
km (r) Y�j

km(�),

(2)
Vkm(rσ ) =

∑
α

V α
km
α(r) =

∑
�j

V
(�j )
km (r) Y�j

km(�),

where the subscript k specifies the quasiparticle eigenstates
together with the magnetic quantum number m which is always
conserved for both spherical and axially symmetric nuclei;

α(r) are the PTG or Bessel/Coulomb wave functions; Uα

km

and V α
km are the HFB expansion coefficients; U

(�j )
km (r) and

V
(�j )
km (r) are the radial amplitudes with r = |r| for the (�j )

partial wave; Y�j
m (�) denotes a product wave function where

the spherical harmonics with the angular variables � and the
orbital angular momentum � is coupled with spin to the total
angular momentum j .
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1
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FIG. 5. (Color online) The PTG (dashed lines) and the GHF (solid
lines) wave functions for the neutron continuum d3/2-states calculated
at the same energies as in Fig. 4

The partial wave amplitudes, U
(�j )
km (r) and V

(�j )
km (r), defined

above involve a summation over all quantum numbers except
the angular momenta � and j . In the spherical case, the
sums reduce to a single element as � and j are good
quantum numbers. In the asymptotic region, only Coulomb
and centrifugal parts remain from the HFB potentials, so that
one can continue the quasiparticle wave functions via their
partial wave decompositions and decay constants ku and kv:

U
(�j )
km (r) = C

(�j )+
km H+

�,ηu
(kur) + C

(�j )−
km H−

�,ηu
(kur),

V
(�j )
km (r) = D

(�j )+
km H+

�,ηv
(kvr),

(3)

kv =
√

2m

h̄2 (λ − E), ku =
√

2m

h̄2 (λ + E),

where E denotes the quasiparticle energy, λ the chemical
potential, H±

�,η the Hankel (or Coulomb) functions, η being

the Sommerfeld parameter, and C
(�j )+
km , C

(�j )−
km , and D

(�j )+
km are

constants to be determined. Matching is performed using
Eq. (2) at a radius R0 in the asymptotic region where the
basis expansion is precise, so that C

(�j )+
km , C

(�j )−
km , and D

(�j )+
km

come forward by continuity. The value of R0 is typically of
the order of 10 fm.

V. NUMERICAL EXAMPLES

We have made a feasibility test of the HFB/PTG method
for spherical Ni isotopes close to the neutron drip line
and for deformed neutron-rich nuclei 110Zr and 40Mg. All
calculations were done using the SLy4 density functional
[29]. For the pairing interaction, we use the surface-type
delta pairing with the strength t

′
0 = −519.9 MeV fm3 for the

density-independent part and t
′
3 = −37.5t

′
0 MeV fm6 for the

density-dependent part with a sharp energy cutoff at 60 MeV in
the quasiparticle space. They have been fitted to reproduce the
neutron pairing gap of 120Sn. These values are consistent with
those given in Ref. [30]; the slight difference is due to different
cut-off procedures, sharp cutoff in our case and smooth cutoff
in Ref. [30]. Below we discuss the major features of the result
of calculation. We also make a detailed comparison between
the HFB/PTG and HFB/Box calculations in the spherical case.
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FIG. 6. (Color online) Dependence on kmax of the neutron density
ρn and the neutron pairing density ρ̃n calculated for 84Ni by the
HFB/PTG method.
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TABLE II. Results of the HFB/PTG calculation for ground state characteristics of Ni isotopes close to the neutron
drip line, which are compared with results of the HFB/Box calculation. The SLy4 functional and the surface-type
delta pairing [20] are used. The rms radii are in fm and all other quantities are in MeV. Proton chemical potential λp

is not provided as pairing correlations vanish in the proton space.

84Ni 86Ni 88Ni 90Ni

HFB/Box HFB/PTG HFB/Box HFB/PTG HFB/Box HFB/PTG HFB/Box HFB/PTG

λn −1.453 −1.429 −1.037 −1.029 −0.671 −0.661 −0.342 −0.329
rn 4.451 4.450 4.528 4.526 4.603 4.602 4.677 4.674
rp 3.980 3.981 4.001 4.001 4.021 4.021 4.043 4.043

n 1.481 1.532 1.667 1.658 1.790 1.780 1.899 1.892
Epair

n −30.70 −30.60 −36.52 −35.92 −41.98 −41.187 −47.158 −46.233
Tn 1084.53 1085.95 1118.65 1118.63 1150.71 1150.64 1182.52 1182.66
Tp 430.47 430.240 425.99 426.01 421.71 421.72 417.38 417.37

Eso
n −63.379 −63.177 −61.679 −61.707 −59.558 −59.681 −56.898 −57.889

ECoul
dir 132.94 132.90 132.26 132.246 131.571 131.578 130.947 130.886

ECoul
exc −10.138 −10.136 −10.084 −10.085 −10.033 −10.033 −9.980 −9.980

Etot −654.89 −654.914 −656.933 −656.877 −658.167 −658.084 −658.665 −658.608

A. Spherical nuclei

Let us first examine how the result of calculation depends on
the truncation of the basis. Indeed, the basis has to be truncated
at a maximal linear momentum kmax, and discretized with N�j

continuum states per partial wave in the interval [0 : kmax].
Figure 6 shows that the use of values larger than kmax =
3 fm−1 does not change the results. Accordingly, in calcula-
tions for spherical nuclei, we use kmax = 5 fm−1 and discretize
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FIG. 7. (Color online) The neutron densities ρn and proton
densities ρp both in normal (left-hand side) and logarithmic (right-
hand side) scales. Results of the HFB/Box calculation are displayed
by solid lines, while those of the HFB/PTG calculations by open
circles and dashed lines. The HFB/HO densities are also indicated by
dotted lines in the right panels for comparison.

the continuum with N�j = 60 scattering states per partial wave
(see Ref. [22] for its justification).

Results of the HFB/PTG calculation for a set of benchmark
Ni isotopes close to the neutron drip line are presented in
Table II, Figs. 7 and 8, where results of the HFB/Box
calculation are also shown for comparison. The Ni isotopes
are spherical with pairing in the neutron channel only. We
see immediately a remarkable agreement between the results
of the HFB/PTG and HFB/Box calculations. The difference in
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FIG. 8. (Color online) The neutron pairing densities ρ̃n in normal
(left-hand side) and logarithmic (right-hand side) scales. There are no
pairing correlations in the proton channel. Results of the HFB/Box
and HFB/PTG calculations are displayed both by solid lines, as they
are almost indistinguishable, while HFB/THO pairing densities are
represented by dashed lines.
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FIG. 9. (Color online) The neutron and proton
densities of the prolately deformed nucleus 110Zr
(β = 0.40), respectively calculated by the HFB/PTG
(solid and dashed lines, respectively) and HFB/THO
(circles) methods in normal (top left) and logarithmic
(top right) scale. They are given along the long and
short axes of deformation, easily identified from the
figure. The neutron and proton densities of 40Mg
calculated by the HFB/PTG method for two states
with different deformations (oblate β = −0.09 and
prolate β = 0.26) in normal (middle and bottom left)
and logarithmic (middle and bottom right) scale are
also provided with the same line convention.

total energies is less than 85 keV and the proton rms radii agree
almost perfectly, while the neutron ones are slightly different
by less than 0.003 fm. Similarly good agreement is obtained
for all other energy counterparts. The good agreement in the
ground state characteristics evaluated by the two different
approaches is not surprising if one compares the density
distributions shown in Figs. 7 and 8. In these figures, the
neutron and proton densities, ρn and ρp, and the neutron
pairing density ρ̃n are plotted both in normal (left column) and
logarithmic (right column) scales. The agreement is almost
perfect in the whole range of r except at the box boundary
where the HFB/Box densities vanish due to the boundary
conditions (however not seen in Fig. 8). This agreement is
striking considering the significant impact of the continuum
for these nuclei and the fact that the HFB/PTG calculations
are nevertheless performed using the basis expansion method.

Special attention has to be paid to the agreement for the
pairing quantities. Interestingly, the pairing gap 
n increases
as one approaches the drip line, indicating the important role
of the pairing correlations in the continuum. This result is
somehow different from that of Ref. [31] obtained by an
alternative HFB calculation in the coordinate space for the
same set of nuclei but it is in agreement with the estimates
from Ref. [32]. In Fig. 8, the scaling function of the THO basis
is calculated with the method described in Ref. [20], for which
the quasi-exact density provided by the HFB/PTG calculations
is used, and 16 THO shells are taken into account for each
partial wave. This implies virtually optimal results, and it has
been checked that densities obtained from the HFB/Box and
HFB/THO methods are almost identical up to 20 fm. On the
other hand, pairing densities given by the THO calculations are
not exactly the same with those of the HFB/PTG and HFB/Box
calculations, as can be seen from Fig. 8. While pairing densities
calculated with both methods for 84Ni and 90Ni are very close,

those for 86Ni and 88Ni exhibit visible differences, especially
for 86Ni, for which pairing energies differ by about 4 MeV.
Asymptotic properties of pairing densities calculated with
the THO basis are also not well behaved after 15–20 fm,
where they saturate instead of decreasing exponentially. This
indicates that THO basis calculations are not always devoid of
inaccuracies, even at the spherical HFB level.

B. Axially deformed nuclei

In the case of axially deformed nuclei, few HFB/Box
calculations are available to check the HFB/PTG results.
We consider the well-deformed nucleus 110Zr (deformation
β ≈ 0.4), already studied in Ref. [21] and two states with
different deformations for the drip line nucleus 40Mg. We use
therein kmax = 4 fm−1 and N�j = 30 for all partial waves.

Table III compares the three approaches with respect to
ground state properties of 110Zr. In general they yield similar
values. The differences seen in Table III are partially due

TABLE III. Comparison of ground state proper-
ties of 110Zr calculated with the HFB/Box, HFB/PTG,
and HFB/THO approaches. The rms radii are in fm,
quadrupole moments are in barn, and all other quantities
are in MeV.

HFB/Box HFB/PTG HFB/THO

Qtot 12.088 12.53 12.303

n 0.480 0.626 0.562
Epair

n −1.53 −3.015 −2.05
rn 4.82 4.836 4.831
rp 4.55 4.560 4.556
Etot −893.93 −893.952 −893.711
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FIG. 10. (Color online) Same as in Fig. 9
but for pairing densities and without HFB/THO
results. Proton pairing density is not represented
for 110Zr as it is negligible therein.

to different structure of the model spaces adopted and the
associated fitting of the pairing strength.

Proton and neutron densities for nuclei 110Zr and 40Mg are
displayed in Fig. 9, with comparison with THO results (circles)
for 110Zr, in normal scale (left column panels) and logarithmic
scale (right column panels). Associated pairing densities are
shown in Fig. 10.

While agreement between the PTG and THO densities for
110Zr is good in normal scale, we can notice discrepancies
in asymptotic properties, which are visible from the figure in
logarithmic scale (see Fig. 9). It is obvious that all densities
calculated with the THO basis eventually follow the common
asymptote dictated by the scaling function, while they are well
reproduced with use of the PTG basis. This comparison also
confirms the presence of deformation effects even in the far
asymptotic region.

The middle and bottom panels in Figs. 9 and 10 illustrate
the HFB/PTG normal and pairing densities for two states with
different deformations in the drip line nucleus 40Mg. These
states possess pairing correlations in both neutron and proton
channels. The prolate and oblate states lead to asymptotic
neutron densities which are very close, as seen from the middle
and bottom right panels in Fig. 9.

VI. CONCLUSIONS

We have proposed a new method of the CHFB calculation
for spherical and axially deformed nuclei, which properly
takes the continuum into account. The method combines
configuration-space diagonalization of the HFB Hamiltonian
in the complete set of analytical PTG and Bessel/Coulomb
wave functions with a matching procedure in the coordinate
space which restores the correct asymptotic properties of the

HFB wave functions. The PTG potential is chosen to fit the
nuclear HF potential and effective mass. The resulting PTG
wave functions are close to the bound and continuum states
of the related HF potential while the resonance states are
substituted by the bound PTG states with shifted single-particle
energies. Partial waves of high angular momentum are very
well represented by Bessel/Coulomb wave functions.

The main results of the present work are twofold:
First, we have obtained a new scheme (HFB/PTG) to

solve the CHFB equations as a promising tool for large scale
calculation; its performance is comparable, sometimes even
better, to that of the HFB/THO code, for example. It properly
takes the nuclear continuum into account and therefore could
be used for precise density functional calculations for nuclei
close to the drip lines. This HFB/PTG method can also be used
to provide accurate quasiparticle wave functions for micro-
scopic calculations of dynamics beyond the nuclear mean-field
approximation, as for example, the QRPA calculations for
deformed nuclei.

Second, the fact that the HFB/PTG calculation reproduces
the results of the coordinate-space HFB calculation with the
box boundary condition (HFB/Box) even for nuclei up to the
neutron drip lines is important. This result indicates the validity
of the HFB/Box calculation which is widely used, although its
validity is sometimes questioned when it is applied to the
drip-line phenomena where continuum effects are crucially
important [31].

The inclusion of the resonant structure in the basis is crucial
for the success of the HFB/PTG approach. Our test calculations
indicate significant disagreement with the HFB/Box result if
the PTG bound states representing the resonant GHF states
are removed from the basis: in their absence, the pairing
densities are overestimated in the surface region, while particle
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densities are slightly underestimated in the inner region. This
means that the resonance states significantly contribute to the
total energy through both the particle-hole and particle-particle
channels. Their contributions to the pairing correlation energy
are evaluated to be about 2–3 MeV for the case of Ni isotopes
close to the neutron drip line.

A more complete investigation of the importance of the
HFB resonance states could be made by a detailed comparison
with the result of the exact Gamow-HFB calculation. Such an
analysis is in progress for spherical nuclei and will be reported
in the near future [23].
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APPENDIX A: PTG BASIS

A. PTG potential

The one-body Hamiltonian for the exactly solvable PTG
model reads

HPTG = h̄2

2m0

(
− d

dr

1

µ(r)

d

dr
+ �(� + 1)

r2µ(r)

)
+VPTG(r) (A1)

with m0 the particle free mass, r is the radial coordinate
(in fm), µ(r) its dimensionless effective mass [the full effective
mass is m0 µ(r)], � its orbital angular momentum, and VPTG

is the PTG potential. The potential VPTG(r) and the effective
mass µ(r) are written

µ(r) = 1 − a(1 − y2), (A2)

VPTG(r) = h̄2s2

2 m0 µ(r)
(Vµ(r) + V�(r) + Vc(r)), (A3)

where s is the scaling parameter, Vµ the potential part issued
from the effective mass, V� its �-dependent part, and Vc its
main central part, defined by

Vµ(r) = [1 − a + [a(4 − 3�2) − 3(2 − �2)]y2

− (�2 − 1)(5(1 − a) + 2ay2) y4]

× a

µ(r)2
(1 − y2)[1 + (�2 − 1)y2], (A4)

V�(r) = �(� + 1)

[
(1 − y2)(1 + (�2 − 1)y2)

y2
− 1

s2r2

]
,

r > 0, (A5)

Vc(r) = (1 − y2)

[
−�2ν(ν + 1) − �2 − 1

4
(2 − (7 − �2)y2

− 5(�2 − 1)y4)

]
. (A6)

The quantities VPTG(r) and µ(r) depend on an implicit function
y = y(r) defined in the following way:

�2s r = arctanh (y) +
√

�2 − 1 arctan (
√

�2 − 1 y) (A7)

so that 0 � y < 1 for 0 � r < ∞.
The numerical solution of Eq. (A7) by way of Newton/

bisection methods is stable but one should take special care
at large distances when y becomes closely equal to one. For
example, this can be done by rewriting Eq. (A7), introducing
the new variable x = arctanh(y):

�2s r = x +
√

�2 − 1 arctan(
√

�2 − 1 tanh(x)), (A8)

It is solved with respect to x with a fixed-point algorithm.
In this region, 1 − y2 should be calculated in terms of the
expression 1 − y2 = 4e−2x/(1 + e−2x)2 to avoid numerical
cancellations.

One has to mention that, in the calculation of VPTG(r), V�(r)
is finite for all r � 0 but is the difference of two diverging terms
for r → 0. Thus, to be precise in this region, Eq. (A7) must
be rewritten as a power series in y, so that the main diverging
terms of Eq. (A5) cancel analytically.

As seen from the equations above, there are four parameters
in the PTG model: the effective mass parameter a, the scaling
parameter s, the parameter � determining the shape of the
potential and the parameter ν associated with the depth of the
potential. They can take different values for different angular
momenta �. We can use this freedom in order to approximate
the nuclear potential for each �j -subspace, as described in
Sec. II.

B. PTG states

The PTG wave functions and eigenenergies are determined
by the Schrödinger equation for the Hamiltonian (A1)

HPTG�k(r) = E�k(r) (A9)

with energies

E = h̄2k2

2m0
, (A10)

where k stands for the complex linear momentum associated
with E.

For bound states, if they exist, the parameter ν determines
the maximal value nmax of the radial quantum number n =
0, 1, 2, . . . , nmax as the largest integer inferior to{

1

2

(
ν − � − 3

2

)}
, (A11)

and defines the complex momentum

knl = is
−Anl + √


nl

1 − a
, (A12)
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with

Anl = 2n + � + 3
2 , (A13)


nl = �2
(
ν + 1

2

)2
(1 − a) − [(1 − a)�2 − 1]A2

nl . (A14)

For continuum states, k can take any real positive values from
zero to infinity.

C. PTG wave functions

In order to express the PTG wave function �k(r) in a closed
analytical form, let us introduce the following three functions:

fk(r) = F (ν−, ν+, � + 3

2
, x−)(x+)β̄/2, (A15)

f +
k (r) = F (ν−, ν+, β̄ + 1, x+)(x+)β̄/2, (A16)

f −
k (r) = F (µ−, µ+,−β̄ + 1, x+)(x+)−β̄/2, (A17)

and

χk(r) =
√

x− + �2(1 − a)x+
√

x− + �2x+ (x−)
�+ 3

2
2 , (A18)

where

x = 1 − (�2 + 1)y2

1 + (�2 − 1)y2
, x− = 1 − x

2
, x+ = 1 + x

2
,

(A19)

ν+ = � + 3
2 + β̄ + ν̄

2
, ν− = � + 3

2 + β̄ − ν̄

2
, (A20)

µ+ = � + 3
2 − β̄ + ν̄

2
, µ− = � + 3

2 − β̄ − ν̄

2
, (A21)

β̄ = − ik

�2s
, (A22)

ν̄ =
√

(ν + 1/2)2 + β̄2(1 − �2(1 − a)), (A23)

and F (a, b, c, z) is the Gauss hypergeometric function [25].
In the case of bound states, knl determines the momenta

k which are pure imaginary [see Eq. (A12)], while they are
real positive numbers in the case of scattering states. This
defines all other quantities entering the equations above. For
both cases, the PTG wave functions can be written either as

�k(r) = Nχk(r)fk(r) (A24)

or as

�k(r) = Nχk(r)(A+f +
k (r) + A−f −

k (r)). (A25)

Equation (A24) is suitable for numerical work for small
distances since x− → 0 when r → 0 so that one is away
from the pole of the hypergeometric function appearing at
x− = 1. Similarly, Eq. (A25) is applicable for large distances
since x+ → 0 when r → +∞ and the pole x+ = 1 of the
hypergeometric function in Eqs. (A16) and (A17) is avoided.

In the case of bound states, the quantum numbers {n�} are
the principal quantum number n and the angular momentum �.
The constants N , A+, A− entering Eqs. (A24) and (A25) are

given by

N =
√

2�2sβ̄
(
� + 3

2 + β̄ + 2n
)

(
� + 3

2 + β̄�2(1 − a) + 2n
)

×
√√√√ �

(
� + 3

2 + β̄ + n
)
�

(
� + 3

2 + n
)

�(n + 1)�(β̄ + n + 1)�
(
� + 3

2

)2 , (A26)

A+ = �
(
� + 3

2

)
�(−β̄)

�(µ+)�(µ−)
, A− = 0,

where �(z) is the Gamma function [25].
In the case of scattering states, the quantum numbers {k�}

include the momentum k and the angular momentum � while
the associated constants N , A+, A− read

N =
√

�(ν+)�(ν−)�(µ+)�(µ−)

2π �(β̄)�(−β̄)�
(
� + 3

2

)2 ,

A+ = �
(
� + 3

2

)
�(−β̄)

�(µ+)�(µ−)
, (A27)

A− = �
(
� + 3

2

)
�(β̄)

�(ν+)�(ν−)
.

The normalization constant N is determined from the
normalization condition∫ ∞

0
�nl(r)�n′l(r)dr = δnn′ (A28)

for bound states and from the Dirac delta function normaliza-
tion for scattering states:∫ ∞

0
�kl(r)�k′l(r)dr = δ(k − k′). (A29)

All bound and scattering wave functions are orthogonal to
each other ∫ ∞

0
�kl(r)�k′l(r)dr = 0, k �= k′ (A30)

and they form a complete basis∑
n

�nl(r)�nl(r
′) +

∫ ∞

0
�kl(r)�kl(r

′)dk = δ(r − r ′).

(A31)

One can check that at large distances

x → −1 + 2e−2�2s(r−r1), r → +∞, (A32)

where

�2s r1 =
√

�2 − 1 arctan
(√

�2 − 1
) − log

(
�

2

)
. (A33)

Substituting this into Eq. (A25) one obtains the asymptotic
form of the PTG wave functions

�k(r) �→ C+eikr + C−e−ikr , (A34)

where C+ = NA+e−ikr1 and C− = NA−eikr1 , (see Eqs.
(A26), (A27), and (A33)).
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The PTG wave functions are numerically stable and
accurate when using Eq. (A24) up to y � 0.99 then applying
the form (A25). They accurately land onto their asymptotic
representation of Eq. (A34) at large distances.

APPENDIX B: MATRIX ELEMENTS

Let us deal with numerical integration in r and k space.
The integration in the r space is performed in terms of Nr

Gauss-Legendre integration points xi and weights wi within
the interval [0, Rmax],∫ Rmax

0
O(r)�k(r)�k′(r)dr 	

Nr∑
i=1

O(ri)�k(ri)�k′(ri)wi, (B1)

where O(r) is an arbitrary function of r and Rmax is a point
where nuclear potential disappears. Usually a value Rmax =
15 fm is used. In the same way, integration in the k space is
done in terms of Nk Gauss-Legendre integration points ki and
weights wki

within the interval [0, kmax],∫ kmax

0
O(k)�k(r)�k(r ′)dk 	

Nk∑
i=1

O(ki)�ki
(r)�ki

(r ′)wki
,

(B2)

where O(k) is an arbitrary function of k.
Radial integrals must be calculated cautiously due to the

presence of nonintegrable scattering states in the basis. When
the radial operator represents the nuclear potential or explicitly
depends on nuclear densities or currents, one can safely
integrate the matrix elements to some large but finite distance
Rmax. Beyond Rmax, the contribution of the integral becomes
negligible due to the presence of the densities or currents.
However, it is not the case for the kinetic + Coulomb part of
the Hamiltonian. This operator is infinite-ranged and induces
Dirac delta functions in the matrix elements, which have to
be regularized directly. For this, one separates the matrix
element in two integrals, defined on the intervals [0 : Rmax]

and [Rmax : +∞[. The first part is finite and treated with
standard methods. For the second part, if one deals with
Bessel/Coulomb wave functions, one can assume that the
nuclear part is negligible after Rmax so that they are solutions
of the asymptotic HF equations. Hence, one obtains∫ +∞

Rmax

uα(r)h(r)uβ(r)dr

= k2
α

(
δαβ −

∫ Rmax

0
uα(r)uβ(r)dr

)
(bound)

= k2
α

(
δ(kα − kβ) −

∫ Rmax

0
uα(r)uβ(r) dr

)
(scat)

= −k2
α

∫ Rmax

0
uα(r)uβ(r)dr (mixed), (B3)

where h(r) is the HF potential which reduces to the kinetic +
Coulomb Hamiltonian asymptotically. Here, “bound” (“scat”)
means that both α and β states are bound (scattering) and
“mixed” means that α is bound and β scattering or vice versa.
The Dirac delta with a discretized basis becomes δαβ/wkα

with wkα
being the Gauss-Legendre weight associated to the

discretized value kα , so that its implementation is immediate;
since all integrals are finite, they pose no problem. When
the PTG basis states are used instead of the Bessel/Coulomb
wave functions, it turned out that it is numerically precise
to disregard the Coulomb/centrifugal part of the Hamiltonian
after Rmax, so that Eq. (B3) is the same for both the PTG
and Bessel/Coulomb wave functions. Indeed, Eqs. (A32) and
(A34) imply that the PTG wave functions behave asymp-
totically like neutron waves functions of angular momentum
� = 0. The above seemingly crude approximation can, in fact,
be mathematically justified. The HFB matrix evaluated using
such a procedure converges weakly to the exact HFB matrix for
Rmax → +∞ [33]. This means that the HFB matrix elements
depend on Rmax asymptotically, some of them even diverging
with Rmax → +∞, whereas its eigenvalues and eigenvectors
converge to a finite value.
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Single-particle resonant states, also called Gamow states, as well as bound and scattering states of complex
energy form a complete set, the Berggren completeness relation. It is the building block of the recently introduced
Gamow shell model, where weakly bound and resonant nuclear wave functions are expanded with a many-body
basis of Slater determinants generated by this set of single-particle states. However, Gamow states have never
been studied in the context of Hartree-Fock-Bogoliubov theory, except in the Bardeen-Cooper-Schriefer (BCS)
approximation, where both the upper and lower components of a quasiparticle wave function are assumed to
possess the same radial dependence with that of a Gamow state associated with the Hartree-Fock potential.
Hence, an extension of the notion of Gamow state has to be effected in the domain of quasiparticles. It is
shown theoretically and numerically that bound, resonant and scattering quasiparticles are well defined and form
a complete set, by which bound Hartree-Fock-Bogoliubov ground states can be constructed. It is also shown
that the Gamow-Hartree-Fock single-particle basis can be used to solve the Gamow-Hartree-Fock-Bogoliubov
problem. As an illustration, the proposed method is applied to neutron-rich nickel isotopes close to the neutron
drip-line.

DOI: 10.1103/PhysRevC.78.044319 PACS number(s): 21.10.−k, 21.30.−x, 21.60.Jz

I. INTRODUCTION

One of the current challenges of nuclear theory is the
quantitative description of nuclei situated near and beyond
drip-lines. Powerful facilities are being built in several coun-
tries in order to create these very short-lived states. For a
long time, microscopic theories of nuclear structure have been
developed for describing ground states of nuclei close to the
valley of stability. For describing stable nuclei which are well
localized, the harmonic oscillator (HO) bases are useful for
both shell model [1] and Hartree-Fock Bogoliubov (HFB)
calculations [2–6]; the HO bases converge quickly therein.
However, it possesses poor convergence properties for weakly
bound nuclei bearing large spatial extensions, which lie very
close to neutron drip lines.

A promising approach to this problem has been proposed
in Refs. [7–9] within a shell model framework; namely, the
Gamow shell model (GSM). The fundamental idea is to replace
the HO basis by the Berggren basis consisting of bound states,
resonance states and continuum scattering states of complex
energy, generated by a single-particle potential. It has been
shown numerically that this basis has the ability to expand
both halo nuclei and many-body resonant states precisely.
The latter indeed belongs to a rigged Hilbert space [10,11],
which is an extension of the notion of Hilbert space to
non-square integrable wave functions. However, the dimension
of the Berggren Slater determinants represented by the GSM

basis increase very quickly with increasing number of valence
particles; it increases much faster than in standard shell model
due to the presence of occupied scattering states. Hence,
the GSM is a tool mainly dedicated to the study of light
nuclei. For medium and heavy nuclei, a method of choice
is the HFB, which can be followed by quasiparticle random
phase approximation (QRPA). As pairing correlations are
absorbed in the HFB ground state, one-body nature of the HFB
framework enables fast evaluations of ground states of medium
and heavy nuclei, and it is in fact the only method suitable
for systematic calculations; see Ref. [12] for an evaluation
of even-even nuclei in the whole nuclear chart with the HFB
formalism. In order to properly treat drip-line nuclei within
the HFB framework, the real-space coordinate-mesh method
has been applied using box boundary conditions [13,14].
Extension of this approach to deformed nuclei is difficult and
has been carried out only recently [15,16]. As an alternative
more convenient approach, one can adopt basis expansion
methods, where direct integration procedure is replaced by
matrix diagonalization. A first amelioration of the HO basis
had been proposed with the transformed harmonic oscillator
(THO) basis [12,17]. Applying unitary transformations to the
HO basis, one obtains the THO basis, in which Gaussian
fall-off of the HO wave functions is replaced by physical
exponential decrease of the THO basis wave functions.
However, the THO basis always dictates exponential decrease
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in expanding quasiparticle wave functions, for both upper
and lower components, even when they are part of scattering
states, so that unsatisfactory basis dependence remains. In
order to solve this problem, a new basis has been introduced
very recently, which consists in using bound and continuum
basis states generated by the analytic Pöschl-Teller-Ginocchio
(PTG) potential [18]. The PTG basis introduced in this paper
[19] possesses a peculiarity to bear no narrow resonance
states; those are replaced by bound PTG states. Thus, PTG
continuum set of basis states can be discretized very effectively
with Gauss-Legendre quadrature, as they contain no resonant
structure. It has been shown that they can provide a good
description of spatially extended nuclear ground states of both
spherical and axially deformed nuclei [19]. On the other hand,
the PTG basis formed by bound and real scattering states is
not a Berggren complete set of states, so that it would be more
convenient to use a Berggren quasiparticle basis set, when we
are interested in describing particle-decaying excited states.
Up to now, however, resonant quasiparticle states have been
studied in the context of Berggren completeness relation only
within the BCS approximation [20,21]. The last approach is
indeed not satisfactory due to the well-known gas problem
arising from the occupation of the continuum: In fact, densities
are not localized in the BCS approach, because the lower
components of scattering quasiparticle states are of scattering
type as well. Contrary to what is stated in Ref. [20], it cannot
be regularized using complex scaling because it does not have
pure outgoing asymptotic. Use of continuum level density
in Ref. [21] is also problematic, even though it suppresses
the gas problem. Indeed, it is not part of continuum HFB
theory [19], so that its introduction in HFB equations strongly
modifies quasiparticle coupling to the continuum. In particular,
it suppresses a large part of nonresonant continuum, and
thus important physical properties of drip-line nuclei as well.
Hence, with this approach, weakly bound systems cannot be
studied properly. Only a full application of the HFB framework
can unambiguously solve this problem, where densities are
localized by construction for bound HFB ground states.

The major purpose of this paper is to develop a new method
of solving the continuum HFB equations utilizing the Berggren
basis, called Gamow-HFB method, by which bound, resonant
and continuum quasiparticle states are provided. It allows
expansion of QRPA excited states having escaping widths
in terms of the Berggren quasiparticle basis associated with
the bound HFB ground state. This is very important because,
in weakly bound unstable nuclei, low-lying collective excited
states may acquire particle-decay widths.

This paper is organized as follows. Firstly, the standard
HFB formalism is briefly summarized. As we use the Skyrme
interactions [22], it is effected in the context of density
functional theory (DFT). Secondly, we define quasiparticle
S-matrix poles and scattering states of complex energy; these
are direct extensions of their single-particle counterparts.
We then present the quasiparticle Berggren completeness
relation generated by those states. Numerical methods to
calculate Gamow and complex scattering quasiparticle states
are described; they differ significantly from the scattering
quasiparticle states discretized by box boundary conditions.
We also present another method of solving the continuum HFB

equations in which the HFB quasiparticle wave functions are
expanded in terms of the Gamow-Hartree-Fock (GHF) basis;
this approach may be regarded as an extension of the standard
two-basis method [23–25] to complex energy plane. Feasibility
of the proposed methods is illustrated for neutron-rich nickel
isotopes close to the drip line. Perspectives for unbound
HFB theory and QRPA calculations using the Gamow-HFB
quasiparticle basis will then be discussed.

II. GENERAL HFB FORMALISM WITH DFT

The HFB equations are expressed in supermatrix form
constituted by particle-hole field Hamiltonian h, particle-
particle pairing Hamiltonian h̃ and chemical potential λ

guaranteeing conservation of particle number in average:

(
h − λ h̃

h̃ λ − h

) (
u

v

)
= E

(
u

v

)
. (1)

Using Skyrme and density-dependent contact interactions for
the particle-hole and pairing channels, respectively, h and h̃

are expressed in terms of local normal density ρ(r) and pairing
density ρ̃(r). Formulas providing ρ, ρ̃, h, and h̃ can be found
in [14,26]. As h and h̃ depend on ρ and ρ̃, determined from
quasiparticles eigenvectors of Eq. (1), the HFB equations must
be solved in a self-consistent manner [27].

Let us consider the HFB equations with the Skyrme energy
density functionals and density-dependent contact pairing
interactions assuming spherical symmetry. Fixing orbital and
total angular momentum � and j , as well as proton or neutron
nature of the wave functions, Eq. (1) becomes a system of
radial differential equations [14]:

(
d

dr

h̄2

2m∗(r)

d

dr

)
u(k, r)

=
[
h̄2�(� + 1)

2m∗(r)r2
+ V (r) − (λ + E)

]
u(k, r) + W (r)v(k, r),

(
d

dr

h̄2

2m∗(r)

d

dr

)
v(k, r)

=
[
h̄2�(� + 1)

2m∗(r)r2
+ V (r) − (λ − E)

]
v(k, r) − W (r)u(k, r),

(2)

where

(i) u(k, r) and v(k, r) are respectively the upper and lower
components of quasiparticle wave function with energy
E, and k = √

2mE/h̄ with the nucleon mass m,
(ii) m∗(r), V (r) and W (r) are respectively the effective

mass, the particle-hole (field) and particle-particle
(pairing) potentials of the HFB Hamiltonian.

Because nuclear interactions are finite range, only Coulomb
and centrifugal parts remain for r → +∞, so that Eq. (2)
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becomes asymptotically:

d2u

dr2
(k, r) =

(
�(� + 1)

r2
+ 2ηuku

r
− k2

u

)
u(k, r),

(3)
d2v

dr2
(k, r) =

(
�(� + 1)

r2
+ 2ηvkv

r
− k2

v

)
v(k, r),

where the generalized momenta ku, kv and their associated
Sommerfeld parameters ηu, ηv are defined by

ku =
√

2m

h̄2 (λ + E), kv =
√

2m

h̄2 (λ − E), (4)

ηu(v) = mZCc

h̄2ku(v)
(proton), ηu(v) = 0 (neutron) (5)

with the number of protons Z and the Coulomb constant
Cc. Hence, u(k, r) and v(k, r) are linear combinations of
the Hankel or Coulomb wave functions H±

�ηu(v)
(ku(v)r) for

r → +∞. Note that kv is always imaginary provided the HFB
ground state is bound (λ < 0), while ku is real (imaginary) for
E > −λ (E < −λ).

The chemical potentials λ for neutrons and protons are
determined from the requirement of conservation of their
number in average:

〈N̂〉 =
∑

i

Ni = N, Ni =
∫ +∞

0
v2

i (r) dr, (6)

(and similar equations for protons). Here the sum runs over all
quasiparticle states, N is the number of neutrons and 〈N̂〉 is the
expectation value in the HFB ground state. For a given particle-
hole field Hamiltonian h, the chemical potential λ could be
calculated in principle exactly at each iteration, recalculating
all quasiparticle wave functions from Eq. (1) and updating λ

until Eq. (6) is verified. However, in practice, it is much faster
to use instead an approximate chemical potential issued from
the BCS formulas, which will converge self-consistently to the
exact chemical potential along with the HFB Hamiltonian [14].
For that, one defines auxiliary single-particle energies ēi and
auxiliary pairing gaps �̄ by

ēi = λ + Ei(1 − 2Ni), �̄i = 2Ei

√
Ni(1 − Ni), (7)

which are defined by applying the BCS type formula to the
HFB quasiparticle energies Ei , the average particle number Ni

defined in Eq. (6) and the chemical potential λ issued from the
previous iteration. While ēi and �̄i correspond to the single-
particle energy and the pairing gap in the BCS approximation,
they are used here as auxiliary variables to solve the HFB
equations. The approximate chemical potential λ is obtained
by solving its associated BCS equation:

∑
i


1 − ēi − λ√

(ēi − λ)2 + �̄2
i


 = 2N. (8)

III. S-MATRIX POLES AND SCATTERING
QUASIPARTICLE STATES

A. Boundary conditions

The upper and lower components, u(k, r) and v(k, r), of
the quasiparticle wave function satisfy the following boundary
conditions:

u(k, r) ∼ C0
ur

�+1, v(k, r) ∼ C0
v r

�+1, r → 0, (9)

u(k, r) ∼ C+
u H+

�ηu
(kur) + C−

u H−
�ηu

(kur), r → +∞, (10)

v(k, r) ∼ C+
v H+

�ηu
(kvr), r → +∞. (11)

Equation (9) is required by regularity of wave functions at
r = 0. Equations (10) and (11) determine the nature of
quasiparticle state, which can be a bound, resonant (C−

u =
0) or scattering (C−

u �= 0) state, and are generalizations of
the boundary conditions defining single-particle states using
the Berggren completeness relation. Equation (11) demands
outgoing wave function behavior of v(r) for all quasiparticle
states. If its energy E is real and positive, as in the standard
HFB approach, Eq. (11) is equivalent to the asymptotic con-
dition v(k, r) → 0 for r → +∞; the condition arising from
integrability of nuclear density over all space [14]. Extension
to complex energies follows from analyticity of the v(k, r)
function in the complex k-plane. Equation (10) with C−

u = 0
then defines quasiparticle S-matrix poles, as it is equivalent
to u(k, r) → 0 for r → +∞ for bound quasiparticle states
with E < |λ|, and provides resonant quasiparticle states if E

is complex. Equation (10) with C−
u �= 0 represents standard

scattering quasiparticle states for real and positive E, but they
are extended to complex energies by analyticity arguments.

B. Normalization of quasiparticle states

Bound HFB quasiparticle states with energy En are nor-
malized by

∫ +∞

0
[u(kn, r)2 + v(kn, r)2] dr = 1, (12)

where kn = √
2mEn/h̄. For resonant quasiparticle states,

the integral in the above equation diverges, so that this
normalization condition cannot be used. The complex scaling
method has been known as a practical means to normalize
single-particle resonance states [28]. Convergence of integrals
is obtained therein integrating up to a finite radius R situated
in the asymptotic region, after which the interval [R : +∞]
is replaced by a complex contour defined by a rotation angle
θ > 0, allowing exponential decrease of the integrand. Owing
to Eqs. (10) and (11), the same method can be used to normalize
resonant quasiparticle states, so that Eq. (12) becomes

∫ R

0
[u(kn, r)2 + v(kn, r)2] dr

+
∫ +∞

0

[
C+

u H+
�ηu

(ku(R + xeiθu ))
]2

eiθudx

+
∫ +∞

0

[
C+

v H+
�ηv

(kv(R + xeiθv ))
]2

eiθv dx = 1, (13)

044319-3



N. MICHEL, K. MATSUYANAGI, AND M. STOITSOV PHYSICAL REVIEW C 78, 044319 (2008)

where θu > 0 and θv > 0 are chosen such that improper
integrals converge. Hence, as in the single-particle case,
normalization of quasiparticle S-matrix poles presents no other
difficulty. As in Ref. [8], complex-scaled integrals will be
denoted Reg[

∫ +∞
0 f (r) dr], i.e., the regularized value of the

diverging integral.
Scattering quasiparticle states must be orthonormalized

with the Dirac delta distribution:

∫ +∞

0
[u(ka, r)u(kb, r) dr + v(ka, r)v(kb, r)] dr

= δ(ka − kb), (14)

for those with momenta ka and kb. From Eqs. (10) and (11),
assuming that Eq. (3) is obtained for r ≥ R, Eq. (14) becomes

∫ R

0
[u(ka, r)u(kb, r) + v(ka, r)v(kb, r)] dr

+C+
ua

C+
ub

Reg

[∫ +∞

R

H+
�ηua

(
kua

r
)
H+

�ηub

(
kub

r
)
dr

]

+C−
ua

C−
ub

Reg

[∫ +∞

R

H−
�ηua

(
kua

r
)
H−

�ηub

(
kub

r
)
dr

]

+C+
va

C+
vb

Reg

[∫ +∞

R

H+
�ηva

(kva
r)H+

�ηvb

(
kvb

r
)
dr

]

+C−
ua

C+
ub

∫ +∞

R

H−
�ηua

(
kua

r
)
H+

�ηub

(
kub

r
)
dr

+C+
ua

C−
ub

∫ +∞

R

H+
�ηua

(
kua

r
)
H−

�ηub

(
kub

r
)
dr

= δ(ka − kb). (15)

The divergence of the Dirac delta function at ka = kb occurs
by way of the two last integrals of Eq. (15), as no complex
scaling can make them converge if ka = kb [8]. The Dirac
delta normalization of the Coulomb wave functions implies,
as in the single-particle case:

C−
ua

C+
ub

∫ +∞

R

H−
�ηua

(
kua

r
)
H+

�ηub

(
kub

r
)
dr

+C+
ua

C−
ub

∫ +∞

R

H+
�ηua

(
kua

r
)
H−

�ηub

(
kub

r
)
dr

= 2πC+
ua

C−
ua

δ
(
kua

− kub

) + f
(
kua

, kub

)
, (16)

where f (kua
, kub

) is finite for all (kua
, kub

). The relation
between δ(ka − kb) and δ(kua

− kub
) is easily obtained from

Eq. (4):

δ
(
kua

− kub

) =
[
∂kua

∂ka

(ka)

]−1

δ(ka − kb) = kua

ka

δ(ka − kb).

(17)

This a direct application of the standard Dirac delta distribution
property stating that δ(f (k)) = f ′(k0)−1δ(k − k0) for a given
function f (k) bearing a unique simple zero at k = k0 [29].
Note that kb is fixed while ka is varied to obtain Eq. (17).

Inserting Eqs. (16) and (17) into Eq. (15), one obtains∫ +∞

0
[u(ka, r)u(kb, r) dr + v(ka, r)v(kb, r)] dr

= δ(ka − kb) ⇔ 2πkua

ka

C+
ua

C−
ua

δ(ka − kb)

= δ(ka − kb) + g(ka, kb), (18)

where g(ka, kb) bears the same properties as f (kua
, kub

).
As quasiparticle scattering states are orthogonal for ka �=
kb, g(ka, kb) = 0 therein, so that δ(ka − kb) + g(ka, kb) =
δ(ka − kb) in all cases.

Dirac delta distribution normalization for scattering states
|k〉 and |k′〉 immediately follows:

〈k|k′〉 = δ(k − k′) ⇔ C+
u C−

u = k

2πku

. (19)

Hence, besides the additional factor k/ku, the normalization
condition for quasiparticle scattering states is the same as that
for single-particle scattering states [8].

C. Completeness of quasiparticle states of real
and complex energy

The HFB supermatrix defined in Eq. (1) is Hermitian, so
that it possesses a spectral decomposition [30]:∑

n∈b

[u(kn, r)u(kn, r
′) + v(kn, r)v(kn, r

′)]

+
∫ +∞

kλ

[u(k, r)u(k, r ′) + v(k, r)v(k, r ′)] dk

= δ(r − r ′), (20)

where kn = √
2mEn/h̄ for a bound quasiparticle state with

energy En, k is a linear momentum for a continuum quasi-
particle state, u(κ, r), v(κ, r) (κ = kn or k) are respectively
the upper and lower components of a quasiparticle wave
function with quantum numbers � and j (here implicit), and
kλ = √−2mλ/h̄. All quasiparticle states must be normalized
to one (bound) or to a Dirac delta (scattering) (see Sec. III B).
Equation (20) can also be demonstrated extending the method
of Ref. [31] to quasiparticle states.

In order to obtain Berggren completeness of quasiparticle
states, one can proceed as in Ref. [32], deforming the real
energy contour in the complex plane. Resonant quasiparticle
states appear therein, due to the Cauchy theorem, as S-
matrix poles [32]. Hence, Eq. (20) becomes after contour
deformation:∑

n∈(b,d)

[u(kn, r)u(kn, r
′) + v(kn, r)v(kn, r

′)]

+
∫ +∞

L+
[u(k, r)u(k, r ′) + v(k, r)v(k, r ′)] dk

= δ(r − r ′), (21)

where kn refers now to a bound (b) or resonant (d) (decaying)
quasiparticle state and k is complex as it follows the deformed
contour in the complex plane, denoted as L+. Resonant
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quasiparticle states are normalized with complex scaling (see
Sec. III B).

IV. NUMERICAL DETERMINATION OF QUASIPARTICLE
ENERGIES AND WAVE FUNCTIONS WITH DIRECT

INTEGRATION

A. Quasiparticle Jost functions

In Eqs. (9), (10), and (11), constants and momenta of
S-matrix poles are determined by the requirement of continuity
of both the u(k, r) and v(k, r) functions and associated
derivatives. These conditions can be expressed in a form of
quasiparticle Jost functions, defined as a generalization of
the Jost function for single-particle problems, whose zeroes
correspond to S-matrix poles [33]. They read

Ju

(
k,

C0
v

C0
u

,
C+

v

C+
u

)
= u′(k, R+

0 )

u(k, R+
0 )

− u′(k, R−
0 )

u(k, R−
0 )

,

Jv

(
k,

C0
v

C0
u

,
C+

v

C+
u

)
= v′(k, R+

0 )

v(k, R+
0 )

− v′(k, R−
0 )

v(k, R−
0 )

, (22)

Jm

(
k,

C0
v

C0
u

,
C+

v

C+
u

)
= u(k, R+

0 )

u(k, R−
0 )

− v(k, R+
0 )

v(k, R−
0 )

,

where R0 is a radius typically chosen around the nuclear
surface and one can demand arbitrarily that C0

u = C+
u = 1 in

Eqs. (9) and (10). The functions, u(k, R+
0 ), v(k, R+

0 ) and their
derivatives, are obtained by forward integration of Eq. (2)
using Eq. (9) as initial conditions, while u(k, R−

0 ), v(k, R−
0 )

and their derivatives are calculated by backward integration
of Eq. (2) from the initial conditions provided by Eqs. (10)
and (11). In Eq. (22), one can clearly see that u(k, r) and
v(k, r) will have continuous logarithmic derivatives if Ju = 0
and Jv = 0, respectively. However, these two equalities are
not sufficient to uniquely determine the quasiparticle state.
Indeed, they imply that one can choose a set of constants so
that either u(k, r), u′(k, r), or v(k, r), v′(k, r) are continuous,
but not necessarily both of them. The condition Jm = 0 is thus
enforced in Eq. (22). The set of three equations, Ju = 0, Jv = 0
and Jm = 0, uniquely determine quasiparticle S-matrix poles.

For quasiparticle scattering states, the linear momentum k

is fixed, but constants have to be calculated with a matching
procedure. One starts with imposing the condition C0

u = 1,
as for S-matrix poles. As the u(k, r) component is of
scattering type, the condition Ju = 0 can always be fulfilled
with appropriately chosen C+

u and C−
u constants. Thus, it is

sufficient to deal only with Jv and Jm:

Jv

(
C0

v

C0
u

, C+
v

)
= v′(k, R+

0 )

v(k, R+
0 )

− v′(k, R−
0 )

v(k, R−
0 )

,

(23)

Jm

(
C0

v

C0
u

, C+
v

)
= u(k, R+

0 )

u(k, R−
0 )

− v(k, R+
0 )

v(k, R−
0 )

,

the difference with Eq. (22) being that Jv and Jm now
depend on two parameters instead of three. As in the S-matrix
pole equations, u(k, R+

0 ), v(k, R+
0 ) and their derivatives are

generated by forward integration of Eq. (2). Concerning the
implementation of u(k, R−

0 ), v(k, R−
0 ) and their derivatives,

however, one first continues integrating forward in order to

obtain u(k, R), u′(k, R), R being in the asymptotic region.
At this point R, u(k, R), u′(k, R) provide an initial condition
for backward integration, while Eq. (11) is used to initialize
v(k, R), v′(k, R). In this way, we obtain u(k, R−

0 ), v(k, R−
0 )

and their derivatives. Thus, the equations Jv = 0 and Jm = 0
provide the matching constants rendering v(k, r), v′(k, r)
continuous.

The conditions, Ju = 0 (for S-matrix poles), Jv = 0 and
Jm = 0, form a system of non-linear equations of two or
three dimensions. Consequently, it has to be solved with
multi-dimensional Newton method. The only problem therein
is to find a good starting point from where one can attain fast
convergence to the exact solution in a stable way.

B. Determination of quasiparticle energy and
integration constants

Following Ref. [26], it is convenient to introduce linearly
independent solutions of Eq. (2) in order to determine the
constants defined in Eqs. (9), (10), and (11):(

u

v

)
= C0

u

(
fu0

gu0

)
+ C0

v

(
fv0

gv0

)
, (24)

(
u

v

)
= C+

u

(
fu+

gu+

)
+ C−

u

(
fu−

gu−

)
+ C+

v

(
fv+

gv+

)
, (25)

where the introduced basis functions verify

fu0 (r) ∼ r�+1, gv0 (r) ∼ r�+1, fv0 (r) ∼ D0r
�+3,

gu0 (r) ∼ −D0r
�+3, r → 0, fu±(r) ∼ H±

�ηu
(kur),

gv+(r) ∼ H+
�ηv

(kvr), fv+ (r) → 0, gu±(r) → 0,

r → +∞, (26)

with

D0 = m∗(0)W (0)

(2� + 3)h̄2 . (27)

Equation (27) is obtained inserting u(r) = r�+1 and v(r) =
−D0r

�+3 in the second equality of Eq. (2) and solving the
equation keeping only dominant terms.

As the basis functions of Eqs. (24) and (25) depend
only on k of the quasiparticle state, they can be calculated
with direct integration, in a forward direction for Eq. (24)
and in a backward direction for Eq. (25). Used methods to
determine quasiparticle wave function differ according to their
characters; S-matrix poles or scattering states, as discussed
below.

C. Bound and resonant quasiparticle states

To find S-matrix poles, it is first necessary to start with a
good approximation of k, denoted kapp. For that, a no-pairing
approximation is firstly performed. Neglecting h̃ in Eq. (1),
the Gamow-HFB equations reduce to the GHF equations:

h|φi〉 = ei |φi〉, (28)

where ei are complex (real) for resonant (bound) states. Equa-
tion (28) provides bound and narrow resonant single-particle
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states of interest, which will be in finite number. As pairing
potential h̃ is weak compared to h, there will always be unique
correspondence between the GHF single-particle S-matrix
poles and the HFB quasiparticle S-matrix poles. Unless the
quasiparticle S-matrix poles lie close to the Fermi energy, their
lower (upper) components will be very close to φi(r) if |φi〉
are (un)occupied at the HF level, so that the auxiliary energies
ēi , defined in Eq. (7), will be very close to the real parts of
ei . Secondly, the HFB matrix in Eq. (1) is diagonalized. It has
been found that the use of a Pöschl-Teller-Ginocchio (PTG)
basis provides sufficiently precise results [19]. Therefore, for
Ei in Eq. (7) we use the quasiparticle energies obtained by
diagonalizing the HFB matrix in the PTG basis. For a given
GHF state of energy ei , the starting quasiparticle energy Eapp

(from which kapp is immediately deduced), is then the HFB
quasiparticle energy whose ēi is closest to the real part of ei .
If the HFB quasiparticle S-matrix pole is far from the Fermi
energy, Eapp is very close to the exact energy. Otherwise, it
will still provide a good starting point, as, in practice, one can
have only one quasiparticle state close to the Fermi energy for
a given (�, j )-partial wave.

Furthermore, one demands C−
u = 0, which translates into a

linear eigenvalue problem of dimension equal to four, deduced
from Eqs. (24) and (25), which one matches at r = R0:



fu0 fv0 −fu+ −fv+

gu0 gv0 −gu+ −gv+

f ′
u0

f ′
v0

−f ′
u+ −f ′

v+

g′
u0

g′
v0

−g′
u+ −g′

v+







C0
u

C0
v

C+
u

C+
v


 = 0, (29)

where all matrix functions have been evaluated at r = R0 by
way of backward or forward integration. As the integration
constants are not simultaneously equal to zero, they have to
form an eigenvector of the matching matrix of Eq. (29), which
we denote M hereafter, of eigenvalue equal to zero. However,
the determinant of the 4 × 4 matrix M is zero uniquely for the
exact value of k. Thus, the set of approximate constants to use
as a starting point for Newton method is chosen as the eigen-
vector of tMM whose associated eigenvalue is the smallest in
modulus (tMM is used instead of M because it is symmetric).
The constant ratios C0

v/C0
u and C+

v /C+
u used in Eq. (22)

follow, as they are independent of the norm of the considered
eigenvector. Exact determination of k, C0

v/C0
u and C+

v /C+
u can

then be worked out via three-dimensional Newton method.

D. Scattering quasiparticle state

If one considers a scattering state, it is convenient to define
a+, a−, b+, b− so that C±

u = a±C0
u + b±C0

v . Moreover, as all
constants are calculated up to a normalization factor, one can
impose C0

u = 1. Upper components of Eqs. (24) and (25)
matched at r = R and Eq. (26) provide linear equations for
a± and b±:

a+fu+ (R) + a−fu−(R) = fu0 (R), b+fu+(R) + b−fu− (R)

= fv0 (R),

a+f ′
u+ (R) + a−f ′

u−(R) = f ′
u0

(R), b+f ′
u+(R) + b−f ′

u− (R)

= f ′
v0

(R). (30)

From the knowledge of a± and b±, matching lower compo-
nents in Eqs. (24) and (25) at r = R0 determines C0

v and C+
v

via linear equations as well:

C0
v [gv0 (R0) − b+gu+(R0) − b−gu−(R0)] − C+

v gv+ (R0)

= a+gu+(R0) + a−gu−(R0) − gu0 (R0),
(31)

C0
v [g′

v0
(R0) − b+g′

u+(R0) − b−g′
u−(R0)] − C+

v g′
v+ (R0)

= a+g′
u+(R0) + a−g′

u−(R0) − g′
u0

(R0).

As C±
u = a± + b±C0

v , all constants are determined with sim-
ple two-dimensional linear systems. Newton method applied
to Eq. (23) converges very quickly using the obtained set of
constants as a starting point. Note that the use of H±

�ηu
(kur)

functions in Eqs. (25) and (26) can be sometimes unstable,
especially for the proton case, where, for low scattering
energies, they can be very large and cancel almost exactly
in Eq. (10). In this case, it is better to use regular and irregular
Coulomb wave functions, F�ηu

(kur) and G�ηu
(kur), as basis

functions.

V. NORMAL AND PAIRING DENSITIES

As quasiparticle states of complex energy form a complete
set [see Eq. (21)], one can directly express densities with upper
and lower components of quasiparticle states:

ρ�j (r) =
∑

n∈(b,d)

v2(kn, r) +
∫

L+
v2(k, r) dk,

ρ(r) =
∑
�j

ρ�j (r),

(32)
ρ̃�j (r) = −

∑
n∈(b,d)

u(kn, r)v(kn, r) −
∫

L+
u(k, r)v(k, r) dk,

ρ̃(r) =
∑
�j

ρ̃�j (r),

where ρ�j (r) and ρ̃�j (r) are, respectively, partial normal and
pairing densities related to a given partial wave with quantum
numbers � and j , and ρ(r), ρ̃(r) are respectively the normal
and pairing densities of the HFB ground state. However, due
to the zero-range character of Skyrme forces, it is necessary to
introduce an energy cut in contour integrals, so that L+ contour
has to stop at finite energy Ecut (see Fig. 1). Note that, due to
this requirement, it is necessary for L+ complex contours to
come back to the real axis. Even though quasiparticle wave
functions are complex in Eq. (32), ρ�j (r) and ρ̃�j (r) are real
because one is considering a HFB bound ground state, so
that, due to Cauchy theorem, complex integration in Eq. (32)
is equivalent to real integration in the standard case. As a
consequence, the DFT can be applied also to the Gamow
HFB formalism, i.e., potentials V (r) and W (r) in Eq. (2) are
evaluated using the standard formulas of Ref. [14]. As shown
in Fig. 1, the bound HF single-particle states can become
resonant states when pairing correlations are added [37].
Thus, physical interpretation of a resonant quasiparticle is
somewhat different from that of single-particle resonances:
widths of the quasiparticle states associated with the HF
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L
+
 contour

bound quasi-particle

resonant quasi-particle

(scattering states)

(HF bound or resonant)

Im(k)

Re(k)
α |λ|1/2 E

cut

FIG. 1. (Color online) Location of quasiparticle S-matrix poles
and deformed complex contour L+ of scattering quasiparticle states
used in the Berggren completeness relation. Here, α = √

2m/h̄.

bound single-particle states originates from pairing-induced
couplings between the bound and scattering states [34].

In the same way as in the Gamow shell model [7–9], the
scattering L+ contours in Eq. (32) have to be discretized,
providing a finite set of linear momenta and weights (ki, wi).
In practice, the Gauss-Legendre quadrature has been found
to be most efficient. Scattering quasiparticle states are also
renormalized, multiplying them by

√
wi [32], so that the

discretized expressions of Eq. (32) are formally identical to
the discrete case:

ρ�j (r) 

∑

n∈(b,d)

v2(kn, r) +
∑

i

v2
wi

(ki, r),

(33)
ρ̃�j (r) 
 −

∑
n∈(b,d)

u(kn, r)v(kn, r) −
∑

i

uwi
(ki, r)vwi

(ki, r),

where uwi
(ki, r) = √

wiu(ki, r) and vwi
(ki, r) = √

wiv(ki, r).

VI. ANOTHER METHOD: EXPANSION OF
QUASIPARTICLE STATES WITH THE GHF BASIS

Another possibility to solve the HFB equations in complex
energy plane is to use the Gamow single-particle states as
a basis. The optimal Berggren basis to expand the HFB
quasiparticle states is obviously the GHF basis generated by
the potential V (r) and the effective mass m∗(r) of Eq. (2).
Note that it is not equivalent to the GHF basis issued from
the pure HF variational principle in that pairing correlations
always give extra contributions to the particle-hole part of
the HFB Hamiltonian. Indeed, we noticed in our numerical
calculation that other Berggren bases make the HFB self-
consistent procedure unstable due to the appearance of very
large matrix elements in the HFB Hamiltonian matrix. The use
of the optimized Berggren basis mentioned above removes this
problem. This approach may be regarded as a generalization
of the two-basis method [23–25].

The GHF basis states φ(r) are defined by the following
equation:(

d

dr

h̄2

2m∗(r)

d

dr

)
φ(r) =

[
h̄2�(� + 1)

2m∗(r)r2
+ V (r) − e

]
φ(r),

(34)

issued directly from Eqs. (2) and (28), where e is the complex
energy of the GHF state. The HFB Hamiltonian matrix
represented with this basis becomes(

h − λ h̃

h̃ λ − h

)

=




e1 − λ 0
. . .

0 eN − λ

h̃

h̃

λ − e1 0
. . .

0 λ − eN




, (35)

where the continuous Berggren basis is discretized with the
Gauss-Legendre quadrature (see Sec. V) so that total number
of basis states is N . Its particle-hole part is evidently diagonal
and matrix elements of h̃ read

〈φa|h̃|φb〉 =
∫ +∞

0
φa(r)W (r)φb(r) dr, (36)

where |φb〉 and |φa〉 are the GHF basis states and W (r) is
the HFB pairing potential defined in Eq. (2). For bound HFB
ground states, W (r) decreases sufficiently quickly so that no
complex scaling is needed to evaluate the integral of Eq. (36).
Hence, after discretization of the contours representing scat-
tering basis states, this method takes a formally identical form
to the standard matrix diagonalization treatment of the HFB
problem.

VII. NUMERICAL APPLICATIONS

The frameworks described above, i.e., the Gamow-HFB
approach in the coordinate or the GHF configurational space,
are applied to nickel isotopes close to the neutron drip-line,
from 84Ni to 90Ni, which possess spherical HFB ground states.
In the numerical calculation, the SLy4 Skyrme force [35]
is used in combination with the surface-type contact pairing
interaction [26] whose pairing strength is fitted to reproduce
the pairing gap of 120Sn. Using the standard notation [26],
the pairing interaction parameters read t

′
0 = −519.9 MeV

fm3 for the density-independent part and t
′
3 = −37.5t

′
0 MeV

fm6 for the density-dependent part. The maximal angular
momentum used is �max = 10 and a sharp cutoff at Ecut =
60 MeV is adopted. Scattering contours of quasiparticle states
are discretized with 60, 100, or 300 Gaussian points. Several
hundred points are indeed necessary when resonant states
lie relatively close to Ecut (see Fig. 1), as is the case for
the HFB quasiparticle resonance associated with the deeply
bound neutron 0s1/2 HF state for example (see Table I).
Scattering contours of single-particle states in the GHF basis
are discretized up to kmax = 4 fm−1 with 100 points, which
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TABLE I. Bound and resonant neutron energies and widths for
90Ni, calculated in the GHF approximation and in the GHFB/Coord.
formalism. Single-particle energies (ei) and quasiparticle energies
(Ei) are given in MeV and widths (
) in keV. Note that the GHF 2s1/2

state dissolves into continuum quasiparticle states in the Gamow-
HFB description.

States GHF GHFB/Coord.

e 
 E 


0s1/2 −52.618 0 51.573 1.099 10−3

1s1/2 −24.630 0 24.348 46.006
2s1/2 −1.196 0 – –
0p3/2 −41.655 0 40.796 27.282
1p3/2 −12.986 0 12.658 490.565
0p1/2 −42.881 0 38.870 27.138
1p1/2 −11.189 0 10.816 404.299
0d5/2 −29.921 0 29.141 0.780
1d5/2 −2.592 0 3.181 194.181
0d3/2 −30.657 0 25.095 22.567
1d3/2 −0.349 0 2.173 560.608
0f7/2 −18.177 0 17.654 397.374
0f5/2 −11.331 0 11.065 645.638
0g9/2 −6.770 0 6.570 0.807
0g7/2 1.350 6.410 3.120 63.6131
0h11/2 3.852 52.851 5.269 131.776

in this case assures convergence of numerical calculation.
This concerns only for the neutron channel, as the pairing
gap vanishes in the proton channel.

The result of calculation for normal and pairing densities
are presented in Figs. 2 and 3. It is interesting to compare the
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FIG. 2. (Color online) Neutron densities ρn both in normal
(left-hand side) and logarithmic (right-hand side) scales. Results of
the HFB/Box, GHFB/Coord., and GHFB/Config. calculations are
displayed by solid, dashed, and dotted lines, respectively.
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FIG. 3. (Color online) Same as Fig. 2 but for neutron pairing
densities.

densities obtained by solving the Gamow-HFB equations in
the coordinate or the GHF configurational space to those cal-
culated by the standard coordinate space framework where the
continuum is discretized with box boundary conditions. They
are denoted GHFB/Coord., GHFB/Config., and HFB/Box.,
respectively. All results coincide in both normal and loga-
rithmic scales for r < 30 fm. It was also checked that spurious
imaginary parts of densities, caused by the discretization of
the continuum of complex energy, were negligible, of the
order of 10−6 [fm−3] for GHFB/Coord. and 10−12 [fm−3]
for GHFB/Config., as the largest error values. In Table I, the
bound and resonant single-particle states obtained by the GHF
calculation are compared with the corresponding quasiparticle
states calculated by the GHFB/Coord. method. It is obvious
that bound HF states can give rise to unbound quasiparticle
states carrying a sizable width when pairing correlations are
switched on.

Physical observables associated with the HFB ground states
are provided in Tables II and III. On the one hand, differences
occur for neutron pairing energies, which are most sensitive
to continuum effects [36]. While those of GHFB/Coord.
compared to HFB/Box remain of the order of 500 keV,
the difference between GHFB/Config. and HFB/Box pairing
energies can be ∼1.5 MeV. On the other hand, the rms radii
and total energies are basically the same, with a discrepancy
of at most ∼300 keV for the latter. These results indicate that
the GHFB/Coord., GHFB/Config., and HFB/Box treatments
are all reliable methods to solve the HFB equations taking
the continuum effects into account. As resonant states are
explicitly treated in the Gamow HFB approach, this implies
that the resonant effects can be well accounted for also by
means of the HFB/Box method. This point is not necessarily
widely accepted [37]. Even though the good agreements
among the results of the GHFB/Coord., GHFB/Config., and
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TABLE II. Gamow-HFB observables for 84Ni and 86Ni calculated with the GHFB/Coord., GHFB/Config., and
HFB/Box methods. The rms radii are given in fm and other quantities in MeV. The proton chemical potential λp is
not presented as there is no proton pairing gap.

84Ni 86Ni

HFB/Box GHFB/Coord. GHFB/Config. HFB/Box GHFB/Coord. GHFB/Config.

λn −1.453 −1.430 −1.440 −1.037 −1.027 −1.029
rn 4.451 4.450 4.450 4.528 4.526 4.526
rp 3.980 3.982 3.982 4.001 4.001 4.001

�n 1.481 1.535 1.564 1.667 1.658 1.669

Epair
n −30.70 −30.72 −31.85 −36.52 −35.85 −36.39

Tn 1084.53 1086.05 1086.46 1118.65 1118.68 1118.78

Tp 430.47 430.23 430.17 425.99 426.01 426.00

Eso
n −63.379 −63.164 −63.01 −61.679 −61.712 −61.631

ECoul
dir 132.94 132.89 132.88 132.26 132.25 132.25

ECoul
exc −10.138 −10.135 −10.135 −10.084 −10.085 −10.085

Etot −654.89 −654.89 −655.05 −656.933 −656.836 −656.971

HFB/Box calculations might be surprising, we see no reason
to suspect that this is an exceptional case valid only for the Ni
isotopes considered here. It will be interesting to examine this
point further.

VIII. PERSPECTIVES FOR DESCRIBING DECAYING
NUCLEI AND BEYOND-MEAN FIELD APPROACHES

The GHFB/Coord. method directly provides quasiparticle
wave functions without using any intermediate basis states.
Hence, it may be used also to describe decaying nuclear
ground states in the HFB approximation. In fact, no HFB
theory capable of describing decaying HFB ground states
exists, even though an approximate scheme was proposed
in Ref. [38]. The main difficulty is that it is not possible
to construct the HFB ground state obeying the outgoing
wave condition if one includes the full set of quasiparticle
states of positive energy [38]. This arises from the fact that
quasiparticles form a degenerate continuum of scattering states

for E < |λ| if λ > 0, whereas they can only generate a discrete
set of bound states in this region if λ < 0. It is impossible to
remove quasiparticle states with E < |λ| with the use of the
GHFB/Config. method, because quasiparticle eigenenergies of
the HFB matrix are complex. In contrast, the direct integration
method (GHFB/Coord.) allows us to select which quasiparticle
states are occupied in the HFB ground state. Hence, it may be
possible to carefully study properties of decaying HFB states
at least for the spherical case.

The GHF configurational approach (GHFB/Config.) may
be more appropriate to study excited states in deformed nuclei
by means of the QRPA. For deformed nuclei, basis expansion
approaches may be easier compared to the calculation of
deformed HFB ground states in coordinate space [16]. For
calculating bound HFB ground states, we can use the PTG
basis, which is more efficient than the GHF basis, considering
the numerical cost of recalculating the GHF basis states
inherent to the two-basis method (see Sec. VI). Once a HFB
ground state is obtained in this way, one can readily calculate
the GHF basis wave functions. The QRPA matrix would then

TABLE III. Same as in Table II but for 88Ni and 90Ni.

88Ni 90Ni

HFB/Box GHFB/Coord. GHFB/Config. HFB/Box GHFB/Coord. GHFB/Config.

λn −0.671 −0.661 −0.665 −0.342 −0.330 −0.342
rn 4.603 4.602 4.601 4.677 4.674 4.675
rp 4.021 4.022 4.022 4.043 4.043 4.043
�n 1.790 1.782 1.800 1.899 1.899 1.935
Epair

n −41.98 −41.26 −42.17 −47.158 −46.509 −48.449
Tn 1150.71 1150.74 1151.02 1182.52 1182.91 1183.79
Tp 421.71 421.71 421.70 417.38 417.35 417.31
Eso

n −59.558 −59.559 −59.470 −56.898 −56.887 −56.822
ECoul

dir 131.571 131.576 131.576 130.947 130.883 130.878
ECoul

exc −10.033 −10.033 −10.033 −9.980 −9.980 −9.980
Etot −658.167 −658.082 −658.272 −658.665 −658.635 −658.936
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be represented afterward with respect to the quasiparticles
wave functions expanded in the GHF basis, thus allowing the
description of unbound QRPA excited states.

IX. CONCLUSION

The Berggren completeness relation, originally developed
in the context of standard Schrödinger equation, has been
extended to quasiparticles in the HFB formalism. It was
shown that, as in the standard single-particle potential problem,
bound, resonant and scattering quasiparticles are well defined
and form a complete set, by which bound HFB ground states
can be constructed. Both situations are very similar and can be
treated by contour deformation of continuous real sets of states,
even though physical interpretation of resonant quasiparticles
is different from that of resonant single-particles. Numerical
applications have been effected with neutron-rich nickel
isotopes close to the drip line, for which continuum coupling
is important. It was shown that the Gamow-HFB approach,
both in coordinate and configurational space representations,
properly describe densities and physical observables. Thus,

it provides us with an efficient tool to study ground states
of medium and heavy nuclei close to the drip line. With
these approaches, QRPA calculation fully taking into account
continuum coupling may be efficiently carried out.
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By random phase approximation (RPA) calculation based on triaxially deformed Woods-
Saxon potential, we investigate how axial-symmetry breaking in the mean field affects the
properties of octupole vibrational excitations built on superdeformed states in 44Ti. We find
a remarkable dependence of their properties on signature quantum number with respect to
rotation about an axis perpendicular to the longest axis by the angle of π. Detailed numerical
analysis of the signature dependence is made by considering the magnitude of the triaxial
deformation γ as a parameter.

§1. Introduction

In the last two decades, more than two hundred superdeformed (SD) bands
have been found in various mass regions.1)–5) The SD shell structure is signifi-
cantly different from that of normal deformation; each major shell at the SD shape
consists of about equal numbers of positive- and negative-parity levels. This is a
favourable situation for the appearance of negative-parity collective modes. In fact,
various mean-field calculations6)–9) and random phase approximation (RPA) calcula-
tions10),11) based on the rotating mean field (cranked shell model) indicated that SD
nuclei are very soft against both the axial and nonaxial octupole deformations. Thus,
low-frequency soft octupole vibrations were predicted to appear near the SD yrast
lines,12),13) and identified in experiments for SD states in the Hg-Pb region,14),15)

and in 152Dy.16)

In recent years, the SD bands have been discovered also in the 40Ca region: the
rotational band built on the excited 0+ state at about 5.2 MeV in 40Ca was found to
be superdeformed.17),18) The rotational band built on the excited 0+ state at about
1.9 MeV in 44Ti may also be regarded as belonging to a family of the SD band.19) In
view of the fact that the low-angular-momentum portions of the SD bands in heavy
nuclei are unknown in almost all cases (except the fission isomers), the observation of
rotational bands starting from the 0+ states is a unique feature characterizing the SD
states in the 40Ca region. It was then confirmed that symmetry-unrestricted Skyrme-
Hartree-Fock (SHF) calculation indeed yields the SD local minima corresponding to
these experimental data.20) Thus, it has become clear nowadays that even the doubly
magic nucleus in the spherical shell model, like 40Ca, can easily take a strongly
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deformed shape if it is given excitation energy of only about 5 MeV. One of the
significances of this type of phenomenon is that it exhibits the ability of the nucleus
to take quite different microscopic structures with almost the same binding energy,
and these different structures can coexist while retaining their identities.

The investigation of low-frequency octupole vibrations built on the SD states
in the A = 30–50 region showed some new features that are absent in the study
of heavy SD nuclei. For the N = Z nuclei in the 40Ca region, it may be pos-
sible to observe in experiment such collective modes built on the known SD 0+

states. Moreover, because the proton and neutron shell structures are essentially
the same, we can expect that strong coherence takes place between the proton and
neutron excitations and brings about an enhanced collectivity of these modes. Thus,
Inakura et al.21) theoretically explored such a possibility by means of the mixed-
representation RPA22),23) based on the SHF mean field, and suggested the appear-
ance of low-frequency negative-parity collective modes possessing strongly enhanced
isoscalar octupole transition strengths. In this region of nuclear chart, the number of
particle-hole configurations is smaller than those in heavier nuclei. This might be an
unfavorable situation to generate vibrational collectivity by coherent superposition of
a large number of particle-hole excitations. On the other hand, it provides a unique
situation to make a detailed microscopic analysis of how collective modes emerge out
of a relatively small number of particle-hole configurations. Thus we can learn the
similarity and difference of octupole vibrations built on SD states in various mass
regions. The mixed-representation RPA calculation in Ref. 21) is fully self-consistent
in the sense that the same effective interaction is used in both the mean-field and
RPA calculations. On the other hand, it is not easy in this approach to identify mi-
croscopic particle-hole configurations generating individual RPA modes. Therefore,
with the use of deformed Woods-Saxon potential and the conventional matrix formu-
lation of the RPA, Yoshida et al.24) carried out a detailed analysis of the microscopic
structure of octupole excitation modes built on the SD states in 40Ca and other
nuclei. In that work, however, the single-particle Hamiltonian was solved in terms of
the two-dimensional mesh representation with cylindrical coordinate system. Thus,
the mean field was restricted to axially symmetric shapes.

In this paper, we extend the previous work24) so as to allow for the breaking of
axial symmetry in the mean field. For this purpose, we construct a new computer
code to solve the triaxially deformed Woods-Saxon potential in terms of the three-
dimensional Cartesian coordinate system. On the single-particle basis thus obtained,
we carry out RPA calculation diagonalizing the RPA matrix. Our major purpose is to
investigate the effects of the triaxial deformation of the mean field on the properties
of octupole vibrations built on SD states. As a typical example, we take up the case of
44Ti where experimental data is available for a candidate of the SD yrast state19) and
a sizable triaxial deformation is predicted in SHF calculations.20),21) The magnitude
of the calculated triaxial deformation parameter γ depends on the version of the
Skyrme interaction and takes the values in the range 7◦–18◦. In the present paper,
we consider γ as a parameter and make a detailed analysis of how axial-symmetry
breaking in the mean field affects the properties of octupole vibrational excitations
built on the SD state in 44Ti. We find a remarkable dependence of their properties
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on signature quantum number with respect to rotation about the intermediate axis
by the angle of π.

This paper is organized as follows. In §2, the properties of single-particle wave
functions in triaxially deformed potential are recapitulated. In §3, the RPA scheme
for octupole vibrational excitations on the triaxially deformed mean field is summa-
rized, with special attention on their symmetry properties with respect to reflections
about the (x, y)-, (y, z)-, and (z, x)-planes. In §4, results of numerical analysis of
octupole excitations built on the SD state in 44Ti are presented. In §5, concluding
remarks are given.

§2. Triaxially deformed mean field

2.1. Single-particle Hamiltonian

We write nucleon creation and annihilation operators in a single-particle state k
as ĉ†k and ĉk. With the use of the two-component single-particle wave function ϕk(�r)
consisting of spin-up and spin-down components with respect to the z-axis, nucleon
creation and annihilation operators at a spatial position �r are then represented as

ψ̂†(�r) =
∑

k

ϕ†
k(�r)ĉ

†
k =

∑
k

(
ϕ∗

k↑(�r), ϕ
∗
k↓(�r)

)
ĉ†k, (2.1)

ψ̂(�r) =
∑

k

ϕk(�r)ĉk =
∑

k

(
ϕk↑(�r)
ϕk↓(�r)

)
ĉk. (2.2)

We use a mean-field potential consisting of an axially asymmetric Woods-Saxon
potential VWS(�r) and a spin-orbit potential Vso(�r, �∇). In terms of the field operators
defined above, the single-particle Hamiltonian is then written as

ĥ =
∫
ψ̂†(�r)h(�r, �∇)ψ̂(�r)d3�r, (2.3)

h(�r, �∇) =
[
− �

2

2m
Δ + VWS(�r)

]
1 + Vso(�r, �∇), (2.4)

where 1 denotes the unit matrix in the 2 × 2 spin space. Explicit expressions of the
Woods-Saxon and spin-orbit potentials are

VWS(�r) = −V0 [1 + exp((r −R(θ, φ))/a)]−1 , (2.5)

Vso(�r, �∇) =
i�2q

2

[
∂VWS(�r)

∂�r
×�σ
]
·�∇, (2.6)

where a is the diffuseness parameter and

R(θ, φ) = R0(β, γ)
(

1 + β cos γ Y2,0(θ, φ)

+
1√
2
β sin γ

(
Y2,+2(θ, φ) + Y2,−2(θ, φ)

))
. (2.7)

The deformation parameters, β and γ, indicate the magnitude of quadrupole defor-
mation and its triaxiality, respectively. In this parametrization of nuclear surface,



1172 Ogasawara, Yoshida, Yamagami, Mizutori and Matsuyanagi

when β > 0, at γ = 0◦, the potential is symmetric about the z-axis, which is the
longest principal axis (prolate shape). With increasing value of γ, the potential
extends in the direction of the x-axis, and becomes at γ = 60◦ symmetric about
the y-axis, which is the shortest principal axis (oblate shape). Although an angle-
dependent diffuseness parameter a(θ, φ) is better for accurate calculation,25) we use
a constant a for simplicity.

The effective spherical radius R0(β, γ) is fixed under the condition that the vol-
ume enclosed by R(θ, φ) takes the constant value 4

3πr
3
0A, A being the mass number.

Its explicit expression is

R0(β, γ) = r0A
1/3

(
1 +

3
4π
β2 +

√
5

28π
√
π
β3 cos 3γ

)−1/3

. (2.8)

In the numerical calculation, we use the parameters shown in Ref. 28) for the N = Z
case, i.e., V0 = 51MeV, �

2q = −0.44r20, r0 = 1.27 fm, and a = 0.67 fm.

2.2. Symmetry properties of single-particle wave functions

The single-particle Hamiltonian h(�r, �∇), the parity transformation P, and the
rotation about the z-axis by the angle of π, Rz = eiπjz/~, commutes with each
other: i.e., [h(�r, �∇),P] = 0, [h(�r, �∇),Rz] = 0, and [P,Rz] = 0. Accordingly, we
can adopt single-particle wave functions ϕk(�r) that are simultaneous eigenvectors of
these operators:

h(�r, �∇)ϕk(�r) = εkϕk(�r), (2.9)
Pϕk(�r) = pkϕk(�r), (2.10)

Rzϕk(�r) = αkϕk(�r). (2.11)

The quantum number αk is called z-signature and takes values αk = ±i. Thus,
the single-particle wave functions ϕk(�r) are specified by parity pk and z-signature
as well as single-particle energy εk. In fact, the single-particle Hamiltonian h(�r, �∇)
commutes with Rx = eiπjx/~ and also with Ry = eiπjy/~, as well as Rz. Therefore,
we can adopt x-signature or y-signature in place of z-signature to specify single-
particle wave functions. It is, however, convenient to use the z-signature when we
adopt the z-axis as a quantization axis of spin. In this case, the spin-up and spin-
down components of the wave function in Eq. (2.2) satisfy the following symmetry
properties with respect to reflections about the (y, z)-, (z.x)-, and (x, y)-planes (see
Appendix A):26),27)

ϕkσ(−x, y, z) = −iαkσϕ
∗
kσ(x, y, z), (2.12)

ϕkσ(x,−y, z) = ϕ∗
kσ(x, y, z), (2.13)

ϕkσ(x, y,−z) = −ipkαkσϕkσ(x, y, z), (2.14)

where σ = +1 and −1 for spin-up ↑ and spin-down ↓ , respectively. The single-
particle Hamiltonian h(�r, �∇) is also invariant with respect to time reversal T = iσyK,
where K denotes operation of taking the complex conjugate of all c-numbers, and
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the phase convention of Bohr-Mottelson28) is adopted. Operating T on both sides of
the Schrödinger equation (2.9), we readily see that the time-reversal partner T ϕk(�r)
possesses the z-signature quantum number α∗

k = −αk. Thus, there is a one-to-one
correspondence between a time-reversal partner and a z-signature partner. Thanks
to this property, we need to diagonalize the single-particle Hamiltonian only for the
α = +i sector or the α = −i sector. Single-particle wave functions having opposite
z-signatures are then immediately obtained as time-reversal partners of these eigen-
functions.

In diagonalizing the single-particle Hamiltonian, we use, instead of the well-
known harmonic-oscillator basis, three-dimensional Cartesian coordinate mesh rep-
resentation with box boundary condition.26),27) As discussed in Refs. 26) and 27),
we need to explicitly consider only the octant region in space with x ≥ 0, y ≥ 0, and
z ≥ 0, owing to the reflection symmetries (2.12)–(2.14).

The major reason why we use the coordinate mesh representation is that we
intend to apply, in due course, the present approach to neutron-rich unstable nuclei
close to the drip line where the continuum plays an essential role and the coordinate
mesh representation is better suited for this aim. We also intend to replace, in the
future, the Woods-Saxon potential with the SHF potential. The computer program
constructed in this work will serve as a first step toward such self-consistent mean-
field approach.

In the numerical calculation, we take the box size extending about 2.5 times
of the radius R(θ, φ) in each direction and the space is discretized with the mesh
spacing 0.6 fm. Numerical reliability with respect to the box size and the mesh
spacing was carefully checked by Inakura et al.21) and shown that this choice gives
fairy accurate results. Specifically, we take 17, 17, and 25 lattice points in the x-, y-,
and z-direction, respectively, for the region of the triaxiality parameter 0◦ ≤ γ ≤ 4◦.
These numbers are 17, 15, and 25 (19, 15, and 25) for 6◦ ≤ γ ≤ 16◦ (18◦ ≤ γ ≤ 30◦).
For the nucleus 44Ti with N = Z, we use the same single-particle wave functions for
protons and neutrons ignoring the Coulomb potential.

§3. RPA for octupole vibrations in triaxially deformed nuclei

3.1. Eigenvalue equations

Introducing a residual interaction v̂, we solve the RPA eigenvalue equation for
the total Hamiltonian Ĥ = ĥ+ v̂ with

v̂ =
1
2

∑
k1,k2
k′1,k′2

vk′
1k′

2k1k2
ĉ†
k′
2
ĉ†
k′
1
ĉk1 ĉk2 , (3.1)

vk′
1k′

2k1k2
=
∑
σ1,σ2
σ′
1,σ′

2

∫∫
ϕ∗

k′
1σ′

1
(�r1)ϕ∗

k′
2σ′

2
(�r2)vσ′

1σ1σ′
2σ2

(�r1, �r2)ϕk1σ1(�r1)ϕk2σ2(�r2)d
3�r1d

3�r2. (3.2)

Specifically, we use a density-dependent contact interaction of the following form:29)

vσ′
1σ1σ′

2σ2
(�r1, �r2) =

{[
t0 +

1
6
t3ρ(�r1)

]
δσ1σ′

1
δσ2σ′

2
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+
[
t0x0 +

1
6
t3x3ρ(�r1)

]
δσ1σ′

2
δσ2σ′

1

}
δ3(�r1 − �r2). (3.3)

Here, ρ(�r) is the nucleon density. For the interaction parameters t0, t3, x0, and
x3, we use the same values as in Shlomo-Bertsch:29) t0 = −1100 MeV·fm3, t3 =
16000 MeV·fm6, x0 = 0.5, and x3 = 1.0.

We now introduce the particle-hole concept. The single-particle states above
the Fermi energy εF is called particle states and those below εF is called hole states.
The particle creation and annihilation operators (â†k, âk) and the hole creation and
annihilation operators (b̂†k, b̂k) are defined as

ĉ†k = (1 − θk)â
†
k + θk b̂k, (3.4)

ĉk = (1 − θk)âk + θk b̂
†
k, (3.5)

where θk is the occupation number defined as

θk =

{
1 for εk ≤ εF,

0 for εk > εF.
(3.6)

The creation operators of the RPA eigenmodes are written as

X̂†
n =

∑
p,h

(fn
phâ

†
pb̂

†
h − gn

phb̂hâp). (3.7)

From now on, we use the index p (h) to specify the particle (hole) states and keep
the index k for general cases. As usual, from the linearized equation of motion,

[Ĥ, X̂†
n] = �ωnX̂

†
n, (3.8)

we obtain eigenvalue equations in matrix form

∑
p′h′

(
Aphp′h′ Bphp′h′

−B∗
php′h′ −A∗

php′h′

)(
fn

p′h′

gn
p′h′

)
= �ωn

(
fn

ph

gn
ph

)
(3.9)

for each sector specified by parity p and z-signature α. The matrix elements Aphp′h′

and Bphp′h′ are given as

Aphp′h′ = (εp − εh)δpp′δhh′ + v̄ph′hp′ , Bphp′h′ = v̄pp′hh′ , (3.10)

where v̄k′
1k′

2k1k2
= vk′

1k′
2k1k2

when (k1, k2) are between a proton and a neutron (vice
versa) while v̄k′

1k′
2k1k2

= vk′
1k′

2k1k2
− vk′

2k′
1k1k2

taking both combinations (k1, k
′
1) and

(k2, k
′
2) when (k1, k2) are identical nucleons. In the numerical calculation, we take

into account all the particle-hole pairs with εp − εh ≤ 30 MeV.

3.2. Octupole transition amplitudes

For any one-body operator

Ô =
∑
k,k′

Ok′k ĉ
†
k′ ĉk with Ok′k =

∫
ϕ†

k′(�r)O(�r)ϕk(�r)d3�r, (3.11)
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Table I. Octupole operators classified according to z-component K and x-signature ξ.

ξ = +1 ξ = −1

K = 0
q

7
16π

˘
2z2 − 3(x2 + y2)

¯
z

K = 1
q

21
32π

˘
4z2 − (x2 + y2)

¯
x

q
21
32π

˘
4z2 − (x2 + y2)

¯
y

K = 2
q

105
4π

xyz
q

105
16π

(x2 − y2)z

K = 3
q

35
32π

(x2 − 3y2)x
q

35
32π

(3x2 − y2)y

transition amplitudes between the RPA ground state |0〉 and excited states |n〉 =
X̂†

n|0〉 are evaluated as

〈0|Ô|n〉 = 〈0|[Ô, X̂†
n]|0〉 =

∑
p,h

(Ohpf
n
ph +Ophg

n
ph). (3.12)

In this paper, we focus our attention on octupole transition strengths. It is then
convenient to classify the octupole operators according to z-component K of its
angular momentum and x-signature ξ representing symmetry property for rotation
π about the x-axis:

RxO
(K,ξ)(�r)R−1

x = ξO(K,ξ)(�r) for Rx = eiπjx/~. (3.13)

In terms of the spherical coordinates (r, θ, φ), they are given as

O(0,−)(�r) = r3Y3,0(θ, φ) for K = 0, (3.14)

O(K,+)(�r) =
i√
2
r3
[
Y3,−K(θ, φ) − (−1)KY3,+K(θ, φ)

]
for K 
= 0, (3.15)

O(K,−)(�r) =
1√
2
r3
[
Y3,−K(θ, φ) + (−1)KY3,+K(θ, φ)

]
for K 
= 0. (3.16)

In this classification, O(K,ξ)(�r) are real functions; their explicit expressions in terms of
the Cartesian coordinates are listed in Table I. We note that the octupole operators
with odd-K (even-K) values have z-signature α = −1 (+1), which follows from the
transformation property for rotation about the z-axis by the angle of π:

RzO
(K,ξ)(�r)R−1

z = (−1)KO(K,ξ)(�r). (3.17)

3.3. Symmetry for rotation about the x-axis by angle of π (x-signature)

The single-particle Hamiltonian h(�r, �∇) commutes with Rx and Rz individu-
ally but the commutator between Rx and Rz is nonzero, so that it is impossible to
construct a single-particle basis spanned by simultaneous eigenstates of x- and z-
signatures. In contrast, creation and annihilation operators of the RPA eigenmodes
X̂†

n and X̂n, carry definite x- and z-signatures simultaneously. We can examine this
fact in the following manner. First, we can prove that the A and B matrix elements
associated with z-signature partners are identical; Ap̄h̄p̄′h̄′ = Aphp′h′ and Bp̄h̄p̄′h̄′ =
Bphp′h′ (see Appendix B). It immediately follows that the RPA particle-hole ampli-
tudes of z-signature partners differ at most by sign, i.e., (fn

p̄h̄
, gn

p̄h̄
) = ±(fn

ph, g
n
ph).
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Next, let us evaluate transition matrix elements of the octupole operators with def-
inite x- and z-signatures Ô(K,ξ) between RPA excited states and the ground state
(recall that z-signature α = (−1)K). They are calculated as

〈0|Ô(K,ξ)|n〉 =
∑
p,h

(O(K,ξ)∗
ph fn

ph +O
(K,ξ)
ph gn

ph)

=
∑
p,h

′
(O(K,ξ)∗

ph fn
ph +O

(K,ξ)∗
p̄h̄

fn
p̄h̄ +O

(K,ξ)
ph gn

ph +Op̄h̄g
(K,ξ)gn

p̄h̄)

=
∑
p,h

′ [
O

(K,ξ)∗
ph (fn

ph − ξfn
p̄h̄) +O

(K,ξ)
ph (gn

ph − ξgn
p̄h̄)
]
. (3.18)

In the second equality above, the sum over the particle and hole states is divided
into two parts consisting of z-signature partners;

∑′
p,h denotes a summation over

such signature pairs. Then, in the third equality, the relation, O(K,ξ)

p̄h̄
= −ξO(K,ξ)

ph , is
utilized (see Appendix B). Assuming that the x-signature of the RPA ground state
|0〉 is +1, the above expression indicates that the RPA excited states |n〉 created by
X̂†

n possess definite ξ values. In other words, the RPA eigenmodes whose amplitudes
possess such properties as (fn

p̄h̄
, gn

p̄h̄
) = (fn

ph, g
n
ph) create excited states with ξ = −1,

while those with (fn
p̄h̄
, gn

p̄h̄
) = −(fn

ph, g
n
ph) create excited ξ = +1 states.

It should be noted here that, owing to the identity RxRyRz = 1 (see Appendix
B), essentially the same argument as above holds when we adopt the y-signature
associated with Ry (rotation about the y-axis by the angle of π) in place of the
x-signature.

By taking into account the relation O(K,ξ)
hp = −(−1)KξO

(K,ξ)
ph (see Appendix B)

and that the proton and neutron contributions are the same for nuclei with N = Z
under the present approximation, the transition amplitudes for the isoscalar octupole
operators with definite (K, ξ) are calculated as

〈0|Ô(K,ξ)|n〉 = 4
∑
p,h

′′
O

(K,ξ)
ph (−(−1)Kξfn

ph + gn
ph) ≡

∑
p,h

′′
M

(K,ξ)
ph , (3.19)

where
∑′′

p,h denotes a summation over z-signature partners of protons (or neutrons).
We call the quantities S3K ≡ |〈0|Ô(K,ξ)|n〉|2 “isoscalar octupole transition

strengths” often omitting the adjective “isoscalar”. Note that these are quantities
defined in the intrinsic coordinate frame and we cannot directly compare these quan-
tities with experimental data. For this, it is necessary to construct wave functions
in the laboratory frame by means of the Bohr-Mottelson approach30) or the angular
momentum projection method.31) This subject is left for a future work, however.

3.4. Elimination of spurious components

Owing to the rotational symmetry breaking associated with the deformed mean
field, dipole excitation modes can mix with the octupole excitation modes. As is well
known, in the self-consistent RPA scheme where the same microscopic Hamiltonian
is used in constructing the mean field and RPA excitation modes, the lowest isoscalar
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modes corresponding to the center of mass motions appear at zero energy and they
are separated from other excitation modes. In our present nonself-consistent calcu-
lation, such components associated with center of mass motion may mix in the RPA
solutions representing octupole vibrations of interest. It is therefore necessary to
adopt some recipe to eliminate such spurious coupling effects. For this purpose, we
adopt the recipe that is widely used (see, e.g., Ref. 32)). First, we multiply a com-
mon factor λ to the interaction matrix elements vk′

1k′
2k1k2

and determine its value so
that the lowest eigenvalue of the RPA matrix becomes zero. There are three center
of mass modes representing displacements in the x, y, and z directions. It is easily
seen that they carry quantum numbers (K, ξ) = (1,+1), (1,−1), and (0,−1), re-
spectively. Therefore, we determine λ separately for the (α, ξ) = (−1,+1), (−1,−1),
and (+1,−1) sectors. Note that the z-signature α = (−1)K is conserved under the
K-mixing owing to the triaxial deformation and that there is no spurious mode in
the (α, ξ) = (+1,+1) sector. We can easily identify these spurious modes among the
solutions of the RPA eigenvalue problem by evaluating isoscalar dipole transition
amplitudes, since they have extremely large values.

If the separation of the spurious modes is perfectly carried out, the transition
amplitudes of the isoscalar dipole operators D̂(K,ξ), which are proportional to x, y,
and z individually, should vanish for the octupole excited states of interest:

〈0|D̂(K,ξ)|n〉 = 0. (3.20)

In practice, it is difficult to meet this condition owing to the small but nonnegligible
mixture of the spurious component. Thus, in the next step, we remove such a mixture
from the octupole excited states obtained in the RPA calculation “by hand”. Namely,
we subtract the dipole component corresponding to the center of mass excitation,
D̂(K,ξ)|0〉, from every RPA excited state |n〉 in each (α, ξ) sector (there is a connection
between (K, ξ) and (α, ξ) as mentioned above):

|n〉 −→ N (|n〉 − χD̂|0〉) with χ =
〈0|D̂|n〉
〈0|D̂2|0〉

, (3.21)

where N = (1 − |χ|2〈0|D̂2|0〉)−1/2. It is easily seen that this is equivalent to the
replacement of the RPA forward and backward amplitudes, (fn

ph, g
n
ph), in the following

manner:
For the α = −1 sector,

fn
ph + gn

ph −→ fn
ph + gn

ph −
∑

p′,h′ xp′h′(fn
p′h′ + gn

p′h′)∑
p′,h′ |xp′h′ |2 x∗ph, (ξ = +1) (3.22)

fn
ph − gn

ph −→ fn
ph − gn

ph −
∑

p′,h′ yp′h′(fn
p′h′ − gn

p′h′)∑
p′,h′ |yp′h′ |2 y∗ph. (ξ = −1) (3.23)

For the α = +1 sector,

fn
ph + gn

ph −→ fn
ph + gn

ph −
∑

p′,h′ zp′h′(fn
p′h′ + gn

p′h′)∑
p′,h′ |zp′h′ |2 z∗ph, (ξ = −1) (3.24)

fn
ph − gn

ph −→ fn
ph − gn

ph. (ξ = +1) (3.25)



1178 Ogasawara, Yoshida, Yamagami, Mizutori and Matsuyanagi

Here xph, yph, and zph represent 〈0|x̂|ph〉, 〈0|ŷ|ph〉, and 〈0|ẑ|ph〉, respectively. After
the above replacements, we renormalize them such that new amplitudes satisfy the
normalization condition

∑
p,h(|fn

ph|2 − |gn
ph|2) = 1.

§4. Numerical analysis and discussion

4.1. Dependence of single-particle energies on β and γ

Figure 1 shows the single-particle energies as functions of the deformation para-
meter β. We can clearly see that the shell gap at N = Z = 20 at the superdeformed
shape with β 
 0.6–0.7 is responsible for the superdeformed excited state in 40Ca.
For 44Ti with N = Z = 22, the superdeformed minimum obtained in the SHF
calculation20),21) corresponds to the relatively small shell gap at β 
 0.5.

In Fig. 2, single-particle energies are plotted as functions of the triaxiality pa-
rameter γ fixing β at 0.5. It is seen that the shell gap at N = Z = 22 slightly
increases with increasing γ indicating that the triaxial deformation is favoured but
the effect is not very strong. This property of the single-particle diagram suggests
the triaxial minimum of the mean field is rather soft with respect to the γ degree of

Fig. 1. Single-particle energies ε in the N = Z nucleus 44Ti for the Woods-Saxon plus spin-orbit

potentials of Eq. (2.4) plotted as functions of the deformation parameter β. Positive and neg-

ative parity levels are indecated by solid and dotted lines, respectively. For convenience, they

are labelled in the region of large β by asymptotic quantum numbers indicating the largest

components at β � 0.5 and connected adiabatically through the level crossing region. These

single-particle energies are used for both protons and neutron.
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Fig. 2. Dependence of single-particle energies ε on the triaxiality parameter γ. The β is fixed at

0.5. Positive and negative parity levels are indicated by solid and dotted lines, respectively.

For convenience, they are labelled with asymptotic quantum numbers indicating the largest

components at the prolate limit (γ = 0◦) and connected adiabatically for variation of γ.

freedom. In such a situation, large-amplitude vibrational motions in this direction
may take place, and it would be necessary to consider γ as a dynamical variable.
This challenging subject is beyond the scope of the present paper, however. Below,
we investigate the properties of octupole excitation modes built on the SD state in
44Ti considering γ as a parameter. We discuss the α = ±1 sectors separately.

4.2. Interplay of K = 1 and 3 components in the α = −1 sector

In Fig. 3, we show the excitation energies and transition strengths S31 (K = 1)
of low-lying RPA octupole excitation modes with negative z-signature (α = −1)
built on a superdeformed state in 44Ti as functions of the triaxiality parameter γ. In
the prolate limit (γ = 0◦), the z-component of angular momentum K (= 1 or 3) is a
good quantum number and the x-signature pairs (ξ = ±1) are degenerate in energy.
In this figure, the first and second excited states have K = 3. Their S33 values
are small indicating their noncollective character. In contrast, the third excited
state has K = 1 and fairly large value of S31, indicating its collective character.
With increasing γ, the mixing between the K = 1 and K = 3 modes takes place,
the doublets split in energy, and transition strengths become different between the
x-signature partners. Let us call these properties “x-signature splitting” and “x-
signature dependence”. In Fig. 3, we see that the first and third ξ = +1 modes
have larger S31 values than their signature partners ξ = −1. In particular, we see a
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Fig. 3. Dependence on the triaxiality parameter γ of the RPA excitation energies (upper panel)

and octupole transition strengths S31 (K = 1) (lower panel), calculated for octupole excitation

modes with negative z-signature (α = −1) built on a superdeformed state in 44Ti. The β is

fixed at 0.5. Modes with positive x-signature (ξ = +1) are indicated by solid lines, while those

with negative x-signature (ξ = −1) by dotted lines. Only the lowest three x-signature pairs

are presented. Octupole transition strengths S33 (K = 3) are not shown because they are very

small.

remarkable increase in the K = 1 strength, S31, of the first ξ = +1 mode starting
from zero at γ = 0◦. Let us examine the microscopic origin of this trend in more
detail.

In Figs. 5 and 6, various quantities characterizing the lowest octupole modes
with negative z-signature (α = −1) at γ = 4◦ and γ = 16◦ are shown, respectively.
These include the RPA forward and backward amplitudes, fph and gph, unperturbed
particle-hole matrix elements of the octupole operator with K = 1, O(K=1,ξ)

ph , and

individual contributions to the RPA octupole transition amplitude, M (K=1,ξ)
ph . Note

that, although signs of fph, gph, and O(K=1,ξ)
ph depend on the chosen relative signs of

single-particle wave functions, those of M (K=1,ξ)
ph are uniquely determined, because

they are products of the former quantities. Thus, the relative signs of M (K=1,ξ)
ph be-

tween different particle-hole configurations serve as a good indicator of the coherence
among them, and we can learn from their properties about the collectivity of the
RPA mode under consideration. Therefore, in this figure, values of M (K=1,ξ)

ph are
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Fig. 4. Particle-hole configurations playing major roles in building up the lowest octupole vibrations

with negative z-signature (α = −1) (for both ξ = ±1). They are indicated by transition arrows

with labels A, B, C, D, E, F, and G. The single-particle energies are plotted as functions of γ for

a fixed value of β = 0.5. For convenience, they are labelled with asymptotic quantum numbers

indicating the largest components at the prolate limit (γ = 0◦) and connected adiabatically for

variation of γ. The arrows are drawn at arbitrary positions in γ. Positive and negative parity

levels are indicated by solid and dotted lines, respectively. Note that only levels playing major

roles in building up the lowest α = −1 mode are explicitly drawn here; see Fig. 2 for a more

complete single-particle diagram.

presented with their signs, while absolute values are shown for the other quanties.
The γ = 4◦ case is chosen to examine the effect of incipient triaxial deformation
on the octupole mode of interest and the γ = 16◦ case to represent typical triaxial
deformation obtained in the SHF calculations.20),21)

According to the bottom panel of Fig. 5, the particle-hole configurations,
[200]1/2 → [321]1/2 and [321]3/2 → [202]3/2, labelled B and C, respectively (il-
lustrated in Fig. 4), give the major contributions to the strength S31 of the lowest
mode at γ = 4◦ for both modes with x-signature ξ = ±1. It should be noted that
Fig. 5 applies to both protons and neutrons: in the N = Z nucleus under consid-
eration, proton and neutron excitations act coherently and markedly enhance the
transition strengths. Thus, the proton and neutron contributions are summed up in
the transition amplitude M (K=1,ξ)

ph (see their definition (3.19)).
We can notice some different properties between signature partners already at

such a small triaxiality. The difference significantly develops at γ = 16◦ shown
in Fig. 6. In fact, the octupole transition amplitude M (K=1,ξ)

ph associated with the
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Fig. 5. Properties of the lowest octupole modes with negative z-signature (α = −1) at the triaxiality

parameter γ = 4◦. The result of calculation for the positive x-signature (ξ = +1) mode is

displayed on the left-hand side, while that for the negative x-signature (ξ = −1) on the right-

hand side. From the top to the bottom panels, RPA forward and backward amplitudes, fph

and gph, unperturbed particle-hole matrix elements of the octupole operator with K = 1,

O
(K=1,ξ)
ph , and individual contributions to the RPA octupole transition amplitude, M

(K=1,ξ)
ph ,

are displayed at positions of the abscissa axis representing unperturbed excitation energies,

εp − εh, of individual particle-hole configurations composing the lowest RPA mode. Labels A,

B, C, D, E, and F indicate some important configurations displayed in Fig. 4. Note that absolute

values are shown except for M
(K=1,ξ)
ph . Note also that different scales are used for fph and gph.

configuration B, markedly increases for the positive x-signature mode (ξ = +1) but
decreases for the negative x-signature mode (ξ = −1). Furthermore, higher-lying
configurations, [330]1/2 → [431]3/2, [321]3/2 → [422]5/2, [211]3/2 → [312]5/2, and
[211]1/2 → [303]7/2, respectively labelled D, E, F, and G (see Fig. 4), contribute
appreciably only for the ξ = +1 mode. Note that they all contribute in the phase
indicating that the collective character of the ξ = +1 mode is developed remarkably.
In contrast, these contributions are much smaller for the ξ = −1 mode. This is the
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Fig. 6. Same as Fig. 5 but at the triaxiality parameter γ = 16◦. Note that different scales are used

for gph and M
(K=1,ξ)
ph . The particle-hole excitation energy of configuration B is approximately

the same with that of C.

microscopic origin of the striking difference of the octupole transition strength S31

between the lowest signature partners exhibited in Fig. 3.

4.3. Interplay of K = 0 and 2 components in the α = +1 sector

In Fig. 7, we present the RPA excitation energies, octupole transition strengths
with K = 0 and 2 (S30 and S32) calculated for low-lying octupole excitation modes
with positive z-signature (α = +1) built on the SD state in 44Ti as functions of
triaxiality parameter γ. The lowest pair of excitation modes with ξ = ±1 has K = 2
in the prolate limit (γ = 0◦) and corresponds to the K = 2 doublet discussed in
Ref. 21). As pointed out in that paper, appearance of this type of doublet pattern
in excitation spectra may serve as a good indicator of triaxial deformation in the
mean field. This signature-doublet possesses a large octupole strength S32 indicating
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Fig. 7. Dependence on the triaxiality parameter γ of the RPA excitation energies (top panel),

octupole transition strengths S30 (K = 0) (middle panel), and S32 (K = 2) (bottom panel),

calculated for octupole excitation modes with positive z-signature (α = +1) built on a superde-

formed state in 44Ti. The β is fixed at 0.5. Modes with negative x-signature (ξ = −1) are

indecated by solid lines, while those with positive x-signature (ξ = +1) by dotted lines. Only

the lowest five ξ = −1 modes are presented. Note that their signature partners with ξ = +1

exist only for the first and fourth modes which have K = 2 in the prolate limit.

their collective character. The main components of this doublet are the particle-hole
excitations of protons and neutrons from the [200]1/2 level to the [312]5/2 level
as illustrated with label H in Fig. 8, but coherent contributions of a large number
of high-lying particle-hole excitations also play an indispensable role in generating
collectivity of these lowest excitation modes.

The fourth pair of excitation modes, which exhibits a doublet pattern with
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Fig. 8. Same as Fig. 4 but for the octupole vibrations with (α, ξ) = (+1,−1). Major particle-hole

configurations are indicated by transition arrows with labels H, I, and J. Note that only levels

playing major roles in building up the lowest (α, ξ) = (+1,−1) mode are explicitly drawn here;

see Fig. 2 for a more complete single-particle diagram.

ξ = ±1 near the prolate limit, also has K = 2 there, but its S32 strength is very
small indicating its noncollective character.

The second, third, and fifth excitation modes with ξ = −1 have K = 0 in
the prolate limit, so that they have no x-signature partners. The K = 0 octupole
strength S30 of the fifth mode is extremely large, indicating a strong collective char-
acter of this mode. On the other hand, the S30 strengths of the second and third
modes are moderate. When the axial symmetry is broken, K-mixing takes place in
the single-particle wave functions. Furthermore, the RPA modes that have different
K quantum numbers (0 or 2) in the prolate limit start to interact with each other.
Accordingly, x-signature splitting and K-mixing in the RPA modes develop with
increasing γ. Thus, the ξ = −1 branch of the lowest excitation mode acquires an
appreciable amount of the K = 0 octupole strength S30 in the region of γ 
 5◦–
15◦. Correspondingly, its S32 strength decreases in this region. In contrast, the S32

strength of its ξ = +1 partner stays almost constant because, as mentioned above,
there is no ξ = +1 mode of K = 0 to mix with.

It is interesting to observe that a level crossing between the fourth and fifth
modes slowly takes place in the region of γ 
 10◦. More precisely, because of the no
crossing rule between the modes having the same quantum numbers, the two modes
repel each other and exchange their characters when going through this region. This
point is clearly seen in the plot of their S30 values. We note that this kind of interplay
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Fig. 9. Properties of the lowest octupole modes with (α, ξ) = (+1,−1). The results of calculation at

the triaxiality parameter γ = 4◦, 10◦, and 20◦ are presented on the left, middle, and right panels,

respectively. From the top to the bottom panels, RPA forward and backward amplitudes, fph

and gph, unperturbed particle-hole matrix elements of the octupole operators with K = 0 and

K = 2, O
(K=0,−)
ph and O

(K=2,−)
ph , and individual contributions to the RPA octupole transition

amplitudes, M
(K=0,−)
ph and M

(K=2,−)
ph , are displayed at positions of the abscissa axis representing

unperturbed excitation energies, εp − εh, of individual particle-hole configurations composing

the lowest RPA mode. Labels H and I indicate some important configurations displayed in

Fig. 8. Note that absolute values are shown except for M
(K=0,ξ)
ph and M

(K=2,ξ)
ph . Note aslso that

different scales are used for fph and gph.

among a few ξ = −1 modes was not seen in the previous calculation.21) The main
cause of this difference is that, owing to slightly different single-particle energies, the
lowest K = 0 mode and the other K = 0 modes are approximately separated in
the latter calculation. This suggests that such detailed properties associated with
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Fig. 10. Same as Fig. 9 but for the fourth excitation mode with (α, ξ) = (+1,−1).

interference among a few excitation modes are quite sensitive to the detailed shell
structure of the mean field used in the RPA calculation.

We can investigate the microscopic origins of the γ dependence in the properties
of excitation modes, exhibited in Fig. 7, by examining in detail the calculated RPA
forward and backward amplitudes, fph and gph, unperturbed particle-hole matrix
elements O(K,ξ)

ph of the octupole operators, and individual contributions M (K,ξ)
ph to

the RPA octupole transition strengths. These quantities are displayed in Figs. 9 and
10 for the lowest and the fourth ξ = −1 modes, respectively. We again note that
these figures apply to both protons and neutrons and their contributions are summed
up in the transition amplitude M (K,ξ)

ph . From Fig. 9, we learn that the increase in
the S30 strength seen in Fig. 7 around γ 
 10◦ is associated with the mixture of
the relatively high-lying particle-hole configuration, [330]1/2 → [440]1/2 labelled I,
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into this low-lying mode. This high-lying configuration corresponds to the excitation
from the f7/2 shell to the g9/2 shell in the spherical limit and possesses an extremely

large octupole matrix element O(0,−)
ph . Therefore, its contribution to the transition

amplitude M (0,−)
ph is large in spite of the fact that the RPA amplitudes, fph and gph,

of this configuration are less than 0.1. In this manner, the low-lying collective RPA
modes are generated by coherent superpositions of not only low-lying configurations
but also many particle-hole configurations lying in the higher energy region.

In a similar manner, we can understand the reason why the S32 strength of
the fourth mode increases in the region around γ = 20◦ by looking at Fig. 10. We
see that the contribution to the transition amplitude M (2,−)

ph from the high-lying
configuration, [202]5/2 → [312]5/2, labelled J (see Fig. 8) markedly increases there.
Note that, although these asymptotic quantum numbers are used for convenience
to label the single-particle states, the z-component of angular momentum like 5/2
is no longer a good quantum number under the triaxial deformation. In fact, the
[202]5/2 level contains an appreciable amount of the [200]1/2 component so that the
particle-hole configuration J possesses rather large K = 2 octupole matrix elements
O

(2,−)
ph .

Finally, we point out another interesting trend seen in Fig. 7. The S30 strength
of the lowest excitation modes is maximum in the region around γ 
 10◦ where
the level crossing between the fourth and fifth excitation modes takes place, one of
which carries an extremely large transition strength. Obviously, the mixing among
these three modes is enhanced in this region. A similar trend is seen also near
γ = 30◦ where the third and fourth excitation modes cross. Although we have not yet
understood the deeper meaning of this result of calculation, it certainly indicates that
the interplay of high-lying and low-lying particle-hole excitations plays an important
role in generating collectivity of the low-lying octupole modes of excitation of interest.

§5. Concluding remarks

By means of the RPA calculation based on the triaxially deformed Woods-Saxon
potential, we have investigated how axial-symmetry breaking in the mean field af-
fects properties of the octupole vibrational excitations built on SD states in 44Ti.
By considering the magnitude of triaxial deformation γ as a parameter, detailed
numerical analysis has been carried out with special attention to their dependence
on signature quantum number with respect to rotation about an axis perpendicular
to the longest axis by the angle of π. We have found a marked dependence of their
properties on the signature quantum number.
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Appendix A
Symmetry Properties of Single-Particle Wave Functions

A.1. Reflection symmetries

The symmetry properties (2.12)–(2.14) are known26),27) but we here summarize
their proof because the ideas used here are further developed in the succeeding
sections.

The relation (2.14) for reflection about the (x, y)-plane is obtained through the
following manipulation:

ϕk(x, y,−z) = Peiπ�z/~ϕk(x, y, z) (A.1)
= e−i π

2
σzPRzϕk(x, y, z) (A.2)

= −ipkαkσzϕk(x, y, z), (A.3)

where the z-component of orbital angular momentum operator, �z, is replaced with
jz − ~

2σz.
The relation (2.13) for reflection about the (z, x)-plane is obtained through the

following consideration. The eigenvalue equations (2.9)–(2.11) are invariant against
the transformation I = KPeiπ�y/~. As the eigenvalue for I is ±1 and the two equa-
tions, Iϕk(x, y, z) = ϕk(x, y, z) and I{iϕk(x, y, z)} = −{iϕk(x, y, z)} are apparently
equivalent, we can choose the phase of our single-particle wave function satisfying
the former relation without loss of generality. Since Iϕk(x, y, z) = ϕ∗

k(x,−y, z),
Eq. (2.13) follows immediately.

With this phase convention, Eq. (2.9) for reflection about the (y, z)-plane is
derived in the following manner:

ϕk(−x, y, z) = Peiπ�y/~eiπ�z/~ϕk(x, y, z) (A.4)
= e−i π

2
σzKIRzϕk(x, y, z) (A.5)

= −iαkσzϕ
∗
k(x, y, z). (A.6)

A.2. Axially symmetric limit

In the prolate limit with γ = 0◦, the single-particle Hamiltonian h(�r, �∇) is
symmetric about the z-axis, so that the single-particle wave functions ϕk(�r) can be
written

ϕk(�r) =

(
fk(r, θ)ei(m− 1

2
)φ

gk(r, θ)ei(m+ 1
2
)φ

)
, (A.7)

wherem� is the angular momentum about the z-axis, and fk(r, θ) and gk(r, θ) possess
the following symmetry properties for reflection about the (x, y)-plane: fk(r, π−θ) =
−ipkαkfk(r, θ) and gk(r, π − θ) = ipkαkgk(r, θ).



1190 Ogasawara, Yoshida, Yamagami, Mizutori and Matsuyanagi

Appendix B
Symmetries of the A, B, and O Matrix Elements

As we adopt the phase convention that the single-particle wave functions ϕk(�r)
satisfy Iϕk(x, y, z) = ϕk(x, y, z), complex conjugation of these wave functions is
equivalent to reflection about the (z, x)-plane (K = Peiπ�y/~), and time reversal is
equivalent to symplex transformation about the (z, x)-plane (T = PRy). Also, there
is a simple relation between the z-signature partner ϕk̄(�r) and time-reversal partner
T ϕk(�r):

ϕk̄(�r) = −iαkT ϕk(�r). (B.1)

Using the above properties, we can prove that the RPA matrix elements possess
the symmetries Ap̄h̄p̄′h̄′ = Aphp′h′ and Bp̄h̄p̄′h̄′ = Bphp′h′ through the following man-
ner. These symmetries immediately follow from the corresponding symmetries of the
matrix elements of the residual interaction vk̄′

1k̄′
2k̄1k̄2

, which are examined through
the following manipulation:

vk̄′
1k̄′

2k̄1k̄2
=
∫ [

t0 +
1
6
t3ρ(�r)

]{[
T ϕk′

1
(�r)
]†[T ϕk1(�r)

]}{[
T ϕk′

2
(�r)
]†[T ϕk2(�r)

]}
d3�r

+
∫ [

t0x0 +
1
6
t3x3ρ(�r)

]{[
T ϕk′

1
(�r)
]†[T ϕk2(�r)

]}{[
T ϕk′

2
(�r)
]†[T ϕk1(�r)

]}
d3�r

=
∫ [

t0 +
1
6
t3ρ(x,−y, z)

]

×
[
ϕ†

k′
1
(x,−y, z)ϕk1(x,−y, z)

] [
ϕ†

k′
2
(x,−y, z)ϕk2(x,−y, z)

]
d3�r

+
∫ [

t0x0 +
1
6
t3x3ρ(x,−y, z)

]

×
[
ϕ†

k′
1
(x,−y, z)ϕk2(x,−y, z)

] [
ϕ†

k′
2
(x,−y, z)ϕk1(x,−y, z)

]
d3�r

= vk′
1k′

2k1k2
. (B.2)

In the first equality above, the relation ϕk̄(�r) = −iαkT ϕk(�r) is used. Note that
α∗

k′
1
αk1α

∗
k′
2
αk2 = +1, because these are matrix elements between particle-hole pairs

that carry a definite z-signature. In the second equality, the symmetry of the density,
ρ(x,−y, z) = ρ(x, y, z), and the relation, T = PRy, are used as

[T ϕk′(�r)]†[T ϕk(�r)] = [PRyϕk′(x, y, z)]†[PRyϕk(x, y, z)]

= ϕ†
k′(x,−y, z)ϕk(x,−y, z). (B.3)

In a similar fashion, we can prove the relations,

O
(K,ξ)
hp = −(−1)KξO

(K,ξ)
ph and O

(K,ξ)

p̄h̄
= −ξO(K,ξ)

ph , (B.4)

between particle-hole matrix elements of the Hermitian octupole operators O(K,ξ)(�r)
through the following steps:

O
(K,ξ)
hp = O

(K,ξ)∗
ph
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=
∫

[Kϕp(�r)]†O(K,ξ)(�r)[Kϕh(�r)]d3�r

=
∫

[Pe−iπ�x/~e−iπ�z/~ϕp(�r)]†O(K,ξ)(�r)[Pe−iπ�x/~e−iπ�z/~ϕh(�r)]d3�r

=
∫
ϕ†

p(�r)e
iπ�z/~eiπ�x/~P−1O(K,ξ)(�r)Pe−iπ�x/~e−iπ�z/~ϕh(�r)d3�r

= −
∫
ϕ†

p(�r)e
iπ�z/~eiπ�x/~O(K,ξ)(�r)e−iπ�x/~e−iπ�z/~ϕh(�r)d3�r

= −ξ
∫
ϕ†

p(�r)e
iπ�z/~O(K,ξ)(�r)e−iπ�z/~ϕh(�r)d3�r

= −(−1)Kξ

∫
ϕ†

p(�r)O
(K,ξ)(�r)ϕh(�r)d3�r

= −(−1)KξO
(K,ξ)
ph , (B.5)

O
(K,ξ)

p̄h̄
=
∫
ϕ†

p̄(�r)O
(K,ξ)(�r)ϕh̄(�r)d3�r

= (−1)K

∫
[T ϕp(�r)]†O(K,ξ)(�r)[T ϕh(�r)]d3�r

= (−1)K

∫
[PR−1

x R−1
z ϕp(�r)]†O(K,ξ)(�r)[PR−1

x R−1
z ϕh(�r)]d3�r

= (−1)K

∫
ϕ†

p(�r)RzRxP−1O(K,ξ)(�r)PR−1
x R−1

z ϕh(�r)d3�r

= −(−1)K

∫
ϕ†

p(�r)RzRxO
(K,ξ)(�r)R−1

x R−1
z ϕh(�r)d3�r

= −(−1)Kξ

∫
ϕ†

p(�r)RzO
(K,ξ)(�r)R−1

z ϕh(�r)d3�r

= −ξ
∫
ϕ†

p(�r)O
(K,ξ)(�r)ϕh(�r)d3�r

= −ξO(K,ξ)
ph . (B.6)

In the above manipulation, use is made of the relations, T = PRy, ϕk̄(�r)
= −iαkT ϕk(�r), α∗

pαh = (−1)K , PO(K,ξ)(�r)P−1 = −O(K,ξ)(�r), RzO
(K,ξ)(�r)R−1

z =
(−1)KO(K,ξ)(�r) and RxO

(K,ξ)(�r)R−1
x = ξO(K,ξ)(�r), together with identities,

eiπ�x/~eiπ�y/~eiπ�z/~ = 1 and RxRyRz = 1. (B.7)
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By means of the random phase approximation (RPA) calculation based on cranked de-
formed Woods-Saxon potential, we investigate how rotational motion affects the properties
of octupole vibrations built on superdeformed states in 40Ca. A major structure change of
the superdeformed yrast states toward a reflection-asymmetric shape is suggested to take
place in the region of angular momentum a little higher than the observed maximum value
16~, owing to a cooperative effect of octupole vibrational correlation and the rotation-aligned
particle-hole excitations from the f7/2 to the g9/2 shell.

Subject Index: 213

§1. Introduction

In medium and heavy mass regions of nuclei, the effects of rotational motion
on octupole vibrations in deformed nuclei have been investigated extensively.1)–3)

As reviewed by Butler and Nazarewicz,1) how the octupole instability of the mean
field develops as a function of angular momentum is one of the central questions
underlying these investigations. An early work on this subject by Neerg̊ard and Vo-
gel4) demonstrated the importance of Coriolis force already at low-spin band head
states of octupole vibrational bands. In that work, using the particle-rotor model
Hamiltonian,5) the Coriolis coupling effects were evaluated between octupole vibra-
tional modes with K = 0, 1, 2, and 3, determined at the ground state by means
of the random phase approximation (RPA), K being the component of angular mo-
mentum along the symmetry axis of the prolately deformed nuclei. In a succeeding
paper,6) the importance of accurately evaluating the competition between the rota-
tional alignment of angular momenta of octupole vibrations and that of noncollec-
tive two quasiparticle excitations was pointed out. In those works,4),6) the possible
change of internal structure of the octupole vibrations with increasing rotational
angular momentum was ignored.

The limitation mentioned above was removed in the eighties: It became possible
to carry out RPA calculation on the basis of rotating (cranked) shell model;7) it is
called “RPA in the rotating frame” or more shortly “cranked RPA”.8)–12) In this ap-
proach, single-particle basis is constructed taking into account the rotational motion
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of deformed mean field, so that microscopic structure change of RPA eigenmodes as
a function of the rotational frequency can be investigated. Thus, for negative-parity
modes near the yrast line, the importance of competition between octupole corre-
lation energies and energy gain due to alignment of specific single-particle angular
momentum associated with high-j orbits like i13/2 and j15/2 was pointed out.13)–15)

This is so because such high-j single-particle states are usually involved, as a micro-
scopic ingredient, in octupole vibrations described by RPA.

A breakthrough of the study on the nature of negative-parity excitations near
the yrast states was brought about by the discovery of superdeformed rotational
bands.16)–20) In such strongly deformed nuclei exhibiting beautiful rotational spec-
tra, one can investigate the competitions mentioned above in a much clean way.
Thus, on the basis of the RPA calculation in the rotating frame, Mizutori et al.21),22)

and Nakatsukasa et al.23),24) suggested several interesting possibilities of how the ro-
tational alignments of individual single-particle motions and octupole correlations
compete in a new situation of superdeformed shell structure. Some of the theoret-
ical predictions were already confirmed by later experiments25)–27) and some await
further experiments.

In comparison with medium and heavy mass regions of nuclei discussed above,
the properties of octupole vibration in deformed nuclei in lighter mass region are
less understood: Collective octupole vibrations are well known also in light nuclei,
but they are restricted mainly for spherical nuclei. Instead, the possibility of in-
trinsic reflection asymmetry has been discussed largely in connection with cluster
and molecular structure of N = Z nuclei from 12C to 44Ti (see references cited in
Ref. 1)).

Several years ago, a superdeformed (SD) band built on the excited 0+ state
lying at approximately 5.2 MeV in 40Ca was found by Ideguchi et al.28),29) It is
characterized by a strongly deformed prolate shape with axis ratio of approximately
2:1 and exhibits a beautiful rotational spectrum from Jπ = 0+ to 16+. In view of
the fact that the low-angular-momentum portions of the SD bands in heavy nuclei
are unknown in almost all cases (except the fission isomers), the observation of ro-
tational band starting from the 0+ states provides a unique opportunity to study
low-frequency collective vibrations built on SD states as a function of angular mo-
mentum. It may be possible to observe experimentally such collective modes. For
theoretical investigation, the study of 40Ca has additional advantages. First, be-
cause the proton and neutron shell structures are essentially the same for such an
N = Z nucleus, we can expect that strong coherence takes place between the proton
and neutron excitations and brings about an enhanced collectivity of these modes.
Second, because the number of particle-hole configurations is smaller than those in
heavier nuclei, it may be easier to analyze the competition between the rotational
alignment effects of collective octupole and single-particle modes of excitation.

In this paper, we study the possible octupole excitations on the SD states in 40Ca
and change of their properties as a function of rotational frequency ωrot by extending
the previous RPA calculations30) to include the cranking term associated with the
rotating deformed mean field. For this purpose, we construct a new computer code to
solve the single-particle states in rotating deformed Woods-Saxon potential in terms
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of the three-dimensional Cartesian coordinate system. On the single-particle basis
thus obtained, we carry out RPA calculation diagonalizing the RPA matrix. The
result of calculation suggests that a major structure change of the SD yrast states
may take place in the region of angular momentum a little higher than the highest
angular momentum 16� identified in experiments to date, owing to an interplay
between octupole vibrational modes and a rotation-aligned particle-hole excitation
from the f7/2 to the g9/2 shell.

In the next section, we briefly summarize the calculational scheme of the RPA in
the rotating frame. Because the method itself is well known, we describe only those
necessary for discussion on octupole vibrations of present interest. In §3, results of
numerical analysis of octupole excitations built on the SD state in 40Ca are presented
and discussed.

§2. RPA in the rotating frame

2.1. Single-particle motion in a rotating deformed Woods-Saxon potential

Let ĉ†k and ĉk denote nucleon creation and annihilation operators in a single-
particle state k. By using single-particle wave functions ϕk(�r) consisting of two
components, ϕkσ(�r) (σ = ±1), with spin x-components ~

2σ, nucleon creation and
annihilation operators at a spatial position �r are written as

ψ̂†(�r) =
∑

k

ϕ†
k(�r)ĉ

†
k =

∑
k

(
ϕ∗

k,+1(�r), ϕ
∗
k,−1(�r)

)
ĉ†k, (2.1)

ψ̂(�r) =
∑

k

ϕk(�r)ĉk =
∑

k

(
ϕk,+1(�r)
ϕk,−1(�r)

)
ĉk. (2.2)

We consider the following single-particle Hamiltonian describing independent-
particle motion in the axially deformed Woods-Saxon potential that is uniformly
rotating with rotational frequency ωrot about the x-axis perpendicular to the sym-
metry axis (z-axis):

ĥ =
∫
ψ̂†(�r)h(�r, �∇)ψ̂(�r)d3�r =

∑
k,k′

⎡
⎣∑

σ,σ′

∫
ϕ†

k′σ′(�r)hσ′σ(�r, �∇)ϕkσ(�r)d3�r

⎤
⎦ĉ†k′ ĉk (2.3)

with

h(�r, �∇) =
[
− �

2

2m
Δ + VWS(�r)

]
1 + Vso(�r, �∇) − ωrotjx, (2.4)

where 1 denotes the unit matrix in the 2 × 2 spin space, and VWS(�r) and Vso(�r, �∇)
represent the axially deformed Woods-Saxon potential and the spin-orbit potential,
respectively;

VWS(�r) = −V0 [1 + exp((r −R(θ))/a)]−1 , (2.5)

Vso(�r, �∇) =
i

2
�

2q

(
∂VWS(�r)

∂�r
×�σ
)
·�∇, (2.6)
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with

R(θ) = R0(β)

(
1 +

√
5
4π
βP2(cos θ)

)
, (2.7)

where β is the quadrupole deformation parameter, P2(cos θ) is the second-order
Legendre polynomial of cos θ, and R0(β) is fixed under the condition that the volume
enclosed by R(θ) takes the constant value 4

3πr
3
0A, A being the mass number. We

use the parameters of Ref. 31): V0 = 51 MeV, r0 = 1.27 fm, a = 0.67 fm, and
�

2q = −0.44r20.
Because the single-particle Hamiltonian h(�r, �∇) is commutable with the parity

transformation P and the rotation about the x-axis by the angle of π, Rx = eiπjx/~,
we can construct simultaneous eigenfunctions of these operators:

h(�r, �∇)ϕk(�r) = εkϕk(�r), (2.8)
Pϕk(�r) = ℘kϕk(�r), (2.9)

Rxϕk(�r) = αkϕk(�r). (2.10)

The eigenvalues ℘k (= ±1) and αk (= ±i) are called parity and x-signature, re-
spectively. Hereafter, we simply call the latter “signature”. Because we choose
the quantization axis of intrinsic spin to coincide with the rotation axis (x-axis),
we can determine single-particle wave functions such that they satisfy the following
reflection symmetries (see Appendix A):32),33)

ϕkσ(−x, y, z) = −iαk℘kσϕkσ(x, y, z), (2.11)
ϕkσ(x,−y, z) = −iαkσϕ

∗
kσ(x, y, z), (2.12)

ϕkσ(x, y,−z) = ϕ∗
kσ(x, y, z). (2.13)

In diagonalizing the single-particle Hamiltonian, we use three-dimensional Carte-
sian coordinate mesh representation with box boundary condition.32),33) Owing to
the reflection symmetries (2.11)–(2.13), we need to explicitly consider only the oc-
tant region in space with x ≥ 0, y ≥ 0, and z ≥ 0. The major reason why we use the
coordinate mesh representation is that we intend to apply, in due course, the present
approach to neutron-rich unstable nuclei close to the drip line where the continuum
plays an essential role. For this aim, the coordinate mesh representation may be
better suited in comparison with that in terms of the harmonic-oscillator basis. We
also intend to replace, in the future, the Woods-Saxon potential with the Skyrme-
Hartree-Fock (SHF) potential.34) The computer program constructed in this work
will serve as a first step toward such a self-consistent mean-field approach. In nu-
merical calculation, we take the box size extending approximately 2.5 times of the
radius R(θ) in each direction and the space is discretized with the mesh spacing of
0.6 fm. Numerical reliability with respect to the box size and the mesh spacing was
carefully checked by Inakura et al.35) and shown that this choice gives fairly accu-
rate results. Specifically, we take 15 lattice points in the x- and y-directions and 25
lattice points in the z-direction. We use the deformation parameter β = 0.6 and the
same single-particle wave functions for protons and neutrons ignoring the Coulomb
potential.
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2.2. Octupole vibrations on rotating superdeformed states

As a residual interaction for the RPA calculation, we use a density-dependent
contact interaction v̂ whose matrix elements are given by Ref. 36):

vk′
1k′

2k1k2
=
∑
σ1,σ2
σ′
1,σ′

2

∫∫
ϕ∗

k′
1σ′

1
(�r1)ϕ∗

k′
2σ′

2
(�r2)vσ′

1σ1σ′
2σ2

(�r1, �r2)ϕk1σ1(�r1)ϕk2σ2(�r2)d
3�r1d

3�r2 (2.14)

with

vσ′
1σ1σ′

2σ2
(�r1, �r2) =

{[
t0 +

1
6
t3ρ(�r1)

]
δσ1σ′

1
δσ2σ′

2

+
[
t0x0 +

1
6
t3x3ρ(�r1)

]
δσ1σ′

2
δσ2σ′

1

}
δ3(�r1 − �r2), (2.15)

where ρ(�r) denotes the nucleon density and t0 = −1100 MeV·fm3, t3 = 16000 MeV·fm6,
x0 = 0.5, and x3 = 1.0.36)

We now introduce creation and annihilation operators of particle, (â†k, âk) and
hole, (b̂†k, b̂k), defined as

ĉ†k = (1 − θk)â
†
k + θk b̂k, (2.16)

ĉk = (1 − θk)âk + θk b̂
†
k, (2.17)

where θk = 1 when εk ≤ εF (Fermi energy) and 0 otherwise. In terms of these
particle and hole operators, the RPA eigenmode creation operators are written as

X̂†
n =

∑
p,h

(fn
phâ

†
pb̂

†
h − gn

phb̂hâp), (2.18)

where
∑

p,h indicates a summation over particle-hole configurations of both protons
and neutrons. We use the index p (h) to specify the particle (hole) states, while the
index k is used for general cases. From the linearized equation of motion,

[Ĥ, X̂†
n] = �ωnX̂

†
n, (2.19)

we obtain eigenvalue equations in matrix form

∑
p′,h′

(
Aphp′h′ Bphp′h′

−B∗
php′h′ −A∗

php′h′

)(
fn

p′h′

gn
p′h′

)
= �ωn

(
fn

ph

gn
ph

)
(2.20)

for each sector specified by parity ℘ and signature α. In Eq. (2.19), Ĥ = ĥ+:v̂: with
:v̂: denoting the normal product of v̂ with respect to the particle and hole operators.
The matrix elements Aphp′h′ and Bphp′h′ are given as

Aphp′h′ = (εp − εh)δpp′δhh′ + v̄ph′hp′ , Bphp′h′ = v̄pp′hh′ , (2.21)

where v̄k′
1k′

2k1k2
= vk′

1k′
2k1k2

when (k1, k2) represents a pair of a proton and a neutron
while v̄k′

1k′
2k1k2

= vk′
1k′

2k1k2
− vk′

2k′
1k1k2

when (k1, k2) corresponds to a pair of identical
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nucleons. We diagonalize the RPA eigenvalue equation (2.20) treating the rotational
frequency ωrot as a parameter and taking into account all particle-hole configurations
with εp−εh ≤ 30 MeV. It is certainly desirable to check the convergence of numerical
results by comparing with calculation using a larger cutoff energy. Because it is
computationally demanding, this task is deferred to a future work, however.

We evaluate isoscalar transition amplitudes for octupole operators between the
yrast state |0〉 and the RPA excited states |n〉 = X̂†

n|0〉 as functions of ωrot. The
octupole operators are classified in terms of their K values (z-component of angular
momentum) and signature α, and denoted as O(K,α)(�r). The signature α is defined
as RxO

(K,α)(�r)R−1
x = αO(K,α)(�r). Explicitly, they are given as

O(0,−)(�r) = r3Y3,0(θ, φ), (2.22)

O(K,+)(�r) =
i√
2
r3
[
Y3,−K(θ, φ) − (−1)KY3,+K(θ, φ)

]
, (K �= 0) (2.23)

O(K,−)(�r) =
1√
2
r3
[
Y3,−K(θ, φ) + (−1)KY3,+K(θ, φ)

]
, (K �= 0) (2.24)

where the index ± stands for ±1. The isoscalar transition amplitudes are calculated
as

〈0|Ô(K,α)|n〉 = 〈0|[Ô(K,α), X̂†
n]|0〉 (2.25)

=
∑
p,h

(O(K,α)
hp fn

ph +O
(K,α)
ph gn

ph) (2.26)

≡
∑
p,h

M
(K,α)
ph , (2.27)

where the sum is taken over particle-hole configurations of protons and neutrons,
and

Ô(K,α) =
∑
k,k′

O
(K,α)
k′k ĉ†k′ ĉk with O

(K,α)
k′k =

∫
ϕ†

k′(�r)O(K,α)(�r)ϕk(�r)d3�r. (2.28)

The signs of fph, gph, and O(K,α)
ph depend on the chosen signs of single-particle wave

functions. On the other hand, the relative signs of M (K,α)
ph defined above as prod-

ucts of these quantities are uniquely determined. Therefore, relative signs of M (K,α)
ph

between different particle-hole configurations serve as a good indicator of the coher-
ence among them, and thus we can learn about the collectivity of individual RPA
eigenmodes from their properties.

We call the quantities S3Kα ≡ |〈0|Ô(K,α)|n〉|2 “transition strengths”, although
these are defined in the rotating coordinate frame so that we cannot directly compare
these quantities with experimental data. For this, it is necessary to construct wave
functions in the laboratory frame by the Bohr-Mottelson approach5) or the angular
momentum projection method.37) This subject is left for a future work, however.

2.3. Elimination of spurious center of mass modes

It is well known that, provided the same Hamiltonian is consistently used in the
mean-field and the RPA calculations, the spurious center of mass modes appear at
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zero energy and they are decoupled from other eigenmodes of RPA. This is no longer
true for the RPA calculation in the rotating frame, because the cranking term −ωrotjx
in the Hamiltonian Ĥ does not commute with the y- and z-components of linear
momentum operators. Thus, some recipe to decouple such spurious modes from
octupole vibrational modes in deformed nuclei has been proposed.38) Fortunately,
the numerical calculation of Ref. 13) indicates that the center of mass corrections
is unimportant for excitation energies and B(E3) values of heavy nuclei (see also
Ref. 1)). Thus, instead of trying to achieve exact decoupling of the center of mass
modes, we adopt a procedure to eliminate the spurious mixing components from the
RPA eigenmodes in the following two steps. First, we note that here are three center
of mass modes representing the displacements in the x-, y-, and z-directions and they
carry quantum numbers (K,α) = (1,+1), (1,−1), and (0,−1), respectively. Among
them, only the (K,α) = (1,+1) mode commutes with the cranking term −ωrotjx,
so that it should appear as a zero-frequency mode even in a rotating frame if a self-
consistent mean-field plus RPA calculation is carried out. Because we are using a
phenomenological Woods-Saxon potential in place of the self-consistent mean field,
this merit of the RPA theory is lost, unfortunately. To remedy this shortcoming,
we multiply a common factor λ to the interaction matrix elements vk′

1k′
2k1k2

and
determine its value for each ωrot such that the lowest eigenvalue of the RPA matrix
in the α = +1 sector becomes zero. We can easily identify the spurious modes among
solutions of the RPA eigenvalue problem by evaluating the isoscalar dipole transition
strength, since it has an extremely large value.

If separation of the spurious modes is perfectly done, the transition amplitudes
for the x̂-, ŷ-, and ẑ-operators should vanish for the octupole excited states of interest:

〈0|x̂|n〉 = 〈0|ŷ|n〉 = 〈0|ẑ|n〉 = 0. (2.29)

In practice, it is difficult to satisfy this condition owing to the small but nonnegligible
mixture of the spurious components. Thus, in the next step, we remove such a
mixture from the octupole excited states obtained in the RPA calculation “by hand”,
as for example, in Ref. 39). Namely, we subtract the center of mass components from
every RPA excited states |n〉 in each sector:

|n〉 −→
{
Nx(|n〉 − χxx̂|0〉) for α = +1,
Nyz(|n〉 − χyŷ|0〉 − χz ẑ|0〉) for α = −1,

(2.30)

where

Nx =
[
1 − |χx|2〈0|x̂2|0〉]−1/2

, (2.31)

Nyz =
[
1 − |χy|2〈0|ŷ2|0〉 − |χz|2〈0|ẑ2|0〉]−1/2

, (2.32)

χx =
〈0|x̂|n〉
〈0|x̂2|0〉 , χy =

〈0|ŷ|n〉
〈0|ŷ2|0〉 , and χz =

〈0|ẑ|n〉
〈0|ẑ2|0〉 . (2.33)

It is easily seen that this is equivalent to the replacement of the RPA forward and
backward amplitudes, (fn

ph, g
n
ph), in the following manner:
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• For modes with α = +1,

fn
ph + gn

ph −→ fn
ph + gn

ph −

∑
p′,h′

xp′h′(fn
p′h′ + gn

p′h′)

∑
p′,h′

|xp′h′ |2
x∗ph, (2.34)

fn
ph − gn

ph −→ fn
ph − gn

ph. (2.35)

• For modes with α = −1,

fn
ph + gn

ph −→ fn
ph + gn

ph −

∑
p′,h′

yp′h′(fn
p′h′ + gn

p′h′)

∑
p′,h′

|yp′h′ |2
y∗ph, (2.36)

fn
ph − gn

ph −→ fn
ph − gn

ph −

∑
p′,h′

zp′h′(fn
p′h′ − gn

p′h′)

∑
p′,h′

|zp′h′ |2
z∗ph. (2.37)

Here, xph, yph, and zph represent 〈0|x̂|ph〉, 〈0|ŷ|ph〉, and 〈0|ẑ|ph〉, respectively. After
the above replacements, we renormalize them such that new amplitudes satisfy the
normalization condition

∑
p,h(|fn

ph|2 − |gn
ph|2) = 1.

§3. Numerical analysis and discussions

3.1. Dependence of single-particle energies on rotational frequency

Let us first examine the single-particle energy diagram in the uniformly rotating
frame. Figure 1 shows the single-particle energies as functions of the rotational
frequency ωrot. We can clearly see the shell gap at N = Z = 20 associated with the
superdeformed state in 40Ca. An interesting feature seen in this figure is that the
single-particle energy of the level labelled [440]1/2 at ωrot = 0 gradually decreases
with increasing ωrot and crosses the Fermi surface at approximately ωrot = 2 MeV/�.
This indicates that a major structure change of the SD yrast states will occur in the
vicinity of the angular momentum corresponding to this rotational frequency. This
level originates from the g9/2 shell. In the spherical shell model, its energy is much
higher but, owing to the superdeformation, it comes down to this position. Its energy
further decreases owing to the Coriolis effect. At ωrot = 0, this level is situated at
approximately 6 MeV above the Fermi level, so that its aligned angular momentum
is estimated to be approximately 6 [MeV] / 2 [MeV/�] = 3�. In analyzing numerical
results of the RPA calculation, we shall focus our attention on the role this level
plays.

3.2. Properties of octupole excitations on SD states in 40Ca

The results of the RPA calculation for negative-parity excitation modes on the
SD yrast states in 40Ca are presented in Fig. 2. In this figure, the RPA excitation
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Fig. 1. Single-particle energies ε in the N = Z nucleus 40Ca for the rotating deformed Woods-

Saxon plus spin-orbit potentials of Eq. (2.4), plotted as functions of rotational frequency ωrot.

The deformation parameter β is fixed at 0.6. Single-particle levels are classified according to the

parity (℘) and signature (α) quantum numbers; solid lines for (℘, α) = (+1, +i), broken lines for

(℘, α) = (+1,−i), dotted lines for (℘,α) = (−1, +i), and dot-dashed lines for (℘,α) = (−1,−i).

For convenience, they are labelled at ωrot = 0 with asymptotic quantum numbers indicating

the largest components of their wave functions. These single-particle energies are used for both

protons and neutrons.

energies, the octupole transition strengths S30− (K = 0) and S31± (K = 1) for
individual RPA modes, and the sum, denoted as S(sum)

3Kα , of individual S3Kα values
(over the RPA modes with excitation energies less than 5.5 MeV) are plotted as
functions of rotational frequency ωrot. Note that there is no positive-signature mode
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Fig. 2. Results of the RPA calculation for negative-parity excitation modes on the SD yrast states

in 40Ca, plotted as functions of the rotational frequency ωrot. Positive-signature excitations

are displayed on the left-hand side, while negative-signature excitations on the right-hand side.

From the top to the bottom, the RPA excitation energies, the octupole transition strengths S30−
(K = 0) and S31± (K = 1) for individual RPA modes, and the sum S

(sum)
3K± of individual S3K±

values (over the RPA modes with excitation energies less than 5.5 MeV) are plotted as functions

of ωrot. The numbers adjacent to individual lines indicate their sequential order according to

excitation energy. (On each side, except the bottom panel, line types correspond to individual

excitation modes.) The deformation parameter β is fixed at 0.6. Note that there is no positive-

signature mode for K = 0. Note also that other RPA solutions in the region approximately

5 MeV are not displayed in order to avoid complicating the figure. Continuations of some of the

RPA modes of interest are also not shown when they strongly mix with other RPA modes and

lose their identities. The S31− strength of the fourth excitation mode is very small so that it is

hardly seen in this figure. In the bottom panel, the solid, broken, dotted, and dash-dotted lines

indicate the sum S
(sum)
3K± for K = 0, 1, 2, and 3, respectively, while the bold-solid line shows the

sum of these,
P

K S
(sum)
3K± . The sum S

(sum)
33± is very small so that it is hardly seen in this figure.
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for K = 0. Because we find no octupole modes with K = 2 or 3 possessing a large
strength below 5.5 MeV, the transition strengths of individual RPA eigenmodes are
shown only for K = 0 and 1. This point is reflected in the S(sum)

3K± values shown in
the bottom panels; it is seen that these values for K = 2 and 3 are much smaller
than those for K = 0 and 1.

Let us start the discussion from the case of ωrot = 0. In this case, signature
partners (α = ±1) with K �= 0 are degenerate in energy. Counting these signature
partners as units, we find seven eigenmodes below 5.5 MeV. Among them, the most
collective mode is the fourth excitation mode at approximately 3.5 MeV. This mode
has K = 0 and an extremely large value of octupole transition strength S30−. Note
that the Weisskopf unit (W.u.) is approximately 95 fm6 for 40Ca. Its major micro-
scopic components are the particle-hole excitations [202]5/2 → [312]5/2, [321]3/2 →
[431]3/2, and [330]1/2 → [440]1/2 for both protons and neutrons. Another interest-
ing mode is the seventh excitation mode at approximately 5.3 MeV. This mode has
K = 1 and a large value of S31α. It is characterized, in a very good approximation,
as particle-hole excitations of protons and neutrons from the single-particle level
[321]3/2 to [440]1/2. In comparison to these modes, the octupole transition strength
of the first excitation mode at approximately 1.9 MeV is not very large, although it
has strength several times of W.u. for K = 1. Its major component is the particle-
hole excitation from [321]3/2 to [200]1/2. The second excitation mode with K = 2
at approximately 2.5 MeV is an almost pure particle-hole excitation from [321]3/2
to [200]1/2. The third excitation mode at approximately 3.5 MeV (which is almost
degenerate, in energy, by chance, with the fourth mode discussed above) has K = 3.
Although it consists of several particle-hole configurations like [321]3/2 → [202]3/2,
[202]5/2 → [321]1/2, and [211]1/2 → [312]5/2, its transition strength S33α is very
small, because, for each configuration, either the octupole matrix element O(3,±)

ph or

the RPA amplitude fph is small so that their product M (3,−)
ph is small.

It is interesting to note that the particle-hole excitations, like [321]3/2 → [431]3/2,
[330]1/2 → [440]1/2, and [321]3/2 → [440]1/2, are the major sources of the large oc-
tupole transition strengths of the fourth and seventh eigenmodes. They correspond
to the excitation from the f7/2 shell to the g9/2 shell in the spherical j-j coupling
shell model. At the spherical shape, the f7/2 shell is unoccupied and the g9/2 shell
is situated far above the Fermi surface. The energies of low-Ω single-particle states
originating from such high-j orbits markedly decrease owing to the superdeforma-
tion, Ω being the component of angular momentum along the symmetry axis of the
mean field. It is well known that such high-j shells play an important role in gen-
erating low-lying octupole vibrations in both spherical and normal deformed nuclei.
However, the particle-hole excitation from the lower high-j shell to the higher high-j
shell is a new feature unique to superdeformed states. It is also well known that
the response of such high-j orbits to rotational motion is very strong because their
Coriolis matrix elements are large. Thus it is interesting to examine how the micro-
scopic structures and properties of the collective octupole vibrational modes change
when the rotational frequency ωrot increases, focusing our attention to the fourth
and seventh excitation modes.
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3.3. Rotational frequency dependence of the octupole vibrations

We are particularly interested in the strongly collective K = 0 mode that be-
longs to the negative-signature sector and its interaction with other eigenmodes. By
comparing the positive- and negative-signature sectors in Fig. 2, we can imagine that
the properties of the α = +1 and α = −1 octupole excitations with K �= 0 would
be similar to each other if the K = 0 collective mode and its interactions with other
modes were absent. Thus, we focus our attention on the negative-signature sector
in the discussion below.

It is immediately seen in Fig. 2 that strong mixings among the RPA modes
take place following the variation of ωrot. The most conspicuous trend is that the
seventh excitation mode (bold-solid line) quickly comes down in energy and strongly
interacts with other modes. The origin of this trend is the rotational alignment
of the [440]1/2 (α = +i) single-particle state, which is the major ingredient of the
seventh mode; owing to the Coriolis coupling effect, its energy quickly decreases
as ωrot increases (see Fig. 1). In the region approximately ωrot = 0.5 MeV/�, we
see a strong interaction of the collective mode possessing a large K = 0 strength
S30− with other modes. Note that K is no longer a good quantum number, even
approximately, already in this region of ωrot. Namely, these modes contain both
the K = 0 and 1 components, owing to the Coriolis K-mixing effects. Thus, they
exhibit avoided crossing phenomena and exchange their main characters when going
through the adiabatic crossing region. Similar avoided crossings successively take
place. Accordingly, the octupole transition strengths S30− and S31− are redistributed
among these modes, keeping the sum of their strengths for each K approximately
constant, as shown in the bottom panel of Fig. 2.

Details of numerical data useful for understanding microscopic structures and
properties of collective octupole excitation modes of interest are presented in Figs. 3–
6 for some representative cases.

In Fig. 3, the RPA forward and backward amplitudes, fph and gph, the un-
perturbed particle-hole matrix elements of the octupole operator with K = 0 and
α = −1, O(0,−)

ph and individual contributions to the RPA octupole transition ampli-

tude, M (0,−)
ph , are displayed for the fourth excitation mode with (℘, α) = (−1,−1)

at ωrot = 0. Some important particle-hole configurations constituting this mode are
also illustrated. Because of the reason mentioned below Eq. (2.28), values of M (0,−)

ph
are presented with their signs, while absolute values are shown for the other quan-
tities. It is seen that the signs of M (0,−)

ph associated with the major configurations
denoted A, B, and C are in phase, indicating the collective character of this mode.
It is also seen that the particle-hole excitation C, [330]1/2 → [440]1/2, possesses
an extremely large octupole matrix element O(0,−)

ph (in absolute magnitude). This
excitation mode corresponds to the collective K = 0 mode obtained in the mixed
representation RPA calculation by Inakura et al.,35) but its detailed microscopic
structure was not clarified in that previous work.

In Fig. 4, the quantities fph, gph, O(0,−)
ph , O(1,−)

ph , M (0,−)
ph , and M (1,−)

ph are displayed
for the sixth excitation mode (dash-dotted line in Fig. 2) with (℘, α) = (−1,−1) at
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Fig. 3. Microscopic structure of the fourth excitation mode with (℘, α) = (−1,−1) at ωrot = 0.

The RPA forward and backward amplitudes, fph and gph, are shown in the upper-left and

upper-middle panels, respectively, while the unperturbed particle-hole matrix elements of the

octupole operator with K = 0 and α = −1, O
(0,−)
ph and individual contributions to the RPA

octupole transition amplitude, M
(0,−)
ph , are displayed in the lower-left and lower-middle panels,

respectively, at positions of the abscissa axis representing unperturbed excitation energies, εp −
εh, of individual particle-hole configurations. Labels A, B, and C indicate some important

particle-hole configurations illustrated on the right-hand side. Here, the asymptotic quantum

numbers [Nosc, nz, Λ]Ω are used to label the single-particle levels for convenience. Note that

absolute values are shown except for M
(0,−)
ph . Note also that different scales are used for fph and

gph.

ωrot = 0.4 MeV/�. It is clearly seen that the particle-hole excitation D1, [321]3/2
(α = −i) → [440]1/2 (α = +i), is mainly responsible for the large K = 1 octupole
strength S31− of this mode. This indicates that the sixth excitation mode at ωrot =
0.4 MeV/� inherits the major component of the seventh excitation mode at ωrot = 0.
At the same time, it is seen that this same configuration carries also the K = 0
strength indicating that the Coriolis K-mixing effect is important already at this
rotational frequency.

The same quantities are shown in Fig. 5 for the third excitation mode (dotted
line in Fig. 2) with (℘, α) = (−1,−1) at ωrot = 0.8 MeV/�. It is clearly seen that
this mode takes over the main characteristics of the sixth excitation mode discussed
above at ωrot = 0.4 MeV/�. A remarkable new feature realized at this value of ωrot

is a beautiful coherence over many particle-hole configurations. The coherence takes
place among almost all K = 0 and K = 1 transition amplitudes associated with
individual particle-hole excitations. Namely, almost all individual contributions,
M

(0,−)
ph and M (1,−)

ph , exhibited in the bottom panels of this figure take the same sign.
This result suggests an interesting possibility that the rotation-aligned high-j particle
and the octupole vibrations collaborate to produce a new type of correlation at high
angular momentum. It would be interesting to examine this conjecture in a more
systematic calculation in the future.
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Fig. 4. Microscopic structure of the sixth excitation mode with (℘, α) = (−1,−1) at ωrot =

0.4 MeV/~. In the left part, the RPA forward amplitude fph, the unperturbed particle-hole

matrix elements of the octupole operator with (K, α) = (0,−1), O
(0,−)
ph , and individual contri-

butions to the RPA octupole transition amplitude, M
(0,−)
ph , are displayed in the top, middle,

and bottom panels, respectively, at positions of the abscissa axis representing unperturbed ex-

citation energies, εp − εh, of individual particle-hole configurations. In the middle part, the

RPA backward amplitudes gph, the matrix elements O
(1,−)
ph , and M

(1,−)
ph for (K, α) = (1,−1)

are shown in a similar fashion. Labels C2 and D1 indicate important particle-hole configura-

tions illustrated on the right-hand side. Here, the asymptotic quantum numbers [Nosc, nz, Λ]Ω

are used to label the single-particle levels for convenience. Note that signature partners with

α = ±i (degenerated at ωrot = 0) are split at finite ωrot (signature splitting). Since the signature

splitting of the [321]3/2 level is small, it is hard to see but the configuration D1 involves a hole

in the α = −i level. Note also that absolute values are shown except for M
(K,−)
ph and different

scales are used for fph and gph.

At ωrot = 1.2 MeV/�, as exhibited in Fig. 6, the first excitation mode (solid line
in Fig. 2) takes over the major characteristics of the third excitation mode discussed
above at ωrot = 0.8 MeV/�. We again see the beautiful coherence among many
particle-hole configurations indicating the collective character of this mode. Recall
that the collectivity of the first excitation mode at ωrot = 0 is much weaker. Namely,
the microscopic structure and properties of the first excitation mode are essentially
changed in this region of rotational frequency owing to the avoided crossing. Note
that, as seen in Fig. 1, the down-sloping [440]1/2 (α = +i) level strongly interacts
with the [200]1/2 (α = +i) level just above the Fermi surface so that the two single-
particle wave functions are strongly mixed with each other in this region of rotational
frequency. Accordingly, the particle state in the configuration labelled E1 contains
an appreciable fraction of the [440]1/2 (α = +i) wave function. As seen in Fig. 2,
the K = 0 octupole transition strength S30− of the first excitation mode gradually
increases when ωrot exceeds 1.0 MeV/�, and this mode acquires a sizable fraction
of the K = 0 strength, which originally resides in the fourth excitation mode at
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Fig. 5. Same as Fig. 4 but for the third excitation mode with (℘, α) = (−1,−1) at ωrot =

0.8 MeV/~. Labels C1, C2, and D1 indicate some important particle-hole configurations il-

lustrated on the right-hand side.

Fig. 6. Same as Fig. 4 but for the first excitation mode with (℘,α) = (−1,−1) at ωrot = 1.2 MeV/~.

Labels B2, C1, C2, D1, E1, and F1 indicate some important particle-hole configurations illus-

trated on the right-hand side. The C1 and D1 configurations both involve a particle in the

single-particle level labelled [440]1/2 (α = +i).

ωrot = 0.
It is quite interesting to ask what will happen if the rotational frequency is in-

creased further. Unfortunately, we encountered a difficulty in our RPA calculation
when the RPA vibrational frequency becomes very small. In such a situation, aside
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Fig. 7. Expectation value of the angular momentum with respect to the SD yrast states, 〈0|Ĵx|0〉,
in 40Ca plotted as a function of rotational frequency ωrot. An instability of the axially symmetric

SD shape with respect to the octupole vibrational mode is expected to occur beyond ~ωrot �
1.7 MeV, which corresponds to angular momentum approximately 16~.

from the well-known limitation of the RPA, our recipe (described in §2.3) of approx-
imately eliminating the spurious center of mass mode gradually loses its accuracy
and we finally failed to obtain a reliable numerical result for ωrot ≥ 1.6 MeV/�. A
better method of eliminating the spurious components is badly needed, but this task
is deferred to a future work. Nevertheless, it seems reasonable to assume that the
trend discussed above, which is induced by the rotation-aligned particle (originating
from the g9/2 shell), will continue. Namely, the energy of the first excitation mode
will further decrease and cross the yrast line. This may indicate the occurrence of an
instability of the SD shape against the octupole vibration. Then, we would expect
that a major structure change of the SD yrast states, like the breaking of reflec-
tion symmetry of the mean field, may take place. As shown in Fig. 7, this region
of rotational frequency corresponds to angular momentum slightly higher than the
maximum value 16� so far observed in experiments.28),29) The suggested value of
the critical angular momentum is a little lower than 24� obtained in the symmetry-
unrestricted cranked SHF calculation by Inakura et al.40) In that work, the nature
of the instability occurring at this angular momentum was not clarified.

§4. Concluding remarks

By means of the RPA calculation based on the cranked deformed Woods-Saxon
potential, we have investigated how rotational motion affects the properties of
octupole vibrations built on SD states in 40Ca. A major structure change of the
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SD yrast states toward a reflection-asymmetric shape is suggested to take place
in the region of angular momentum a little higher than the observed maximum
value 16�, owing to a cooperative effect of octupole vibrational correlation and the
rotation-aligned particle-hole excitations from the f7/2 to the g9/2 shell.
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Appendix A
Derivation of Eqs. (2.11)–(2.13)

Equation (2.11) is derived through the following steps:

ϕk(−x, y, z) = Peiπ�x/~ϕk(x, y, z) (A.1)

= e−i π
2
σxPRxϕk(x, y, z) (A.2)

= −iαk℘kσxϕk(x, y, z). (A.3)

To derive Eq. (2.13), we note that the eigenvalue equations (2.8)–(2.10) are invariant
against the transformation I = KPeiπ�z/~, where K denotes complex conjugation.
The eigenvalues for the transformation I can take ±1. We then notice that

Iϕk(x, y, z) = ϕk(x, y, z) (A.4)

and
I{iϕk(x, y, z)} = −{iϕk(x, y, z)} (A.5)

are equivalent. Therefore, we can choose the eigenvalue +1 without loss of generality.
It is easily seen that the left-hand side of Eq. (A.4) is equal to ϕ∗

k(x, y,−z). Thus,
Eq. (2.13) follows.

Equation (2.12) is derived in a similar manner:

ϕk(x,−y, z) = Peiπ�z/~eiπ�x/~ϕk(x, y, z) (A.6)

= e−i π
2
σxKIRxϕk(x, y, z) (A.7)

= −iαkσxϕ
∗
k(x, y, z). (A.8)

The above derivations are essentially the same, albeit slightly more detailed, as in
Refs. 32) and 33).
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Microscopic description of oblate-prolate shape mixing in proton-rich Se isotopes
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The oblate-prolate shape coexisting/mixing phenomena in proton-rich 68,70,72Se are investigated by means of
the adiabatic self-consistent collective coordinate (ASCC) method. The one-dimensional collective path and the
collective Hamiltonian describing the large-amplitude shape vibration are derived in a fully microscopic way. The
excitation spectra, B(E2) and spectroscopic quadrupole moments are calculated by requantizing the collective
Hamiltonian and solving the collective Schrödinger equation. The basic properties of the coexisting two rotational
bands in low-lying states of these nuclei are well reproduced. It is found that the oblate-prolate shape mixing
becomes weak as the rotational angular momentum increases. We point out that the rotational energy plays a
crucial role in causing the localization of the collective wave function in the (β, γ ) deformation space.
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I. INTRODUCTION

Atomic nuclei exhibit various intrinsic shapes in their
ground and excited states. Coexistence of different shapes in
one nucleus is widely observed all over the nuclear chart [1].
Among varieties of such phenomena, much attention has been
paid on proton-rich N = Z nuclei in the A ∼ 70 region where
very rich shape coexistence phenomena are seen. In this
region, dramatic competition of different shapes occurs due
to shell-structure effects: the oblately deformed shell gaps at
N or Z = 34 and 36, the prolately deformed shell gaps at 34
and 38, and the spherical shell gap at 40 [2].

The N = Z nucleus 68Se is a particularly interesting
nucleus, because it has deformed shell gaps both at the oblate
and prolate shapes. For this nucleus, mean-field calculations
predict the oblate-prolate shape coexistence [3–5]. In exper-
iment, two rotational bands were observed in low-energy
excitations, and the ground and excited bands were interpreted
to have the oblate and prolate deformations, respectively [6,7].
For 70Se and 72Se, B(E2) values for the 2+

1 , 4+
1 , 6+

1 states in the
ground bands were obtained by a recent lifetime measurement
[8]. These data indicate gradual change of their characters
from oblate to prolate with increasing angular momentum; it
occurs in lower angular momentum in 72Se compared to 70Se.
The data also suggest considerable mixing of the oblate and
prolate shapes in these low-lying states. We also note that
candidates for the excited 0+

2 states have been known for a
long time at 2011 keV in 70Se [9] and at 937 keV in 72Se [10].

Because shape mixing is caused by large-amplitude col-
lective motion connecting different shapes, its theoretical
description is beyond the static mean-field approximation or
the small-amplitude fluctuation about equilibrium shapes. A
difficulty in theoretical description of the shape coexisting/
mixing phenomena is that various kinds of microscopic
configurations associated with different shapes participate in

*Present address: Theoretical Nuclear Physics Laboratory, RIKEN
Nishina Center, Wako 351-0198, Japan.

them and thus quite a large number of particle-hole degrees
of freedom are involved in the large-amplitude collective
dynamics. Therefore, microscopic description of shape mixing
is a challenging subject in nuclear structure theory.

Theoretical investigations on the shape coexisting/mixing
phenomena may be divided into two categories: i.e., time-
independent and time-dependent approaches. For the former,
we can refer, e.g., the projected shell model [11], the large-
scale shell model [12,13], the interacting boson model [14]
calculations for 68Se, and the excited-vampir variational cal-
culation for 68,70Se [15,16]. For neighboring isotopes 72−78Kr,
a detailed study based on the number and angular-momentum-
projected generator-coordinate method was recently reported
[17].

A well-known approach belonging to the latter is the adi-
abatic time-dependent Hartree-Fock-Bogoliubov (ATDHFB)
theory started in late 1970s for the description of slow
collective motions like low-frequency quadrupole vibrations
and fissions, which exhibit strong nonlinearity [18]. Various
versions of the ATDHFB theory have been proposed, e.g.,
by Baranger-Vénéroni [19], Villars [20], and Goeke-Reinhard
[21]. However, the ATDHFB approaches encountered some
difficulties, e.g., in uniquely determining the collective path
(see Ref. [22] for a review), so application of the theory without
introducing some additional approximations to the real nuclear
structure has not yet been attained.

Still, the challenge to develop a workable microscopic
method of describing large-amplitude collective motions based
on the ATDHF theory has been pursued. Libert et al. [23] de-
veloped a practical approach assuming the quadruple operators
as collective coordinates and using the cranking mass. Quite
recently, this approach was used in the discussion on low-lying
states of 68,70,72Se [8]. Using the generalized valley equation
and the local random-phase approximation (RPA) equation,
which are based on the ATDHFB theory, the shape mixing in
68Se was studied by Almehed and Walet [24,25]. It is not clear,
however, how the number-fluctuation degrees of freedom are
decoupled from the large-amplitude shape vibrations in their
work.

0556-2813/2009/80(1)/014305(11) 014305-1 ©2009 The American Physical Society
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On the basis of the time-dependent Hartree-Fock-
Bogoliubov (TDHFB) theory, the self-consistent collective
coordinate (SCC) method was proposed to describe the
large-amplitude collective motions in superconducting nuclei
[26,27]. A new scheme of solving the SCC equations using
an expansion in terms of the collective momentum, called
the adiabatic SCC (ASCC) method, was formulated for
describing shape coexistence dynamics in superconducting
nuclei [28,29]. It was firstly applied to the solvable multi-O(4)
model to demonstrate that it provides an efficient scheme to
determine the collective path [30].

In the previous series of our works, the ASCC method
was applied to the oblate-prolate shape coexisting/mixing
phenomena in 68Se and 72Kr, and the one-dimensional collec-
tive path was successfully determined [31,32]. It was shown
that the triaxial deformation plays a crucial role in the shape
mixing dynamics of these nuclei. Furthermore, we constructed
a four-dimensional collective Hamiltonian that can describe
the coupled motion of one-dimensional collective vibration
and the three-dimensional rotational motion of a triaxial shape.
By requantizing the collective Hamiltonian, excitation spectra
and quadrupole transition properties were evaluated [33].

The advantage of using the ASCC method for the descrip-
tion of shape coexistence dynamics is that a few collective
degrees of freedom relevant to the collective motion of interest
can be extracted self-consistently from the TDHFB phase
space. Because the collective dynamics is described in terms
of single or a few collective variables, it yields a clear physical
interpretation of the collective dynamics. From the collective
path determined by the ASCC method, the direction of the
collective motion can be visualized by projecting the collective
path onto the (β, γ ) quadrupole deformation plane. It is also
easy to evaluate the collective inertial functions (collective
mass) with respect to the (β, γ ) deformation coordinates.
The obtained collective mass includes both contributions from
the time-even and time-odd components of the moving mean
field [18]. The time-odd contribution from the moving mean
field is ignored in the Inglis-Belyaev cranking formula for
the collective mass, which is widely used for the description
of large-amplitude collective motions. In the previous article
[34], we have shown that the quadrupole pairing interaction
enhances the collective mass through the time-odd component
of the moving mean field.

The major purpose of this article is to give a microscopic
description, on the basis of the ASCC method, of the oblate-
prolate shape mixing dynamics in proton-rich Se isotopes.
We show that the deformation degree of freedom breaking
axial symmetry plays a crucial role in the shape mixing.
Taking into account the coupling of the large-amplitude
shape vibrations connecting the oblate and prolate shapes and
three-dimensional rotations of the triaxial shape, we show that
the shape mixing gradually becomes weak as the rotational
angular momentum increases. Dynamical reason of this trend
will be clarified.

This article is organized as follows. In Sec. II, the basic
equations of the ASCC method are summarized. In Sec. III,
the theoretical scheme of deriving the quantum collective
Hamiltonian and solving the collective Schrödinger equation is
described. In Sec. IV, results of the calculation for proton-rich

68,70,72Se isotopes are presented and discussed. Conclusions
are given in Sec. V.

II. THE ASCC METHOD

In this section the basic equations of the ASCC method are
summarized. Details of their derivations are given in Ref. [28].

The starting point is the time-dependent variational princi-
ple for a TDHFB Slater determinant representing the collective
state |φ(t)〉

δ 〈φ(t)| i ∂

∂t
− Ĥ |φ(t)〉 = 0, (1)

where Ĥ denotes the microscopic Hamiltonian. In the SCC
method, it is assumed that the collective motion could be
described by a few canonical sets of collective variables. In
the present application to the shape coexistence phenomena,
we assume that the shape dynamics can be described by a
single collective coordinate q and its canonically conjugate
momentum p. Because the system is superconducting, we
also introduce the gauge angles ϕ = [ϕ(n), ϕ(p)] conjugate to
the number variables n = [n(n), n(p)] of neutrons and protons.
Thus the TDHFB state |φ(t)〉 is written in terms of these
collective variables as follows.

|φ(t)〉 = |φ(q, p,ϕ, n)〉 = e−i
∑

τ ϕ(τ )Ñ (τ ) |φ(q, p, n)〉, (2)

where τ denotes n or p. Note that the number operators
Ñ (τ ) and the number variables n(τ ) are measured from the
expectation values N

(τ )
0 with respect to the moving-frame HFB

state |φ(q)〉, i.e., Ñ (τ ) ≡ N̂ (τ ) − N
(τ )
0 and n(τ ) ≡ N (τ ) − N

(τ )
0 .

Using the generalized Thouless theorem, the intrinsic state
for the pairing rotation, |φ(q, p, n)〉, can be written in terms
of the moving-frame HFB state |φ(q)〉 as

|φ(q, p, n)〉 = eiĜ(q,p,n) |φ(q)〉, (3)

where Ĝ(q, p, n) is a one-body operator. Note that this
state reduces to |φ(q)〉 for p = 0 and n = 0; namely
|φ(q, p = 0, n = 0)〉 = |φ(q)〉. Assuming the adiabaticity of
the large-amplitude collective motion, the operator Ĝ(q, p, n)
is expanded up to first order with respect to p and n(τ ),

Ĝ(q, p, n) = pQ̂(q) +
∑

τ

n(τ )�̂(τ )(q), (4)

Q̂(q) = Q̂A(q) + Q̂B(q)

=
∑
αβ

[
QA

αβ(q)a†
αa

†
β + QA∗

αβ (q)aβaα

+QB
αβ (q)a†

αaβ

]
, (5)

�̂(τ )(q) =
∑
αβ

[
�

(τ )A
αβ (q)a†

αa
†
β + �

(τ )A∗
αβ (q)aβaα

]
, (6)

where the quasiparticle creation and annihilation operators, a†
α

and aα , are defined with respect to the moving-frame HFB
state |φ(q)〉 that satisfies the vacuum conditions aα |φ(q)〉 =
0 for them. Therefore these quasiparticle operators are also
functions of the collective coordinate q. Note that the operator
Q̂(q) contains, in addition to the A part [the first and the second
terms of Eq. (5)], the B part (the third term) to satisfy the

014305-2
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gauge invariance of the ASCC equations. They are uniquely
determined by imposing the condition [Ñ (τ ), Q̂(q)] = 0 [29].

The collective Hamiltonian is given by

H(q, p, n, �I ) = 〈φ(q, p, n)| Ĥ |φ(q, p, n)〉 +
3∑

i=1

1

2Ji(q)
I 2
i

= V (q) + 1

2
B(q)p2 +

∑
τ

λ(τ )(q)n(τ )

+
3∑

i=1

1

2Ji(q)
I 2
i , (7)

where

V (q) = H(q, p, n, �I )|p=0,n=0, �I=�0, (8)

B(q) = ∂2H
∂p2

⏐⏐⏐⏐
p=0,n=0, �I=�0

, (9)

λ(τ )(q) = ∂H
∂n(τ )

⏐⏐⏐⏐
p=0,n=0, �I=�0

, (10)

are the collective potential, inverse of the collective inertial
function, and the chemical potentials. The rotational energy
term is introduced to treat the large-amplitude shape vibration
and the three-dimensional rotation of triaxially deformed mean
field in a unified manner.

The moving-frame HFB equations

δ 〈φ(q)| ĤM (q) |φ(q)〉 = 0, (11)

and the moving-frame QRPA equations

δ 〈φ(q)| [ĤM (q), Q̂(q)] − 1

i
B(q)P̂ (q) |φ(q)〉 = 0, (12)

δ 〈φ(q)|
[
ĤM (q),

1

i
P̂ (q)

]
− C(q)Q̂(q)

− 1

2B(q)

[[
ĤM (q),

∂V

∂q
Q̂(q)

]
, Q̂(q)

]

−
∑

τ

∂λ(τ )

∂q
Ñ (τ ) |φ(q)〉 = 0, (13)

are the basic equations that determine the collective path in
the TDHFB phase space. They are derived by expanding the
TDHFB equation of motion (1) up to second order with respect
to p. Here ĤM (q) denotes the moving-frame Hamiltonian

ĤM (q) = Ĥ −
∑

τ

λ(τ )(q)Ñ (τ ) − ∂V

∂q
Q̂(q). (14)

The operator P̂ (q) is defined by

P̂ (q) |φ(q)〉 = i
∂

∂q
|φ(q)〉 . (15)

The stiffness parameter C(q) is given by

C(q) = ∂2V

∂q2
+ 1

2B(q)

∂B

∂q

∂V

∂q
, (16)

and connected to the moving-frame QRPA frequency as
ω2(q) = B(q)C(q).

The basic equations of the ASCC method are scale
invariant, in other words, the arbitrary scale for the collective
coordinate can be chosen [28]. We fix the scale by the condition
B(q) = 1. Note also that the method is formulated in a
gauge-invariant way; that is, the basic equations are invariant
under the following transformations [29].

Q̂(q) → Q̂(q) + α(τ )Ñ (τ ), (17)

λ(τ )(q) → λ(τ )(q) − α(τ ) ∂V

∂q
(q), (18)

∂λ(τ )

∂q
(q) → ∂λ(τ )

∂q
(q) − α(τ )C(q). (19)

Therefore, it is necessary to fix the gauge when we solve the
ASCC equations. We adopt the same gauge fixing condition
as in Ref. [29], which is convenient to describing shape
coexisting/mixing phenomena.

In the following, we summarize the procedure of solving the
ASCC equations starting from one of the solutions of the static
HFB equations, which corresponds to a local minimum of the
collective potential. The lowest frequency QRPA eigenmode
at the starting HFB state |φ(q = 0)〉 determines the operators
Q̂(q = 0) and P̂ (q = 0). We solve the moving-frame HFB
equation (11) and the moving-frame QRPA equations, (12)
and (13), off the equilibrium to obtain the solution at q.
At nonequilibrium HFB states, these ASCC equations are
coupled with each other, so that the self-consistency between
the moving-frame HFB state |φ(q)〉 and the moving-frame
QRPA mode Q̂(q) is required. Let us assume that the solution
of the ASCC equations at q − δq is already known. We find the
solution at q by starting from solving the moving-frame HFB
equation with the initial guess for the collective coordinate
operator Q̂(q)

Q̂(q)(0) = (1 − ε)Q̂1(q − δq) + εQ̂2(q − δq), (20)

where ε is a small number that mixes the lowest and the
second-lowest solutions of the moving-frame QRPA equations
at q − δq. These two solutions usually possess different
K-quantum numbers when the HFB mean field is axially
symmetric. Therefore this choice for the initial guess is
crucial to find a symmetry-breaking solution if the previous
moving-frame QRPA mode Q̂1(q − δq) possesses the axial
symmetry [32]. In this article, we set ε = 0.1 in numerical
calculation.

After constructing the collective path, we evaluate the three
rotational moments of inertia Ji(q). For this purpose, we solve
the following Thouless-Valatin equations at every point q on
the collective path using the moving-frame HFB state |φ(q)〉

δ 〈φ(q)| [ĤM (q), 
̂i(q)] − 1

i
J −1

i (q)Îi |φ(q)〉 = 0, (21)

〈φ(q)| [
i(q), Îi] |φ(q)〉 = i. (22)

In this way, we derive the collective Hamiltonian (7) from the
microscopic Hamiltonian Ĥ , which simultaneously describes
the large-amplitude shape vibration and the three-dimensional
rotation.
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III. REQUANTIZATION OF THE COLLECTIVE
HAMILTONIAN

Because the collective Hamiltonian (7) derived by the
ASCC method is a classical one, it is necessary to requantize
it to obtain collective wave functions describing shape mixing
and discuss experimental observables such as excitation
spectra and electromagnetic transition probabilities.

The total kinetic energy of the coupled motion of the one-
dimensional large-amplitude shape vibration and the three-
dimensional rotation is given by

T = 1

2
B−1(q)q̇2 +

3∑
i=1

1

2
Ji(q)ω2

i = 1

2

∑
m,n

Gmn(q)ȧmȧn,

(23)

where ωi are angular velocities, ȧ ≡ (q̇, ω1, ω2, ω3), and
the metric Gmn(q) = δmn[B−1(q),J1(q),J2(q),J3(q)]. The
kinetic energy term is requantized by means of the Pauli
prescription:

T̂ = −1

2

∑
mn

|G(q)|− 1
2

∂

∂am

|G(q)| 1
2 [G−1(q)]mn ∂

∂an

= −1

2

∂

∂q
B(q)

∂

∂q
− 1

4

∂|G|
∂q

B(q)

|G(q)|
∂

∂q
+

3∑
i=1

Î 2
i

2Ji(q)
,

(24)

where |G(q)| = B−1(q)J1(q)J2(q)J3(q) is the determinant of
Gmn(q). In this article, we take into account the second term
containing the derivative of |G(q)|, which was ignored in our
previous work [33]. Concerning the collective mass B−1(q),
we can set it to unity without loss of generality, because
it merely defines the scale for measuring the length of the
collective path [28]. The three components Îi of the angular
momentum operator are defined with respect to the principal
axes (1, 2, 3) ≡ (x ′, y ′, z′) associated with the moving-frame
HFB state |φ(q)〉. Care is needed when the collective path
partially runs with axially symmetric shape where the moment
of inertia about the symmetry axis vanishes. We discuss this
problem in subsection IV C with the concrete examples of the
collective path for 70Se and 72Se.

The collective Schrödinger equation is thus given

[T̂ + V (q)]
IMk(q,�) = EI,k
IMk(q,�), (25)

where 
IMk(q,�) represents the collective wave function in
the laboratory frame. It is a function of the collective coordinate
q and the three Euler angles � and specified by the total angular
momentum I , its projection M on the laboratory z axis, and
the index k distinguishing different quantum states having the
same I and M .

Using the rotational wave functionsDI
MK (�), the collective

wave functions in the laboratory frame is written as


IMk(q,�) =
I∑

K=0

�IKk(q)〈�|IMK〉, (26)

〈�|IMK〉 =
√

2I + 1

16π2(1 + δK0)

[
DI

MK (�) + (−)IDI
M−K (�)

]
,

(27)

where �IKk(q) represents the large-amplitude vibrational
motion, and the sum in Eq. (26) is restricted to even K .
Needless to say, this is a particular form in the general
framework of the Bohr and Mottelson [35].

Normalization of the vibrational part of the collective wave
functions is given by∫

dτ ′
I∑

K=0

�∗
IKk(q)�IKk′(q) = δkk′, (28)

where the volume element is

dτ = dτ ′d� =
√

|G(q)|dqd�. (29)

The boundary conditions for the collective Schrödinger
equation (25) can be specified by projecting the collective
path obtained by the ASCC method onto the (β, γ ) plane
and by using the well-known symmetry properties of the
Bohr-Mottelson collective Hamiltonian [33,35,36].

IV. SHAPE MIXING IN PROTON-RICH Se ISOTOPES

A. Model Hamiltonian and parameters

For the microscopic Hamiltonian, we use a version of
the pairing-plus-quadrupole (P+Q) force model [37,38] that
includes the quadrupole-pairing in addition to the monopole-
pairing interaction. Two major shells (Nsh = 3, 4) are con-
sidered as the active model space for neutrons and protons.
The single-particle energies are calculated using the modified
oscillator potential [39]. As in Ref. [32], the monopole-pairing
strength G

(τ )
0 and the quadrupole-particle-hole interaction

strength χ ′ for 68Se are determined such that the magnitudes
of quadrupole deformations and pairing gaps at the oblate and
prolate local minima approximately reproduce those obtained
in the Skyrme-HFB calculation by Yamagami et al. [4]. The
interaction strengths for 70,72Se are then determined from
those of 68Se, assuming a simple mass number dependence
G(τ ) ∼ A−1 and χ ′ ∼ A− 5

3 [38]. For the quadrupole-pairing
interaction strengths G

(τ )
2 , the self-consistent values proposed

by Sakamoto and Kishimoto [40] are evaluated from the
monopole pairing interaction (see Ref. [33] for details). These
values of the interaction strengths are listed in Table I.

Following the conventional treatment of the P+Q model,
we ignore the Fock term, so that, in the following, we use
the abbreviation HB (Hartree-Bogoliubov) in place of HFB.

TABLE I. Strengths of the monopole-pairing, the quadrupole
particle-hole, and the quadrupole-pairing interactions adopted in
the numerical calculation. The same monopole-pairing strength is
used for neutrons and protons, i.e., we set G0 ≡ G

(n)
0 = G

(p)
0 . For

the quadrupole-pairing interactions, the strengths multiplied by the
oscillator length biquadrate, G

′(τ )
2 ≡ G

(τ )
2 b4, are shown.

G0 (MeV) χ ′ (MeV) G
′(n)
2 (MeV) G

′(p)
2 (MeV)

68Se 0.320 0.248 0.185 0.185
70Se 0.311 0.236 0.174 0.184
72Se 0.302 0.225 0.161 0.183
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TABLE II. Calculated values for the quadrupole deformations (β, γ ), the monopole pairing gaps for neutrons and protons
[�(n)

0 , �
(p)
0 ], the potential energy V measured from the lowest minimum of the HB equilibrium states, the frequencies (ωγ , ωβ )

of the lowest two QRPA modes at the HB equilibrium states, the collective mass M for the lowest QRPA mode. The QRPA
modes with K = 0 and K = 2 are denoted β and γ , respectively, where K is the symmetry axis component of the vibrational
angular momentum. The rotational moments of inertia J about the axis perpendicular to the symmetry axis are also shown.

β γ �
(n)
0

(MeV)
�

(p)
0

(MeV)
V (MeV) ωγ (MeV) ωβ (MeV) M (MeV−1) J

(MeV−1)

68Se (ob) 0.296 60◦ 1.17 1.26 0 1.373 2.131 50.96 6.38
68Se (pro) 0.260 0◦ 1.34 1.40 0.41 0.886 1.367 34.29 4.60
70Se (ob) 0.313 60◦ 1.21 1.16 0 1.617 1.421 83.07 7.52
70Se (pro) 0.325 0◦ 1.34 1.30 0.55 1.161 1.120 47.51 6.89
72Se (ob) 0.268 60◦ 1.42 1.16 0 1.294 1.482 52.90 6.18
72Se (pro) 0.381 0◦ 1.08 1.23 0.32 1.411 1.042 72.28 10.25

The effective charges (en, ep) = (0.4e, 1.4e) are used in the
calculation of E2 transition matrix elements. In numerical
calculation of solving the ASCC equations, we use δq = 0.01.

B. Properties of the HB states and the QRPA vibrations

The static HB solution and the QRPA calculation based
on it provide the ASCC solution at q = 0. Properties of the
HB mean field and of the QRPA modes are summarized in
Table II. In all the three isotopes, we obtain two HB solutions
possessing the oblate and prolate shapes. While the magnitude
of the quadrupole deformation of the oblate HB state depends
on the neutron number rather weakly, that of the prolate HB
state significantly increases from 68Se to 72Se. This trend of
equilibrium deformation is consistent with what we expect
from the deformed shell gap in the Nilsson diagram. The oblate
HB solutions are always the lowest in energy, but the energy
difference between the oblate and prolate HB local minima are
only 0.3 ∼ 0.6 MeV.

Concerning the QRPA vibrations in 68Se, the γ vibration
is the lowest frequency mode, and the β vibration is the
second-lowest mode both at the oblate and prolate minima.
The situation is different in 70Se, where the β vibration
is the lowest mode both at the oblate and prolate minima. In
the case of 72Se, the γ vibration is the lowest mode at the

oblate minimum, while the β vibration is the lowest mode at
the prolate minimum.

It is also seen in Table II that the rotational moments
of inertia at the prolate minimum significantly increases
from 68Se to 72Se following the increase of the quadrupole
deformation β. The calculated values for 68Se and 70Se seem a
little too small, however, compared to the values experimental
data suggest. We plan to make a more detailed analysis about
this problem in the future.

C. Collective path

We have solved the ASCC equations and determined the
collective path choosing one of the HB solutions in Table II
in each nucleus and setting it as |φ(q = 0)〉. The results are
displayed in Fig. 1 where the obtained collective paths are
drawn in the (β, γ ) deformation plane.

1. 68Se

In this nucleus, the potential barrier height is about 0.5 and
0.07 MeV measured from the oblate and prolate local minima,
respectively. The oblate HB state is chosen as a starting
state for solving the ASCC equations. Though the collective
path for 68Se is already reported in the previous work [33],
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FIG. 1. (Color online) The collective paths for 68−72Se obtaind by the ASCC method. The collective path projected onto the (β, γ )
deformation plane are drawn by solid lines on the potential energy surface. The equipotential lines are drawn every 100 keV. Note that the
collective path is symmetric with respect to the reflections about the prolate (γ = 0◦) and the oblate (γ = 60◦) axes. The collective path going
along the symmetry axis eventually terminates at large β when the neutron pairing gap collapses (see the text).
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FIG. 2. Results of the ASCC calculation
for 68Se. The monopole pairing gaps �

(τ )
0 (q),

the quadrupole pairing gaps �
(τ )
20 (q) and

�
(τ )
22 (q), the collective potential V (q), the col-

lective mass M[s(q)], the rotational moments
of inertia Ji(q), the lowest two moving-
frame QRPA frequencies squared ω2(q), the
axial quadrupole deformation β(q), and the
canonical collective coordinate q are plotted
as functions of γ (q).

we summarize the character of the solution of the ASCC
equations for later convenience. The collective path starting
from the oblate HB states almost follows the triaxial potential
valley.

In Fig. 2, we see that the deformation β almost stays
constant during when the triaxial deformation γ changes from
60◦ to 0◦ along the collective path. This clearly indicates that
the triaxial degree of freedom plays much more important
role than the axial degree of freedom in 68Se. The γ

dependence of the calculated moments of inertia exhibits a
behavior similar to the irrotational moments of inertia; two of
them coincide at the axially symmetric limit while the largest
moment of inertia is about the intermediate axis.

In Fig. 2, the collective mass defined as a function of the
geometrical length ds =

√
dβ2 + β2dγ 2 in the (β, γ ) plane,

M[s(q)] = B−1(q)

[(
dβ

dq

)2

+ β2(q)

(
dγ

dq

)2
]

, (30)

is also presented. As mentioned in Sec. III, we can set
M(q) = B(q)−1 = 1 MeV−1 using the units where h̄ = 1 and
the collective variables (q, p) are nondimensional.

2. 70Se

In this nucleus, the potential barrier height is about 0.7 and
0.1 MeV measured from the oblate and prolate local minima,
respectively. The collective path is obtained starting from the
prolate HB state. The two HB local minima are connected
by the one-dimensional path. Because the QRPA mode with
the lowest frequency at the prolate shape has β-vibrational

character with K = 0, the collective path starting from the
prolate HB state goes along the axial symmetry axis in the
beginning. As seen in Figs. 1 and 3, at q 
 0.4 (β 
 0.27),
the collective path deviates from the γ = 0◦ line due to the
character change of the lowest mode from K = 0 to K = 2.
To describe such a dynamical breaking of the axial symmetry
taking place along the collective path, it is crucial to use
Eq. (20) as an initial trial for self-consistently determining
the collective coordinate operator Q̂(q). The collective path
encounters a similar avoided crossing of the moving-frame
QRPA modes at q 
 1.8 (the oblate side with β 
 0.27).
Then, the triaxial path again changes its direction and go
along the γ = 60◦ line. This kind of dynamical breaking of
the axial symmetry was previously reported in the analysis of
the collective path for 72Kr [32,33]. At the oblate side of the
collective path, the β-vibrational degrees of freedom strongly
couples with the pairing-vibrational degree of freedom of
neutrons, and it ends at a large β point where the neutron
pairing gap collapses. When approaching this point, the
collective mass diverges.

As the rotation about the symmetry axis disappear, the
moments of inertia J3(q) and J2(q) should be dropped
in the determinant |G(q)| of the metric Gmn(q) when the
collective path runs along the γ = 0◦ and γ = 60◦ lines,
respectively. To avoid discontinuity at the point where the
collective path starts to deviate from the symmetry axis, we use
|G(q)| = B−1(q)J1(q) for the whole region of the collective
path of this nucleus.

In the region of prolate shape with β > 0.34, the lowest
two QRPA modes with β and γ characters approximately
degenerate in energy and compete (see Fig. 3). In such a
situation, it may be appropriate to introduce two collective
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FIG. 3. The same as described in the caption
to Fig. 2 but for 70Se plotted as functions of
q along the collective path. The point q = 0
corresponds to the prolate local minimum, while
the oblate minimum is located at q = 2.18.
These positions are indicated by arrows with
P or O.

coordinates. In the present calculation, however, we have
solved the ASCC equations in this region assuming that the
collective path continues to go along the γ = 0◦ axis. We shall
attempt to introduce two collective coordinates in the same
framework of the ASCC method in the future.

3. 72Se

In this nucleus, the potential barrier height is about 0.5 and
0.3 MeV measured from the oblate and prolate local minima,
respectively. The collective path is determined starting from
the oblate HB state. As seen in Figs. 1 and 4, the collective
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FIG. 4. The same as described in the caption
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path directs to the triaxial region because the character of the
lowest QRPA mode at the oblate minimum is γ vibrational. At
q 
 0.2 in the triaxial region, the collective path curves due
to an interplay of the lowest two moving-frame QRPA modes.
The collective path reaches the prolate side at q 
 1.6 (β 

0.32). Then the path changes its direction to the γ = 0◦ line.
Thus, the oblate and prolate local minima are connected by a
single collective coordinate. After passing through the prolate
minimum at q 
 2.1(β 
 0.38), it continues to go along the
γ = 0◦ line and finally terminates at β 
 0.42, where the
neutron pairing gap collapses. Correspondingly, the collective
mass increases with increasing β and finally diverges.

As discussed above for 70Se, the moment of inertia
J3(q) should be dropped in the determinant |G(q)| when
the collective path runs along the γ = 0◦ line. Because the
collective path for 72Se does not run along the γ = 60◦ line at
all, we use |G(q)| = B−1(q)J1(q)J2(q) for the whole region
of the collective path of this nucleus.

D. Shape mixing, excitation spectra, quadrupole transitions,
and moments

We have calculated collective wave functions solving the
collective Schrödinger equation (25) and evaluated excitation
spectra, quadrupole transition probabilities, and spectroscopic
quadrupole moments. Below we discuss these results denoting
the eigenstates belonging to the ground and excited bands as
0+

1 , 2+
1 , 4+

1 , 6+
1 and 0+

2 , 2+
2 , 4+

2 , 6+
2 , respectively.

1. 68Se

In Fig. 5, excitation spectrum and B(E2) values calculated
for 68Se are displayed together with experimental data. It
is seen that the calculation yields two bands that exhibit
significant deviations from the regular rotational pattern. We
note, in particular, that the calculated 0+

2 state is located above
the 2+

2 state. This is consistent with the available experimental
data where the 0+

2 state has not yet been found. We see in
Fig. 6 that the vibrational wave functions of the 0+
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spectra and B(E2) values for low-lying states in 68Se. Only
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Experimental data are taken from Refs. [6,7].
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and 2+
2 states spread over the whole extent of γ from the

oblate to the prolate shapes. This result of calculation is
reasonable considering the very low potential barrier along
the triaxial collective path, as we have already seen in Fig. 2.
The unusual behavior of the excited 0+ state noted above
suggests that the low-lying states in 68Se are in an intermediate
situation between the oblate-prolate shape coexistence and the
Wilets-Jean γ -unstable model [41]. In fact, we can find a
pattern in the calculated E2-transition probabilities, which is
characteristic to the γ -unstable situation; for instance, B(E2;
6+

2 → 6+
1 ), B(E2; 4+

2 → 4+
1 ), and B(E2; 2+

2 → 2+
1 ) are much

larger than B(E2; 6+
2 → 4+

1 ), B(E2; 4+
2 → 2+

1 ), and B(E2;
2+

2 → 0+
1 ). This point will be discussed with a more general

perspective in a future publication [42]. It is quite interesting
to notice that the shape mixing becomes weak as the angular
momentum increases, and the collective wave functions of the
4+ and 6+ states tend to localize in the region near either the
oblate or the prolate shape; namely it becomes possible to
characterize the 4+ and 6+ states as oblatelike or prolatelike.

2. 70Se

Calculated and experimental excitation spectra and B(E2)
values for 70Se are displayed in Fig. 7. The excitation energies
of the ground band is well reproduced. The calculated B(E2;
2+

1 → 0+
1 ) value 390 e2 fm4 is also in reasonable agreement

with the experimental data 342 e2 fm4. The calculated E2-
transition probabilities exhibit a pattern somewhat different
from that of 68Se; for instance, we see significant cross
talks among the 2+

1 , 2+
2 , 4+

1 , and 4+
2 states. The vibrational

wave functions of the 0+
1 , 0+

2 , 2+
1 , and 2+

2 states displayed in
Fig. 8 show strong oblate-prolate shape mixings. In contrast,

014305-8



MICROSCOPIC DESCRIPTION OF OBLATE-PROLATE . . . PHYSICAL REVIEW C 80, 014305 (2009)

 0

 1

 2

 3

 4

 5

E
xc

ita
tio

n 
E

ne
rg

y 
[M

eV
]

0+

0+2+

2+

4+
4+

6+

6+

0+

2+

2+

4+
4+

6+
6+

(390)

(472)

(1179)

(18)

(426)

(61)

(639)

(188)

(126)

(21)

(561)

(405)

(632)

(342)

(370)

(530)

70Se
ASCC EXP

FIG. 7. The same as described in the caption to Fig. 5 but for
70Se. Experimental data are taken from Refs. [8,43]. A candidate of
the 0+

2 state is suggested in experiment [9] at about 2 MeV, although
it is not drawn.

the 4+
1 and 6+

1 (4+
2 and 6+

2 ) states are rather well localized
around the prolate (oblate) shape. Thus, the characteristic
cross-talk of the E2 transition strengths mentioned above
is associated with the significant change in localization
properties of the vibrational wave functions between angular
momenta 2 and 4. Experimental data for such inter- and
intraband B(E2) values will certainly serve as a very good
indicator of the shape mixing.

3. 72Se

Calculated excitation spectrum and B(E2) values for 72Se
are shown in Fig. 9 together with experimental data. It is
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FIG. 9. The same as described in the caption to Fig. 5 but for
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seen that the experimental spectrum is reproduced fairly well.
The calculated B(E2; 2+

1 → 0+
1 ) value 390 e2 fm4 is also in

good agreement with the experimental data 405 e2 fm4. We see
that the calculated interband E2 transitions, B(E2; 4+

2 → 4+
1 ),

B(E2; 4+
2 → 2+

1 ), B(E2; 2+
2 → 2+

1 ), and B(E2; 4+
1 → 2+

2 ),
are reduced from those in 70Se, except for B(E2; 0+

2 → 2+
1 ).

The vibrational wave functions are displayed in Fig. 10.
Similarly to 70Se, the 0+

1 wave function widely spreads over
the triaxial region. It takes the maximum at the oblate shape
but extends to the prolate region. The 2+

1 wave function also
extends the whole region of γ . In the ground band, the prolate
character develops with increasing angular momentum, as
clearly seen in the wave functions of the 4+

1 and 6+
1 states.

 0
 0.1
 0.2
 0.3
 0.4
 0.5

|Φ
I,K

,k
(q

)|
2

01
+ state

 0
 0.1
 0.2
 0.3
 0.4
 0.5

02
+ state

 0
 0.1
 0.2
 0.3
 0.4 21

+ state

 0
 0.1
 0.2
 0.3
 0.422

+ state

 0
 0.1
 0.2
 0.3
 0.4 41

+ state

 0
 0.1
 0.2
 0.3
 0.442

+ state

0
0.1
0.2
0.3
0.4

0 0.5 1 1.5 2 2.5 3
qO P

61
+ state

K=0
K=2
K=4
K=6

SUM

0 0.5 1 1.5 2 2.5 3
 0
 0.1
 0.2
 0.3
 0.4

qO P

62
+ state

FIG. 10. (Color online) Same as described in the caption to
Fig. 6 but for 72Se. The vibrational wave functions squared are plotted
as functions of q. The arrows indicate the positions of the oblate (O)
and the prolate (P ) minima.

014305-9



HINOHARA, NAKATSUKASA, MATSUO, AND MATSUYANAGI PHYSICAL REVIEW C 80, 014305 (2009)

Dynamical reason why the prolate character of the ground
band develop with increasing angular momentum may be
understood in terms of the competition between the potential
and kinetic energies as function of the collective coordinate q.
We find that the rotational energy term plays a particularly
important role. Because the quadrupole deformation β 

0.38 at the prolate local minimum is much larger than that
(β 
 0.27) at the oblate minimum, the moment of inertia
J 
 10.3 MeV−1 at the former is appreciably larger than J 

6.2 MeV−1 at the latter. The difference between the rotational
energies at the prolate and oblate minima is easily evaluated
to be about 0.19, 0.64, 1.35 MeV for the 2+, 4+, 6+ states,
respectively. Therefore, the prolate shape is favored to reduce
the rotational energy. As the rotational angular momentum
increases, this rotational effect becomes more important and
overcomes the small disadvantage in the potential energy. In
contrast, for the 0+ ground state where the rotational effect
is absent, the vibrational wave function takes the maximum
at the oblate minimum. For the 2+

1 state, the difference of
the rotational energies, about 0.19 MeV, is slightly smaller
than that of the potential energies, about 0.32 MeV, so its
collective wave function exhibits a transitional character from
oblatelike to prolatelike. For the excited states, the vibrational
wave functions possess the dominant bumps around the oblate
shape, exhibiting at the same time the second bumps around
the prolate shape.

4. Quadrupole moments

The spectroscopic quadrupole moments calculated for
68,70,72Se are displayed in Fig. 11. For 68Se, the 4+

1 and 6+
1

states possess positive signs indicating dominance of the oblate
character, while the 4+

2 and 6+
2 states have negative signs

indicating dominance of the prolate character. In contrast to
the 68Se case, the 4+

1 and 6+
1 states in 70Se and 72Se have

negative signs, indicating the growth of prolate character of
these states with increasing rotational angular momentum.
These results are in qualitative agreement with the HFB-based
configuration-mixing calculation reported by Ljungvall et al.
[8]. Both calculations indicate the oblate (prolate) dominance
for the ground (excited) band in 68Se while the prolate charac-
ter develops with increasing angular momentum for the ground
bands in 70Se and 72Se. For the excited bands of 70Se and
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 80
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Q
s(

I)
 [e

 fm
2 ]
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68Se(gs)
68Se(ex)
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72Se(ex)

FIG. 11. Spectroscopic quadrupole moments calculated for the
low-lying states in 68,70,72Se. The square, circle, and triangular
symbols represents those for 68Se, 70Se, and 72Se, respectively. The
filled (open) symbols denotes the ground (excited) band.

72Se, results of the configuration-mixing calculation are not
reported in Ref. [8]. Our calculation indicates the growth of
oblate character for the 4+

2 and 6+
2 states in these isotopes.

Careful interpretation is necessary when absolute values
of the calculated spectroscopic quadrupole moment are small.
In our results of calculation, small values have nothing to
do with spherical character of the states of interest; it is a
particular consequence of large-amplitude shape vibration. We
find a number of situations where the contributions from the
components of the vibrational wave function with γ > 30◦ are
largely canceled with those from γ < 30◦. Such a cancellation
is the main reason why the calculated quadrupole moments are
rather small for all the 2+

1 and 2+
2 states of interest.

5. Discussion

Before concluding, we remark on a few questions to be
examined in a future publication.

In this article, we have taken into account the function
G(q) in the volume element (29) while it was put unity in
the previous calculation [33]. Thus, we have obtained, for
instance, different ordering between the 0+

2 and 2+
2 states for

68Se from that in Ref. [33]. This indicates importance of proper
treatment of the volume element. In numerical calculations
for 70Se and 72Se, however, the volume element was treated
in an approximate way. We plan to examine the validity of
this approximation by deriving a five-dimensional quadrupole
collective Hamiltonian on the basis of the ASCC method and
make a detailed comparison of the present results with those
of the five-dimensional calculation [42].

Another question is the validity of evaluating the rotational
moment of inertia after determining the collective path.
Obviously, the assumption that the collective path does
not change due to the rotational motion will be eventually
violated with increasing angular momentum. Namely, the
present approach may be valid only for low-spin states. We
have therefore restricted our calculation to low-spin states
with angular momentum I � 6. By comparing with the five-
dimensional calculation mentioned above, we shall be able
to examine also the range of applicability of the present
approach. Alternatively, one can use the rotating mean field
when determining the collective path. Such an approach was
once tried in Refs. [25] and [45].

V. CONCLUSIONS

Using the ASCC method we have investigated the oblate-
prolate shape coexisting/mixing phenomena in proton-rich
selenium isotopes, 68,70,72Se. The collective paths connecting
the oblate and prolate HB local minima were successfully de-
termined. Requantizing the collective Hamiltonian obtained by
means of the ASCC method, we have derived the quantum col-
lective Hamiltonian that describes the large-amplitude shape
vibration along the collective path and the three-dimensional
rotational motion in a unified manner. Solving the collective
Schrödinger equation, we have calculated excitation spectra,
E2 transition probabilities and spectroscopic quadrupole
moments. It has been shown that the basic properties of the
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coexisting two rotational bands in low-lying states of these
nuclei are well reproduced.

The result of calculation clearly shows that the oblate-
prolate shape mixing becomes weak as the rotational angular
momentum increases. We have analyzed dynamical origin
of this trend and found that the rotational energy plays a
crucial role in determining the degree of localization of the
collective wave function in the (β, γ ) deformation space. The
rotational effect causing the localization of the collective wave
function may be called “rotational hindrance of shape mixing.”
To our knowledge, importance of such a dynamical effect
has not been received enough attention in connection with
the oblate-prolate shape coexistence phenomena of interest.

The rotational hindrance effect will be discussed with a more
general perspective in a future publication [42].
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From the viewpoint of oblate-prolate symmetry and its breaking, we adopt the quadru-
pole collective Hamiltonian to study the dynamics of triaxial deformation in shape coex-
istence phenomena. It accommodates the axially symmetric rotor model, the γ-unstable
model, the rigid triaxial rotor model, and an ideal situation for the oblate-prolate shape co-
existence as particular cases. Numerical solutions of this model yield a number of interesting
suggestions. (1) The relative energy of the excited 0+ state can be a signature of the poten-
tial shape along the γ direction. (2) Specific E2 transition probabilities are sensitive to the
breaking of the oblate-prolate symmetry. (3) Nuclear rotation may induce the localization
of collective wave functions in the (β, γ) deformation space.

Subject Index: 211

§1. Introduction

In recent years, experimental data suggesting the coexistence of the ground-state
rotational band with the oblate shape and the excited band with the prolate shape
have been obtained in proton-rich unstable nuclei.1)–3) Together with a variety of
shape coexistence phenomena observed in various regions of a nuclear chart,4)–7)

some of which also involve the spherical shape, these discoveries stimulate the de-
velopment of nuclear structure theory capable of describing this new class of phe-
nomena.8)–13) Recently, Hinohara et al.14),15) have carried out detailed microscopic
calculations for the oblate-prolate shape mixing by the adiabatic self-consistent col-
lective coordinate (ASCC) method.8) They suggest that the excitation spectrum of
68Se may be regarded as a case corresponding to an intermediate situation between
the well-developed oblate-prolate shape coexistence limit, where the shapes of the
two coexisting rotational bands are well localized in the (β, γ) deformation space,
and the γ-unstable limit, where a large-amplitude shape fluctuation takes place in
the γ degree of freedom. Here, β and γ are well-known dynamical variables denot-
ing the magnitude of the quadrupole deformation and the degree of axial symmetry
breaking, respectively. These calculations indicate the importance of the coupled
motion of the large-amplitude shape fluctuation in the γ degree of freedom and the
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three-dimensional rotation associated with the triaxial shape.
To discuss the oblate-prolate shape coexistence phenomena in a wider perspec-

tive including their relations to other classes of low-energy spectra of nuclei, we intro-
duce in this paper a simple phenomenological model capable of describing the coupled
motion of the large-amplitude γ-vibrational motions and the three-dimensional ro-
tational motions. We call it (1+3)D model to explicitly indicate the numbers of
vibrational (γ) and rotational (three Euler angles) degrees of freedom. This model
can be used to describe several interesting limits in a unified perspective. It includes
the axially symmetric rotor model, the γ-unstable model,16) the triaxial rigid rotor
model,17) and an ideal situation of the oblate-prolate shape coexistence. It also en-
ables us to describe intermediate situations between these different limits by varying
a few parameters. This investigation will provide a new insight concerning connec-
tions between microscopic descriptions of oblate-prolate shape mixing and various
macroscopic pictures on low-energy spectra in terms of phenomenological models. It
is intended to be complementary to the microscopic approach we are developing on
the basis of the ASCC method.

The (1+3)D model is introduced on the basis of the well-known five-dimensional
(5D) quadrupole collective Hamiltonian18) by fixing the axial deformation parameter
β. Simple functional forms are assumed for the collective potential and the collec-
tive mass (inertial function) with respect to the triaxial deformation γ. We analyze
the properties of excitation spectra, quadrupole moments, and transition probabil-
ities from the viewpoint of oblate-prolate symmetry and its breaking, varying a few
parameters characterizing the collective potential and collective mass. Specifically,
we investigate the sensitivity of these properties to 1) the barrier height between
the oblate and prolate local minima in the collective potential, 2) the asymmetry
parameter that controls the degree of oblate-prolate symmetry breaking in the collec-
tive potential, and 3) the mass-asymmetry parameter introducing the oblate-prolate
asymmetry in the vibrational and rotational collective mass functions. The dynam-
ical mechanism determining the localization and delocalization of collective wave
functions in the deformation space is investigated. We find a number of interesting
features that have received little attention to date: 1) the unique behavior of the
excited 0+ state as a function of the barrier-height parameter, 2) specific E2 tran-
sition probabilities sensitive to the degree of oblate-prolate symmetry breaking, and
3) the rotation-assisted localization of collective wave functions in the deformation
space. We also examine the validity of the (1+3)D model by taking into account
the β degree of freedom, i.e., by solving the collective Schrödinger equation for a 5D
quadrupole collective Hamiltonian that simulates the situation under consideration.

In this paper, therefore, we intend to clarify the role of the β-γ dependence of the
collective mass. Since the original papers by Bohr and Mottelson,19),20) the collec-
tive Schrödinger equation with the 5D quadrupole collective Hamiltonian18) has been
widely used as the basic framework to investigate low-frequency quadrupole modes
of excitation in nuclei. The collective potential and collective masses appearing in
the Hamiltonian have been introduced either phenomenologically21)–24) or through
microscopic calculations.25)–29),31)–35) In recent years, powerful algebraic methods of
solving the collective Schrödinger equation have been developed36),37) and analytical
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solutions have been found38)–42) for some special forms of the collective potential
(see the recent review43) for an extensive list of references). However, all collective
masses are assumed to be equal and a constant in these papers.38)–42) It should be
emphasized that this approximation is justified only for harmonic vibrations about
the spherical shape. The collective masses express inertia of vibrational and rota-
tional motions, so that they play crucial roles in determining the collective dynamics.
In general, they are coordinate-dependent, i.e., functions of β and γ. In fact, various
microscopic calculations for the collective masses indicate their significant variations
as functions of β and γ.28),29),31)–35),44)–48) In phenomenological analysis of experi-
mental data, for instance, Jolos and Brentano49) have shown that it is necessary to
use different collective masses for the rotational and β- and γ-vibrational modes to
describe interband E2 transitions in prolately deformed nuclei.

This paper is organized as follows. After recapitulating the 5D quadrupole
collective Hamiltonian and the collective Schrödinger equation in §2, we introduce
in §3 the (1+3)D model of triaxial deformation dynamics. In §4, using the (1+3)D
model, we first discuss the properties of excitation spectra for the collective potentials
possessing oblate-prolate symmetry. We then investigate how they change when this
symmetry is broken in the collective potential and/or in the collective mass. In §5,
we examine the validity of the (1+3)D model by introducing β-γ coupling effects
on the basis of the 5D quadrupole collective Hamiltonian. Concluding remarks are
given in §6.

§2. Five-dimensional quadrupole collective Hamiltonian

We start with the 5D quadrupole collective Hamiltonian involving five collective
coordinates, i.e., two deformation variables (β, γ) and three Euler angles:

H = Tvib + Trot + V (β, γ), (2.1)

Tvib =
1
2
Dββ(β, γ)β̇2 + Dβγ(β, γ)β̇γ̇ +

1
2
Dγγ(β, γ)γ̇2, (2.2)

Trot =
3∑

k=1

1
2
Jk(β, γ)ω2

k. (2.3)

Here, the collective potential V (β, γ) is a function of two deformation coordinates,
β and γ, which represent the magnitudes of quadrupole deformation and triaxiality,
respectively. It must be a scalar under rotation, so that it can be written as a
function of β2 and β3 cos 3γ.18) As is well known, one can restrict the range of γ to
be 0◦ ≤ γ ≤ 60◦ by virtue of the transformation properties between different choices
of the principal axes. The first term Tvib in Eq. (2.1) represents the kinetic energies
of shape vibrations; it is a function of β and γ as well as their time derivatives β̇ and
γ̇. The second term Trot represents the rotational energy written in terms of three
angular velocities ωk, which are related to the time derivatives of the Euler angles.
The three moments of inertia can be written as

Jk(β, γ) = 4β2Dk(β, γ) sin2 γk, (2.4)



132 K. Sato, N. Hinohara, T. Nakatsukasa, M. Matsuo and K. Matsuyanagi

with respect to the principal axes (k = 1−3), where γk = γ−(2πk)/3. In this paper,
we adopt Bohr and Mottelson’s notation18) for the six collective mass functions,
Dββ, Dβγ , Dγγ , D1, D2, and D3. They must fulfill the following conditions,

D1(β, γ = 0◦) = D2(β, γ = 0◦), (2.5)

D3(β, γ = 0◦) = Dγγ(β, γ = 0◦)β−2, (2.6)
D1(β, γ = 60◦) = D3(β, γ = 60◦), (2.7)

D2(β, γ = 60◦) = Dγγ(β, γ = 60◦)β−2, (2.8)

in the prolate (γ = 0◦) and oblate (γ = 60◦) axially symmetric limits.27)

The classical collective Hamiltonian (2.1) is quantized according to the Pauli
prescription. Then, the explicit expressions for the vibrational and rotational kinetic
energies are given by26)

T̂vib =
−�

2

2
√

WR

{
1
β4

[
∂β

(
β2

√
R

W
Dγγ∂β

)
− ∂β

(
β2

√
R

W
Dβγ∂γ

)]

+
1

β2 sin 3γ

[
−∂γ

(√
R

W
sin 3γDβγ∂β

)
+ ∂γ

(√
R

W
sin 3γDββ∂γ

)]}
(2.9)

and

T̂rot =
3∑

k=1

Î2
k

2Jk(β, γ)
, (2.10)

respectively, where W and R are the abbreviations of

W (β, γ) = β−2
[
Dββ(β, γ)Dγγ(β, γ) − D2

βγ(β, γ)
]
, (2.11)

R(β, γ) = D1(β, γ)D2(β, γ)D3(β, γ), (2.12)

and Îk denotes the angular momentum operators with respect to the principal-axis
frame associated with a rotating deformed nucleus (the body-fixed PA frame).

The collective Schrödinger equation is written as

[T̂vib + T̂rot + V (β, γ)]ΨIMα(β, γ, Ω) = EI,αΨIMα(β, γ, Ω), (2.13)

where the collective wave function ΨIMα(β, γ, Ω) is specified by the total angular
momentum I, its projection M onto the z-axis in the laboratory frame, and α dis-
tinguishing eigenstates possessing the same values of I and M . In Eq. (2.13), Ω
denotes a set of the three Euler angles, which are here dynamical variables describ-
ing the directions of the body-fixed PA frame with respect to the laboratory frame.
By using the rotational wave functions DI

MK(Ω), the orthonormalized collective wave
functions in the laboratory frame can be written as

ΨIMα(β, γ, Ω) =
∑
K

ΦIKα(β, γ)〈Ω|IMK〉, (2.14)
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where

〈Ω|IMK〉 =

√
2I + 1

16π2(1 + δK0)
(DI

MK(Ω) + (−)IDI
M−K(Ω)

)
. (2.15)

The functions ΦIKα(β, γ) are vibrational wave functions orthonormalized by∫
dτ ′∑

K

Φ∗
IKα(β, γ)ΦIKα′(β, γ) = δαα′ (2.16)

with the intrinsic volume element

dτ ′ = 2β4
√

W (β, γ)R(β, γ) sin 3γdβdγ. (2.17)

In Eqs. (2.14) and (2.16), the sum is taken over even values of K from 0 to I for even
I (from 2 to I − 1 for odd I). Detailed discussions on the symmetries and boundary
conditions in the vibrational wave functions ΦIKα(β, γ) are given, e.g., in Ref. 27).

§3. Reduction to the (1+3)-dimensional collective Hamiltonian

For the reason mentioned in §1, we are particularly interested in triaxial defor-
mation dynamics. To concentrate on the γ degree of freedom, we introduce a simple
(1+3)D model involving only one vibrational coordinate γ and three rotational co-
ordinates. This is done by freezing the β degree of freedom in the 5D quadrupole
collective Hamiltonian (2.1) as explained below.

The collective potential of this model takes a very simple form:

V (γ) = V0 sin2 3γ + V1 cos 3γ. (3.1)

This form is readily obtained by retaining up to the second order with respect to
β3 cos 3γ and fixing β at a constant value in an expansion of V (β, γ) in powers of β2

and β3 cos 3γ.50) When V1 = 0, the collective potential is symmetric about γ = 30◦
with respect to the transformation γ → 60◦−γ. For brevity, let us call this symmetry
and transformation OP (oblate-prolate) symmetry and OP inversion, respectively.
For positive V0, two degenerate minima appear at the oblate (γ = 60◦) and prolate
(γ = 0◦) shapes, and they are separated by a barrier that takes the maximum at
γ = 30◦. We therefore call V0 the barrier-height parameter. On the other hand, the
maximally triaxial shape at γ = 30◦ becomes the minimum for negative V0, and it
becomes deeper as |V0| increases. When V1 �= 0, the OP symmetry is broken, and
the oblate (prolate) shape becomes the minimum for a combination of positive V0

and positive (negative) V1. We call V1 the asymmetry parameter after its controlling
the magnitude of the OP symmetry breaking. Thus, by varying the two parameters
V0 and V1, we can see how the excitation spectrum depends on the barrier height
and symmetry breaking between the two local minima in the collective potential.

We present in Fig. 1 some examples of the collective potential V (γ) that seem to
be relevant to a variety of oblate-prolate shape coexistence phenomena. In this figure,
we can clearly see how the asymmetry between the oblate and prolate minima grows
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Fig. 1. The collective potentials V (γ) defined by Eq. (2.4) are plotted for the V0 > 0 case with

solid, dash-dotted, and dashed lines as functions of γ for V1/V0 = 0.0, 0.5, and 1.0, respectively.

as a function of V1 and how the barrier height measured from the second minimum
sensitively depends on the ratio of V1 to V0.

The vibrational kinetic energy term reduces, in the (1+3)D model Hamiltonian,
to the following form:

T̂vib =
−�

2

2
√

Dγγ(β0, γ)R(β0, γ)
1

sin 3γ
∂γ

(√
R(β0, γ)

Dγγ(β0, γ)
sin 3γ∂γ

)
. (3.2)

We parametrize the collective mass functions as

Dγγ(γ) ≡ Dγγ(β0, γ) = Dβ2
0(1 + ε cos 3γ), (3.3)

Dk(γ) ≡ Dk(β0, γ) = D(1 + ε cos γk). (3.4)

These are the most simple forms involving only one parameter ε that controls the
degree of OP symmetry breaking in these four mass functions under the requirement
that they should fulfill the conditions (2.5)–(2.8). We call ε the mass-asymmetry
parameter. These functional forms are obtainable also by taking the lowest-order
term that brings about the OP symmetry breaking in the expressions of the collective
mass functions microscopically derived by Yamada48) by the SCC method.51) In this
paper, we use β2

0 = 0.1 and D = 50 MeV−1, which roughly simulate the values
obtained in the microscopic ASCC calculation.14),15)

We solve the collective Schrödinger equation (2.13) replacing V (β, γ), T̂vib, and
Jk(β, γ) in T̂rot by Eqs. (3.1), (3.2), and Jk(β0, γ), respectively, with Eqs. (3.3), and
(3.4). Accordingly, the collective wave function is denoted ΨIMα(γ, Ω). Note that
the sign change V1 → −V1 corresponds to the OP inversion. One can then easily
confirm that the OP inversion is equivalent to the simultaneous sign change of the
parameters, (ε,±V1) → (−ε,∓V1), in the (1+3)D model Hamiltonian. Therefore, it
is enough to study only the case of positive ε.

Figure 2(a) shows, for an example of ε = 0.5, how the collective mass functions
Dγγ and Dk behave as functions of γ. Figure 2(b) indicates the degree of oblate-
prolate asymmetry in the moments of inertia Jk(γ) brought about by the terms



Triaxial Deformation Dynamics 135

(a) Mass Parameters (b) Moments of Inertia

Fig. 2. (a) The vibrational and rotational collective mass functions Dγγ(γ) and Dk(γ), defined by

Eqs. (2.2) and (2.3), are plotted as functions of γ for the mass-asymmetry parameter ε = 0.5.

(b) Three rotational moments of inertia Jk(β, γ) with k =1, 2, and 3, defined by Eqs. (2.4) and

(3.4), are plotted with solid lines as functions of γ for the mass-asymmetry parameter ε = 0.5.

The magnitude of the quadrupole deformation β is fixed at β2 = 0.1. For comparison, the

moments of inertia for the ε = 0 case are also plotted with dashed lines.

involving ε. From these figures we can anticipate that, for positive (negative) ε and
under the parameterizations of Eqs. (3.3) and (3.4), the rotational energy favors the
oblate (prolate) shape, whereas the vibrational energy prefers the prolate (oblate)
shape.

§4. Triaxial deformation dynamics

We have built a new computer code to solve the collective Schrödinger equa-
tion (2.13) for general 5D quadrupole collective Hamiltonian as well as its reduced
version for the (1+3)D model. A numerical algorithm similar to that of Kumar
and Baranger27) is adopted in this code, except that we discretize the (β, γ) plane
using meshes in the β and γ directions in place of their triangular mesh. Numer-
ical accuracy and convergence were checked by comparing our numerical results
with analytical solutions in the spherical harmonic vibration limit, in the so-called
square-well-type β dependence limit and in the γ-unstable model.16) In the following,
we discuss how the solutions of the collective Schrödinger equation depend on the
barrier-height parameter V0, the asymmetry parameter V1, and the mass-asymmetry
parameter ε. We use the adjectives yrast and yrare for the lowest and second-lowest
states for a given angular momentum I, respectively, and distinguish the two by
suffix as I1 and I2.
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4.1. Excitation spectra in the presence of OP symmetry

Let us first discuss the situation where V1 = 0 and ε = 0. In this case, both
the collective potential and collective mass functions are symmetric about γ = 30◦,
so that the (1+3)D model Hamiltonian possesses OP symmetry. Furthermore, the
collective mass parameter D and β0 enter the collective Schrödinger equation only in
the form of the overall factor (2Dβ2

0)
−1 in the kinetic energy terms. Hence, only the

ratio of the barrier-height parameter V0 to this factor is important to determine the
collective dynamics. In the particular case of V0 = 0, i.e., V (γ) = 0, which is well
known as the Wilets-Jean γ-unstable model,16) the excitation spectra are completely
scaled by this factor.

In Fig. 3, we show the excitation spectra for the case of V1 = 0 and ε = 0 as
functions of V0. Here, the excitation energies are normalized by the excitation energy
of the first excited 0+ state (denoted 0+

2 ) at V0 = 0, E(0+
2 ) (which is 1.8 MeV for

Fig. 3. In the upper panel (a), the dependence of excitation spectrum on the parameter V0 is

displayed. Excitation energies as well as V0 values are normalized by the excitation energy

E(0+
2 ) of the second (the first excited) 0+ state for V (γ) = 0. In the lower panels (b), (c), and

(d), the potentials V (γ) and the ground 0+ state energies E(0+
1 ) are illustrated for three different

values of V0/E(0+
2 ) = −5.0, 0.0, and 5.0, respectively. Note that E(0+

1 ) = 0 for V0 = 0. Because

the collective potential V (γ) is a periodic function of 60◦ in γ, only the region 0◦ ≤ γ ≤ 60◦ is

drawn with a solid line in (d).
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β2
0 = 0.1 and D = 50 MeV−1 adopted in this calculation). Accordingly, this figure is

valid for any value of (2Dβ2
0)−1 by virtue of the scaling property mentioned above.

In the lower panels of this figure, the collective potentials V (γ) and the ground
0+ state energies E(0+

1 ) are illustrated for three typical situations: 1) a triaxially
deformed case where a deep minimum appears at the triaxial shape with γ = 30◦,
2) the γ-unstable case, where the collective potential is flat with respect to γ, and
3) an extreme case of shape coexistence where the oblate and prolate minima are
exactly degenerate in energy. (Strictly, shape coexistence does not appear in a case
where the two minima are exactly degenerate as we shall see in Fig. 9.) Note that the
collective potential V (γ) is a periodic function of 60◦ in γ. Therefore, it is indicated
by the solid line only in the region 0◦ ≤ γ ≤ 60◦.

In the positive-V0 side of this figure, it is clearly seen that a doublet structure
emerges when the barrier-height parameter V0 becomes very large. In other words,
approximately degenerate pairs of eigenstates appear for every angular momentum
when V0/E(0+

2 ) 
 1. This is nothing but the doublet pattern known well in the
problems of double-well potential.52) In the present case, this doublet structure is
associated with the OP symmetry. Furthermore, one immediately notices a very
unique behavior of the 0+

2 state. When the barrier-height parameter V0 decreases
(from the limiting situation mentioned above), its energy rises more rapidly than
those of the yrare 2+

2 , 4+
2 , and 6+

2 states. Thus, a level crossing of the 0+
2 and 2+

2

states takes place at V0/E(0+
2 ) � 3. When V0 further decreases and approaches zero,

the excitation energy of the 0+
2 state approaches those of the 4+

2 and 6+
1 states. In

the γ-unstable limit of V0 = 0, they are degenerate.
In the negative-V0 side, the excitation energies of the 3+

1 and 5+
1 states markedly

decrease as V0 decreases, and the excitation spectrum characteristic of the Davydov-
Filippov rigid triaxial rotor model17) appears when the triaxial minimum becomes
very deep, i.e., when V0/E(0+

2 ) � −1.

4.2. Breaking of the OP symmetry in the collective potential

Next, let us investigate effects of the OP-symmetry-breaking term V1 cos 3γ in
the collective potential V (γ). The effects are manifestly seen for the case of ε = 0
and V0 = 0. We present in Fig. 4 the excitation spectrum for this case as a function
of the asymmetry parameter V1. For V1 = 0, the spectrum exhibits the degeneracy
characteristic of the γ-unstable model:16) e.g., the 0+

2 , 3+
1 , 4+

2 , and 6+
1 states are

degenerate. With increasing magnitude of V1, such degeneracies are lifted and the
yrare 0+

2 , 2+
2 , 4+

2 , and 6+
2 states as well as the odd angular momentum 3+

1 and 5+
1

states increase in energy. As a consequence, the well-known ground-state rotational
band spectrum appears for sufficiently large values of |V1|. For instance, we can see in
Fig. 4 that, as V1 increases, the ratio of the yrast 2+

1 and 4+
1 energies, E(4+

1 )/E(2+
1 ),

increases from 2.5 at V1 = 0, which is the value peculiar to the γ-unstable model,
to 3.3 for sufficiently large V1. This figure perfectly demonstrates the fact that the
breaking of spherical symmetry is insufficient for the appearance of regular rotational
spectra even if the magnitude of quadrupole deformation is considerably large: we
also need an appreciable amount of the OP symmetry breaking. We also note that
the spectrum does not depend on the sign of V1. This is because, for ε = 0, both the
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Fig. 4. Dependence of excitation spectrum on the asymmetry parameter V1 is displayed for the

case of V0 = 0.

vibrational and rotational kinetic energy terms in the (1+3)D collective Hamiltonian
possess the symmetry under the OP inversion. In short, the inversion V1 → −V1

merely interchanges the roles of the oblate and prolate shapes.
Let us proceed to more general situations where ε = 0 but both V0 and V1 are

nonzero. Three typical situations are illustrated in Fig. 5. In this figure, the collec-
tive potentials and energy spectra are drawn for three different sets of parameters,
(V0, V1) = (−2, 1), (1, 0.5), and (10, 1) MeV. Panel (a) simulates a situation where
the minimum of the collective potential occurs at a triaxial shape but it is rather
shallow, so that the potential pocket accommodates only the ground 0+ state and
the first excited 2+ state. Panel (b) simulates the situation encountered in the mi-
croscopic ASCC calculation,14),15) where two local minima appear both at the oblate
and prolate shapes but the barrier between them is so low that strong shape mixing
may take place. Panel (c) illustrates an ideal situation for shape coexistence, where
the barrier between the oblate and prolate minima is so high that two rotational
bands associated with them retain their identities.

For three typical situations illustrated in Fig. 5, we examine the sensitivity of
excitation spectra to the asymmetry parameter V1. This is done in Fig. 6. (Panels
(a), (b), and (c) show the excitation spectra as functions of V1 for V0 = −2, 1, and
10 MeV, respectively.) We see that the dependence on V1 is rather weak in cases (a)
and (b). In contrast, the effect of the V1 term is extremely strong in case (c): the
approximate doublet structure at V0 = 0 is quickly broken as soon as the V1 term
is switched on, and the excitation energies of the yrare partners (0+

2 , 2+
2 , 4+

2 , 6+
2 )

markedly increase as V1 increases. Quantitatively, the energy splittings between the
yrast and yrare states with the same angular momenta are proportional to V 2

1 for
V1 � 0.2 MeV and then increase almost linearly in the region of V1 � 0.2 MeV.
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(a) V0 = −2.0 MeV, V1 = 1.0 MeV (c) V0 = 10.0 MeV, V1 = 1.0 MeV

(b) V0 = 1.0 MeV, V1 = 0.5 MeV

Fig. 5. The collective potentials V (γ) and eigenenergies are displayed in panels (a), (b), and (c)

for (V0, V1) = (−2.0,−1.0), (1.0, 0.5), and (10.0, 1.0) MeV, respectively.

The quadratic dependence on V1 in the small-V1 region can be understood as the
second-order perturbation effects in the double-well problem. In this case, what is
important is not the absolute magnitude of V1 but its ratio to the energy splitting due
to the quantum tunneling through the potential barrier between the two minima.
The structure of the collective wave functions is markedly changed by the small
perturbation. Indeed, for V1 � 0.2 MeV, they are already well localized in one of
the potential pockets, as we shall discuss below in connection with Fig. 9. Once the
collective wave functions are well localized, the energy shifts are mainly determined
by the diagonal matrix elements of the V1 term (with respect to the localized wave
functions), leading to the almost linear dependence on V1.

The effects of the V1 term are observed more clearly in the collective wave func-
tions. Figures 7, 8, and 9 show the collective wave functions squared

∑
K |ΦIKα(γ)|2

of the yrast and yrare states for V0 = −2, 1, and 10 MeV, which respectively corre-
spond to the potentials in panels (a), (b), and (c) of Fig. 5. In Figs. 7 and 8, one
sees that the localization (with respect to the γ coordinate) of the collective wave
functions of the yrast states grows as V1 increases, while that of the yrare states
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(a) V0 = −2.0 MeV (c) V0 = 10.0 MeV

(b) V0 = 1.0 MeV

Fig. 6. Dependence of excitation spectrum on the asymmetry parameter V1 is displayed for V0 =

−2.0 (panel a), 1.0 (panel b), and 10.0 MeV (panel c).

are insensitive to V1. This can be easily understood by considering that the kinetic-
energy effects tend to dominate over the potential-energy effects with the increase in
the excitation energies. It is interesting to note that in Fig. 8, although the yrast 4+

1

state is situated above the potential barrier, its wave function is well localized around
the oblate minimum. Concerning the yrare 4+

2 state, although its wave function has
the maximum at the prolate shape due to the orthogonality to the 4+

1 state, it is
considerably extended over the entire region of γ. For the reason mentioned above,
the effects of the V1 term on the localization properties of the yrare states are much
weaker than those of the yrast states.

In Fig. 9, we see considerable effects of the V1 term. At V1 = 0, the wave functions
squared are symmetric about γ = 30◦. This symmetry is immediately broken after
the V1 term is switched on: the wave functions of the yrast states rapidly localize
around the potential minimum even if the energy difference between the two local
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Fig. 7. Collective wave functions squared
∑

K |ΦIKα(γ)|2 of the yrast and yrare states for the

collective potentials V (γ) with V1 = 0.0, 1.0, and 2.0 MeV. The barrier-height parameter V0 is

fixed at −2.0 MeV.

Fig. 8. The same as Fig. 7 but for V0 = 1.0 and V1 =0.0, 0.5, and 1.0 MeV.

minima is very small. In striking contrast to the situation presented in Fig. 8, the
wave functions of the yrare states also localize about the second minimum of the
potential. We confirmed that V1 of 0.2 MeV is sufficient to bring about such strong
localization. As pointed out above in connection with the double-well problem, this
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Fig. 9. The same as Fig. 7 but for V0 = 10.0 and V1 =0.0, 0.2, and 1.0 MeV.

Fig. 10. Dependence on the asymmetry parameter V1 of selected E2 branching ratios that vanish

in the oblate-prolate symmetric limit V1 = 0. The barrier-height parameter V0 is fixed at −2.0

MeV.

value of V1 is small but comparable to the energy splittings. Thus, one can regard
Fig. 9 as a very good example demonstrating that even a small symmetry breaking in
the collective potential can cause a marked change in the properties of the collective
wave function, provided that the barrier is sufficiently high.

In the remaining part of this subsection, we discuss how the V1 term affects
the properties of electric quadrupole (E2) transitions and moments. In Fig. 10, the
B(E2) ratios that vanish in the V1 = 0 limit are plotted as functions of V1 for the
V0 = −2.0 MeV case corresponding to Figs. 5(a), 6(a), and 7. The vanishing of these
ratios is well known as one of the signatures of the triaxial shape with γ = 30◦ in
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(a) V0 = 1.0 MeV (b) V0 = 10.0 MeV

Fig. 11. Dependence on the asymmetry parameter V1 of the branching ratios B(E2; Iyrare → Iyrast)/

B(E2; Iyrare → (I − 2)yrare). Here, Iyrast and Iyrare denote the yrast and yrare states having

the same values of angular momenta I, while (I − 2)yrare denotes the yrare states with angular

momentum I −2. The left and right panels show the results of calculation for V0 = 1.0 and 10.0

MeV, respectively.

the rigid triaxial rotor model.17) It should be emphasized, however, that this is in
fact a consequence of OP symmetry: these E2 transitions vanish owing to the exact
cancellation between the contribution from the prolate side (0◦ ≤ γ < 30◦) and that
from the oblate side (30◦ < γ ≤ 60◦). Therefore, the localization around γ = 30◦
is not a necessary condition. In fact, these ratios vanish also in the γ-unstable
model.16) As anticipated, we see in Fig. 10 that these ratios increase as the collective
potential becomes more asymmetric with respect to the oblate and prolate shapes. In
particular, the significant increases in the ratios, B(E2; 4+

2 → 3+
1 )/B(E2; 4+

2 → 4+
1 )

and B(E2; 6+
2 → 5+

1 )/B(E2; 6+
2 → 6+

1 ), are remarkable. This may be interpreted
as an incipient trend that the sequence of states (2+

2 , 3+
1 , 4+

2 , 5+
1 , and 6+

2 ) forms a
γ-vibrational bandlike structure about the axially symmetric shape (oblate in this
case) when V1 becomes very large.

In Fig. 11, the ratios B(E2; Iyrare → Iyrast)/ B(E2; Iyrare → (I − 2)yrare) are
plotted as functions of V1 for the two cases of V0 = 1.0 and 10.0 MeV. The V0 = 1.0
case corresponds to Figs. 5(b), 6(b), and 8, while the V0 = 10.0 case corresponds to
Figs. 5(c), 6(c), and 9. Here, the numerator denotes B(E2) values for ΔI = 0, E2
transitions from the yrare to the yrast states with the same angular momenta I,
while the denominator indicates ΔI = −2, E2 transitions between the yrare states.
One immediately notices a sharp contrast between the two cases: when the barrier
between the oblate and prolate local minima is very low (V0 = 1.0 MeV), these values
are sizable even at V1 = 1.0 MeV, although they gradually decrease with increasing
V1. In contrast, when the barrier is very high (V0 = 10.0 MeV), they quickly decrease
once the OP-symmetry-breaking term is turned on. The reason why the interband
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(a) V0 = 1.0 MeV (b) V0 = 10.0 MeV

Fig. 12. Dependence of the spectroscopic quadrupole moments on the asymmetry parameter V1,

calculated for V0 = 1.0 MeV (left panel) and V0 = 10.0 MeV (right panel). Their values are

plotted in units of the intrinsic quadrupole moment, eQ0 = 3e/
√

5πZR2
0β0.

E2 transitions almost vanish is apparent from Fig. 9; the collective wave functions
of the yrast and yrare states are well localized around the oblate and prolate shapes,
respectively.

One can further confirm the same point by looking at the spectroscopic
quadrupole moments displayed in Fig. 12 in a way parallel to Fig. 11. They van-
ish in the presence of the OP symmetry owing to the exact cancellation between the
contributions from the oblate and prolate sides. In Fig. 12(a) for the low barrier case
(V0 = 1.0 MeV), the quadrupole moments of both the yrast and yrare states first
increase after the V1 term is switched on, but those for the yrare states eventually
saturate. This trend is obvious especially for the 4+

2 and 6+
2 states. These results are

easily understandable from the properties of their wave functions displayed in Fig. 8.
That is, while the localization in the yrast states develops with increasing V1, the
wave functions of the yrare states widely extend over the entire region of γ, and the
effects of the V1 term are rather weak. In contrast, Fig. 12(b) for the high barrier
case (V0 = 10.0 MeV) demonstrates that both the yrast and yrare states quickly
acquire quadrupole moments as soon as the V1 term is switched on. This is a direct
consequence of the wave function localization displayed in Fig. 9. Note again that
the sign change, V1 ↔ −V1, corresponds to the OP inversion.

When V0 is large and V1 is small, just as in the above case, the yrast and yrare
states can be grouped, in a very good approximation, into two rotational bands:
one associated with the oblate shape and the other with the prolate shape. This
is an ideal situation for the emergence of an oblate-prolate shape coexistence phe-
nomenon. According to the realistic HFB calculations for the collective potential,53)

however, it seems hard to obtain such a large value of V0. Therefore, for the shape
coexistence phenomena we need to take into account dynamical effects going beyond
the consideration on the collective potential energies. We shall discuss this point in



Triaxial Deformation Dynamics 145

Fig. 13. Dependence on angular momentum of the collective wave functions calculated for the mass-

asymmetry parameter ε = 0.5 and the collective potential V (γ) with V0 = 1.0 and V1 = 0.5

MeV. The left and right panels show the results of calculation for the yrast and yrare states,

respectively.

the succeeding subsection.

4.3. Breaking of OP symmetry in the collective mass

We examine dynamical effects on the localization properties of the collective
wave functions. As mentioned in §1, we are particularly interested in understanding
the nature of the shape coexistence phenomena observed in nuclei for which approxi-
mately degenerate oblate and prolate local minima and a rather low barrier between
them are suggested from the microscopic potential energy calculations.14),15),53) In
the following, we therefore focus our discussion on the case of the collective potential
with a low barrier (V0 = 1.0) and weak OP asymmetry (V1 = 0.5) represented in
Fig. 5(b). We shall investigate how the results discussed in the previous subsections
for the ε = 0 case, where the collective mass Dγγ(γ), Dk(γ) and the rotational mo-
ments of inertia Jk(γ) are symmetric functions about γ = 30◦, are modified when
the mass-asymmetry parameter ε becomes nonzero.

In Fig. 13, the collective wave functions squared
∑

K |ΦIKα(γ)|2 calculated for
ε = 0.5 are displayed. It is clearly seen that, for the yrast states, the localization
around the oblate shape (γ = 60◦) develops with the increase in the angular mo-
mentum. The reason is easily understood: for positive ε, the rotational moments
of inertia perpendicular to the oblate symmetry axis (2nd axis), J1(γ = 60◦) and
J3(γ = 60◦), are larger than those perpendicular to the prolate symmetry axis (3rd
axis), J1(γ = 0◦) and J2(γ = 0◦), as shown in Fig. 2(b). Therefore, the rotational
energy for a given angular momentum decreases by increasing the probability of
existence around the oblate shape. Since the rotational energy dominates over the
vibrational and potential energies, the localization is enhanced for higher angular
momentum states. We call this type of dynamical effect rotation-assisted localiza-
tion. On the other hand, the wave functions of the yrare states exhibit a two-peak
structure: the first peak at the prolate shape (γ = 0◦) and the second at the oblate
shape(γ = 60◦) except in the 2+

2 state. One might naively expect that the yrare
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Fig. 14. Dependence on the mass-asymmetry parameter ε of the ratios B(E2; Iyrare →
Iyrast)/B(E2; Iyrare → (I − 2)yrare), calculated for V0 = 1.0 and V1 = 0.5 MeV. Here, Iyrast

and Iyrare denote the yrast and yrare states having the same values of angular momenta I, while

(I − 2)yrare denotes the yrare states with angular momentum I − 2.

Fig. 15. Dependence of the quadrupole moments on the mass-asymmetry parameter ε, calculated

for V0 = 1.0 and V0 = 0.5 MeV. The left and right panels show the results of calculation for the

yrast and yrare states, respectively.

states would localize about the prolate shape because of the orthogonality require-
ment to the yrast states. However, the second peak is formed around the oblate
shape to save the rotational energy while keeping the orthogonality condition.

Owing to the two-peak structure of the yrare wave functions mentioned above,
the ratios of B(E2) values from an yrare state to an yrast state to those between the
yrare states remain rather large for a wide region of the mass-asymmetry parameter
ε. This is shown in Fig. 14.

Despite the two-peak structure of the yrare wave functions, we can find a feature
of shape coexistence in the spectroscopic quadrupole moments Q, which are shown
in Fig. 15 as functions of ε. Let us first concentrate on the ε > 0 part of this figure.
We see that the Q values of the yrast states are positive, indicating their oblatelike
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(a) 2+
1 (b) 2+

2

(c) 8+
1 (d) 8+

2

Fig. 16. Dependence of the collective wave functions on the mass-asymmetry parameter ε, calcu-

lated for V0 = 1.0 and V1 = 0.5 MeV. The upper-left and upper-right panels show the results

of calculation for the yrast and yrare states with Iπ = 2+, while the lower-left and lower-right

panels show those for the yrast and yrare states with Iπ = 8+.

character, while the yrare states have negative Q, indicating their prolatelike char-
acter. This can be regarded as a feature of the shape coexistence. Furthermore, it is
seen that the absolute magnitude of Q increases as ε increases, except the 8+

2 state.
As discussed above in connection with Fig. 13, for positive ε, the oblate shape is fa-
vored to lower the rotational energy. Consequently, with ε increasing, the collective
wave functions in the yrast band tend to localize around the oblate shape more and
more and those of the yrare states localize around the prolate shape because of the
orthogonality if the angular momentum is not so high.

It is also noticeable that the absolute magnitude of Q in the yrare band decreases
with increasing angular momentum. This is because the cancellation mechanism
between the contributions from the oblatelike and prolatelike regions of the collective
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Table I. Expectation values of the vibrational and rotational energies in units of MeV for the

2+
1 , 2+

2 , 8+
1 , and 8+

2 states. The results for ε = 0.0 and 0.5 are shown.

2+
1 2+

2 8+
1 8+

2

ε = 0.0 〈T̂vib〉 0.23 0.42 0.35 1.09

〈T̂rot〉 0.29 0.55 2.56 2.87

ε = 0.5 〈T̂vib〉 0.20 0.51 0.49 1.03

〈T̂rot〉 0.24 0.60 2.40 3.18

wave function works more strongly as the two-peak structure grows.
Next, let us discuss the ε < 0 part of Fig. 15. For negative ε, the prolate

shape is favored to lower the rotational energy. On the other hand, the collective
potential under consideration (V1 = 0.5 MeV) is lower for the oblate shape. Hence,
the rotational energy and potential energy compete to localize the collective wave
function into the opposite directions. It is seen in Fig. 15 that the spectroscopic
quadrupole moments of the yrast states decrease with ε decreasing and that this
trend is stronger for higher angular momentum states. As a consequence, the Q
values of the 6+

1 and 8+
1 states become negative for large negative ε, which implies

that the rotational effect dominates there.
Finally, we show in Fig. 16 how the localization properties of the collective wave

functions depend on the mass-asymmetry parameter ε, taking the 2+ and 8+ states
as representatives of low- and high-angular-momentum states. It is clearly seen that,
for the yrast states, while the localization of the 2+

1 state around the oblate shape
is rather insensitive to ε, that of the 8+

1 state markedly develops with increasing
ε. For the yrare states, the localization of the 2+

2 state around the prolate shape
grows with increasing ε, while the 8+

2 state retains the two-peak structure discussed
above for every value of ε. The different effects of the mass-asymmetry parameter ε
on the 2+ and 8+ states are comprehensible from the consideration of the relative
importance of the rotational and vibrational energies shown in Table I. We see that
the rotational energies dominate in the 8+ states, while the vibrational energies are
comparable in magnitude to the rotational energies in the 2+ states. Thus, the
effect of the mass-asymmetry parameter ε on the localization properties of the 8+

states can be easily accounted by the rotational energy. On the other hand, in the
situation characterized by the parameters V0 = 1.0 and V1 = 0.5 MeV, the properties
of the 2+ states are determined by a delicate competition between the rotational and
vibrational kinetic energies as well as the potential energy. The growth of the prolate
peak with increasing ε in the 2+

2 state occurs mainly because of the increase in the
vibrational mass Dγγ at the prolate shape.

Summarizing this subsection, we have found that the OP symmetry breaking
in the collective mass plays an important role in developing the localization of the
collective wave functions of the yrast states. On the other hand, the asymmetry of
the collective mass tends to enhance the two-peak structure of the yrare states.
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§5. Role of β-γ couplings

In this section, we examine whether the results obtained in the previous section
using the (1+3)D model remain valid when we take into account the β degree of
freedom. Because this is a vast subject, we concentrate here on the situation in
which we are most interested: namely, the case with V0 = 1.0, V1 = 0.5 MeV, and
ε = 0.5.

5.1. A simple (2+3)-dimensional model

We come back to the collective Schrödinger equation (2.13) for the general 5D
quadrupole collective Hamiltonian and set up the collective potential in the following
form:

V (β, γ) =
1
2
C(β2 − β2

0)2 − v0β
6 cos2 3γ + v1β

3 cos 3γ + C6β
6, (5.1)

where v0 = V0/β6
0 and v1 = V1/β3

0 . The first term ensures that the collective wave
functions localize around β � β0. The second and third terms are reduced to the
collective potential V (γ) in the (1+3)D model when the collective coordinate β is
frozen at β = β0. The fourth term guarantees that the potential satisfies the bound-
ary condition, V (β, γ) → ∞ as β → ∞. Obviously, the collective potential (5.1)
fulfills the requirement that it should be a function of β2 and β3 cos 3γ. We note
that various parameterizations of the collective potential similar to Eq. (5.1) have
been used by many authors.27),37),40) It is certainly interesting and possible to derive
the coefficients C, v0, v1, C6, and β0 using microscopic theories of nuclear collective
motion. In this paper, however, we simply treat these coefficients as phenomenolog-
ical parameters and determine these values so that the resulting collective potential
V (β, γ) qualitatively simulates that obtained using the microscopic HFB calcula-
tion53) for 68Se . They are C = 800, V0 = 1.0, V1 = 0.5, C6 = 1000 MeV, and
β2

0 = 0.1. In Fig. 17, the collective potential with these coefficients is drawn in the
(β, γ) plane. One may immediately note the following characteristic features of this
collective potential. 1) There are two local minima, one at the oblate shape and
the other at the prolate shape. They are approximately degenerate in energy but
the oblate minimum is slightly lower. 2) There is a valley along the β = β0 line
connecting the two local minima. 3) The spherical shape is a local maximum, which
is approximately 4 MeV higher than the oblate minimum.

We set up the collective mass functions appearing in the collective kinetic energy
terms as

Dββ(β, γ) = D(1 − ε′β cos 3γ), (5.2)

Dγγ(β, γ) = Dβ2(1 + ε′β cos 3γ), (5.3)
Dβγ(β, γ) = Dε′β sin 3γ, (5.4)
Dk(β, γ) = D(1 + ε′β cos γk), (5.5)

where ε′ = ε/β0. These expressions are adopted to take into account the lowest-order
(β, γ) dependence of the collective mass functions derived by Yamada48) by the SCC
method.51) We use the same values for D and ε as in Fig. 13, namely, D = 50
MeV−1 and ε = 0.5.
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Fig. 17. Map of the two-dimensional collective potential V (β, γ) defined by Eq. (5.1) for C =

800.0, V0 = 1.0, V1 = 0.5, C6 = 1000.0 MeV, and β2
0 = 0.1.

5.2. Comparison of the (1+3)D and (2+3)D model calculations

We have solved the collective Schrödinger equation (2.13) using the collective po-
tential (5.1) and the collective masses (5.2)–(5.5). Below, the results of the numerical
calculation are presented and compared with those of the (1+3)D model.

Figures 18 and 19 show on the (β, γ) plane the two-dimensional collective wave
functions squared,

∑
K |ΦIKα(β, γ)|2, and the β4-weighted ones, β4

∑
K |ΦIKα(β, γ)|2,

respectively, of the yrast and yrare states with even angular momenta I = 0−8. The
β4 factor carries the major β dependence of the intrinsic volume element dτ ′ given
by Eq. (2.17). We see in Fig. 18 that, except for the 0+ states, the yrast (yrare)
wave functions are well localized around the oblate (prolate) shape. While the local-
ization of the yrast wave functions grows as the angular momentum increases, the
yrare wave functions gradually develop the second peaks around the oblate shape.
These behaviors are qualitatively the same as those we have seen for the collective
wave functions in the (1+3)D model in Fig. 13. For the 0+ states, the wave func-
tions squared in Fig. 18 appear to be spread over a rather wide region around the
spherical shape, but the β4-weighted ones in Fig. 19 take the maxima (as functions
of β) near the constant-β line with β = β0. Thus, we can see in Fig. 19 a very good
correspondence with the (1+3)D wave functions including the 0+ states also. That
is, the behaviors along the constant-β line of the collective wave functions in the
(2+3)D model exhibit qualitatively the same features as those of the (1+3)D model.
(A minor difference is seen only in the relative heights of the oblate and prolate peaks
of the 0+

2 wave function.) We note that the localization properties of the collective
wave function are seen better in the β4-weighted wave functions squared than those
multiplied by the total intrinsic volume element, dτ ′∑

K |ΦIKα(β, γ)|2, which always
vanish at the oblate and prolate shapes owing to the sin 3γ factor contained in dτ ′.

Finally, we compare in Fig. 20 the excitation spectrum obtained in the (2+3)D
model with that in the (1+3)D model. It is evident that they agree very well. Aside
from the quantitative difference that the excitation energies are slightly higher and
the B(E2) values increase more rapidly with increasing angular momentum in the
(2+3)D model than in the (1+3)D model, the essential features of the excitation
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(a) 01 state (b) 21 state (c) 41 state (d) 61 state (e) 81 state

(f) 02 state (g) 22 state (h) 42 state (i) 62 state (j) 82 state

Fig. 18. Collective wave functions squared
∑

K |ΦIKα(β, γ)|2 calculated for the mass-asymmetry

parameter ε = 0.5 and the two-dimensional collective potential V (β, γ) with C = 800.0, V0 =

1.0, V1 = 0.5, C6 = 1000.0 MeV, and β2
0 = 0.1. The upper and lower panels show the results

for the yrast and yrare states, respectively.

spectrum are the same. In particular, we find a perfect agreement in the level se-
quences: the energy ordering of these eigenstates are exactly the same between the
two calculations. This agreement implies that the β-γ coupling plays only a sec-
ondary role here, and the major feature of the excitation spectrum is determined by
triaxial deformation dynamics. In this dynamics, the γ dependence of the collective
mass functions plays an important role as well as that of the collective potential.

The excitation spectra of Fig. 20 are quite different from any of the patterns
known well in axially symmetric deformed nuclei, in the rigid triaxial rotor model,
and in the γ-unstable model. It also deviates considerably from the spectrum ex-
pected in an ideal situation of the oblate-prolate shape coexistence where two rota-
tional bands keep their identities without strong mixing between them. Among a
number of interesting features, we first notice the unique character of the 0+

2 state.
It is significantly shifted up in energy from its expected position when the yrare
0+
2 , 2+

2 , 4+
2 , 6+

2 , and 8+
2 states form a regular rotational band. As we have discussed

in connection with Fig. 3, the position of the 0+
2 state relative to the 2+

2 state serves
as a sensitive measure indicating where the system locates between the γ-unstable
situation (V0 = V1 = 0) and the ideal oblate-prolate shape coexistence (large V0 and
small V1). Thus, the results of our calculation suggest that experimental data for the
excitation energy of the 0+

2 state provide very valuable information on the barrier
height between the oblate and prolate local minima. In this connection, we also note
that the 3+

1 (5+
1 ) state is situated slightly higher in energy than the 6+

1 and 4+
2 (8+

1
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(a) 01 state (b) 21 state (c) 41 state (d) 61 state (e) 81 state

(f) 02 state (g) 22 state (h) 42 state (i) 62 state (j) 82 state

Fig. 19. The same as Fig. 18 but for weighted collective wave functions squared

β4∑
K |ΦIKα(β, γ)|2.

and 6+
2 ) states. These are other indicators suggesting that the system is located in

an intermediate situation between the two limits mentioned above.
In Fig. 20, we further notice interesting properties of the E2 transitions from

the yrare to the yrast states: for instance, the E2 transitions with ΔI = −2, or
B(E2; Iyrare → (I−2)yrast), and those with ΔI = +2, or B(E2; Iyrare → (I +2)yrast),
are much smaller than other yrare-to-yrast E2 transitions. These transitions are
forbidden in the γ-unstable model16) because they transfer the boson seniority v
by Δv = 2 and Δv = 0, respectively. Thus, some features characteristic of the
γ-unstable situation persist here. On the other hand, although B(E2; 31 → 42)
and B(E2; 51 → 62) are also forbidden transitions with Δv = 0 in the γ-unstable
limit, they are not very small in Fig. 20 and indicate a significant deviation from the
γ-unstable limit.

The spectroscopic quadrupole moments Q calculated in the (1+3)D and (2+3)D
models are compared in Fig. 21. It is seen again that the two calculations show the
same qualitative features: both calculations yield the positive (negative) sign for
the spectroscopic quadrupole moments of the yrast (yrare) states to indicate an
oblatelike (prolatelike) character. Quantitatively, in the (2+3)D model, the yrast Q
value increases with angular momentum more significantly and the absolute values
of the yrare Q moments are slightly smaller than those of the (1+3)D model. As we
discussed above, in both calculations, the Q value of the yrare states approaches zero
with increasing angular momentum owing to the cancellation mechanism associated
with the growth of the two-peak structure in the collective wave functions. Despite
such deviations from a simple picture, we can see in Fig. 21 some qualitative features
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Fig. 20. Comparison of the excitation spectra and E2-transition properties in the (1+3)D model

(left side) and those in the (2+3)D model (right side), calculated for the potential parameters

V0 = 1.0, V1 = 0.5 MeV, and the mass-asymmetry parameter ε = 0.5. Additional parameters

for the two-dimensional potential V (β, γ) in the (2+3)D model are C = 800.0 and C6 = 1000.0

MeV. The B(E2) values are written on the transition arrows normalizing B(E2; 21 → 01) as

100. Weak E2 transitions whose B(E2) values smaller than 10 are not shown.

characteristic of the oblate-prolate shape coexistence.
We conclude that the excitation spectrum and the properties of the quadrupole

transitions and moments exhibited in Figs. 20 and 21 can be regarded as those
characteristic of an intermediate situation between the well-developed oblate-prolate
shape coexistence and the γ-unstable limit.

§6. Concluding remarks

From the viewpoint of the oblate-prolate symmetry and its breaking, we have
proposed a simple (1+3)D model capable of describing the coupled motion of the
large-amplitude shape fluctuation in the γ-degree of freedom and the three-
dimensional rotation. Using this model, we have carried out a systematic inves-
tigation of the oblate-prolate shape coexistence phenomena and their relationships
to other classes of low-frequency quadrupole modes of excitation, including particular
cases described using the γ-unstable model and rigid triaxial rotor model. We have
also adopted the (2+3)D model to check the validity of freezing the β degree of free-
dom in the (1+3)D model. We have obtained a number of interesting suggestions for
the properties of low-lying states that are characteristic of an intermediate situation
between the well-developed oblate-prolate shape-coexistence and γ-unstable limits.
In particular, 1) the relative energies of the excited 0+ states can be indicators of
the barrier height of the collective potential. 2) Specific E2 transition probabilities
are sensitive to the oblate-prolate symmetry breaking. 3) Nuclear rotation can as-
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(a) (1+3)D (b) (2+3)D

Fig. 21. The same as Fig. 20 but for the spectroscopic quadrupole moments in units of the intrinsic

quadrupole moment, eQ0 = 3e/
√

5πZR2
0β0. The results of calculation in the (1+3)D model and

(2+3)D model are displayed as functions of angular momentum I in the left and right panels,

respectively. The values for the yrast (yrare) states are indicated by filled (open) squares.

sist the localization of the collective wave functions in the (β, γ) deformation space.
However, even if the rotation-assisted localization is realized in the yrast band, it is
not necessarily in the yrare band: the two-peak structure may develop in the yrare
band.
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10) T. Nikšić, Z. P. Li, D. Vretenar, L. Próchniak, J. Meng and P. Ring, Phys. Rev. C 79

(2009), 034303.
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