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Abstract
We discuss the nature of the low-frequency quadrupole vibrations from small-amplitude to large-
amplitude regimes. We consider full five-dimensional quadrupole dynamics including three-
dimensional rotations restoring the broken symmetries as well as axially symmetric and asymmetric
shape fluctuations. Assuming that the time evolution of the self-consistent mean field is determined
by five pairs of collective coordinates and collective momenta, we microscopically derive the
collective Hamiltonian of Bohr and Mottelson, which describes low-frequency quadrupole dynamics.
We show that the five-dimensional collective Schrödinger equation is capable of describing large-
amplitude quadrupole shape dynamics seen as shape coexistence/mixing phenomena. We
summarize the modern concepts of microscopic theory of large-amplitude collective motion, which is
underlying the microscopic derivation of the Bohr-Mottelson collective Hamiltonian.

Keywords: Bohr–Mottelson collective Hamiltonian, quadrupole shape dynamics, shape
coexistence, time-dependent self-consistent mean field, TDHFB method, collective coordinates,
microscopic theory of large-amplitude collective motion

(Some figures may appear in colour only in the online journal)

1. Introduction

The subject of this review has a long history of more than 50
years. Instead of describing the whole history, we mainly
discuss the recent progress in the microscopic derivation of
the Bohr–Mottelson collective Hamiltonian from a viewpoint
of microscopic theory of large-amplitude collective motion.

Special emphasis will be put on the development of funda-
mental concepts underlying the collective model. It is inten-
ded to motivate future studies by younger generations on the
open problems suggested in this review.

Progress in fundamental concepts of the collective model

Vibrational and rotational motions of a nucleus can be
described as time evolutions of a self-consistent mean field.
This is the key idea of the collective model of Bohr and
Mottelson, which opened up a new field of contemporary
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physics, quantum many-body theory of nuclear collective
dynamics. The central theme in this field is to describe the
single-particle and collective motions in finite quantum sys-
tems in a unified manner. After the first paper in 1952 [1], the
basic concepts underlying the unified model of Bohr and
Mottelson have been greatly developed. The progress
achieved until 1975 is summarized in their textbook [2, 3] and
Nobel lectures in 1975 [4, 5].

The unified description of complementary concepts such
as the collective and single-particle motions in nuclei possess
a great conceptual significance in theoretical physics in gen-
eral. Needless to say, understanding the coexistence of
complementary concepts (such as particle-wave duality)
constitutes a central theme in theoretical physics. The physics
underlying the Bohr-Mottelson unified model is deep and
wide. Among the rich subjects pertinent to this model, we
select and focus on the subject of microscopic derivation of
the Bohr–Mottelson collective Hamiltonian: that is, we con-
centrate on the collective Hamiltonian Hcoll in the unified
model Hamiltonian

= + +H H H H , 1uni part coll coupl ( )

where Hpart describes the single-particle motions in a self-
consistent mean field and Hcoupl is the coupling Hamiltonian
generating the interplay between the single-particle motions and
collective motions. Specifically, we focus on the low-frequency
quadrupole collective motions and call the quadrupole
collective Hamiltonian the Bohr–Mottelson collective Hamilto-
nian. We discuss its generalized form as described in their
textbook, where the mass parameters (collective inertial masses)
appearing in the collective Hamiltonian are not constant but
functions of deformation variables. In our point of view, it is
desirable to adopt this general definition of the Bohr–Mottelson
collective Hamiltonian in order to respect the conceptual
progress achieved by collaborative efforts of many researchers
worldwide during 1952 to 1975. In this connection, we would
like to quote a sentence from their Nobel lectures: ‘The
viewpoints that I shall try to summarize gradually emerged in
this prolonged period’ [4].

Brief remarks about the history

Soon after the introduction of the collective model by Bohr
and Mottelson in 1952–1953, attempts to formulate a
microscopic theory of the collective model started. This
became one of the major subjects of theoretical physics in the
1950ʼs and greatly stimulated to open up a new fertile field,
the nuclear many-body theory, to derive the collective phe-
nomena starting from the nucleon degrees of freedom con-
stituting the nucleus.

The major approach at that time was to introduce collective
coordinates explicitly as functions of coordinates of individual
nucleons and separate collective shape degrees of freedom from
the rest. From among numerous papers, we refer Tomonaga
theory [6, 7] and a similar work by Marumori et al [8] as
representative examples. In spite of their conceptual sig-
nificance, however, it turned out that these approaches fail for
description of low-energy modes of shape fluctuations. The

main reasons of this failure are 1) the assumption that the
collective coordinates are given by local one-body operators
(such as mass-quadrupole operators) leads to the inertial masses
of irrotational fluids [3], in contradiction to experimental data
which suggest that the inertial masses of the first excited
quadrupole vibrational states are much larger than the irrota-
tional masses, and, as we shall discuss in this review, 2) the
quantum shell structure of the single-particle motion in the self-
consistent mean field and the pairing correlations among
nucleons near the Fermi surface play essential roles in the
emergence of the low-frequency quadrupole modes of excita-
tion in nuclei. Interestingly, it became clear much later that the
Tomonaga theory is applicable to high-frequency giant reso-
nances, rather than the originally intended low-frequency
quadrupole vibrations [9–12]. One of the important lessons we
learned from these early attempts is that, it is not trivial at all to
define microscopic structure of collective coordinates appro-
priate to low-energy shape vibrations.

In 1960, the quasiparticle random-phase approximation
(QRPA) based on the Bardeen–Cooper–Schrieffer (BCS)
theory of superconductivity was introduced in nuclear struc-
ture theory [13, 14]. This was a starting point of the modern
approach to determine, on the basis of the time-dependent
mean-field picture, the microscopic structures of the collective
coordinates and their conjugate momenta without postulating
them by physical intuition.

After the initial success of the BCS+QRPA approach for
small amplitude oscillations in the 1960ʼs and its extensions
by boson expansion methods [15] in succeeding years,
attempts to construct a microscopic theory of large-amplitude
collective motion (LACM) started in mid 1970ʼs [16]. At that
time, time-dependent Hartree-Fock (TDHF) calculations for
heavy-ion collisions also started [17]. These attempts intro-
duced collective coordinates as parameters specifying the
time evolution of the self-consistent mean field, instead of
explicitly defining them as functions of coordinates of indi-
vidual nucleons. This was a historical turning point in the
basic concept of collective coordinate theory: in these new
approaches, it is unnecessary to define global collective
operators as functions of coordinates of individual nucleons.
In this paper, we shall discuss the basic ideas of such modern
approaches and describe how to derive, in a microscopic way,
the quadrupole collective Hamiltonian of Bohr and Mottelson
on the basis of the moving self-consistent mean-field picture.

Contents of this review

Our major aim is to review the progress in the fundamental
concept of ‘collective motion, collective coordinates, and
collective momenta’ which have been acquired during the
long-term efforts of many researchers to give a microscopic
foundation of the Bohr–Mottelson collective model. Special
emphasis will be put on the developments during the 40 years
after the Nobel Prize of 1975 to Bohr, Mottelson, and Rain-
water [4, 5, 18]. Although we focus on the quadrupole col-
lective motions, the techniques and underlying concepts are
general and applicable to other collective motions at zero
temperature as well, including octupole collective motions

2

Phys. Scr. 91 (2016) 063014 Invited Comment



[19] and various kinds of many-body tunneling phenomena of
finite quantum systems, such as spontaneous fissions [20] and
subbarrier fusion reactions [21].

In section 2, we summarize the basic properties of the
low-frequency quadrupole collective excitations.

In section 3, the Bohr–Mottelson collective Hamiltonian
is recapitulated.

In section 4, we discuss the basics of the microscopic
theory of nuclear collective motion. We start from the QRPA
as a small amplitude approximation of the time-dependent
Hartree-Fock-Bogoliubov (TDHFB) theory, which is an
extension of the TDHF to superfluid (superconducting) sys-
tems taking into account the pairing correlations. (We use the
terms, superfluidity and superconductivity, in the same
meaning.) We then discuss how to extend the basic ideas of
the QRPA to treat LACM as seen in shape coexistence/
mixing phenomena widely observed in nuclear chart.

In section 5, we introduce the local QRPA method and
describe how to derive the Bohr–Mottelson collective
Hamiltonian in a microscopic way on the basis of the TDHFB
theory.

In section 6, we present an illustrative example of
numerical calculation for a shape coexistence/mixing
phenomenon.

In section 7, we briefly remark on other microscopic
approaches to derive the Bohr–Mottelson collective
Hamiltonian.

In section 8, we review fundamentals of the microscopic
theory of LACM. The basic concepts underlying the adiabatic
self-consistent coordinate (ASCC) method and the local
QRPA method will be summarized.

In section 9, we discuss future outlook. Possible exten-
sions to new regions of nuclear structure dynamics will be
suggested.

In section 10, we conclude this review emphasizing
future subjects awaiting applications and further extensions of
the collective Hamiltonian approach.

This review is an extended version of the short article
published quite recently [22]9 and provides more detailed
discussions on the basic ideas and fundamental concepts in
the microscopic derivation of the Bohr–Motteson collective
Hamiltonian. As we develop the basic concepts of collective
motion on the basis of the time-dependent self-consistent
mean-field theory, we refer to the review by Próchniak and
Rohoziński [23] for other microscopic approaches and a
detailed account of the techniques of treating the Bohr–
Motteson collective Hamiltonian. For the analysis of a wide
variety of quadrupole collective phenomena in terms of var-
ious models related to the Bohr–Motteson collective Hamil-
tonian, we refer to the recent review by Frauendorf [24].
Because our major aim is the microscopic derivation of the
collective inertial masses, we leave out discussions on phe-
nomenological models reviewed by Cejnar, Jolie, and Casten
[25], where the inertial masses are treated as parameters.

2. Low-frequency quadrupole collective motions

In this section, we first summarize the basic properties of the
low-frequency quadrupole collective excitations and then
introduce the Bohr–Mottelson collective Hamiltonian.

2.1. Nature of the first excited 2+ modes

Except for doubly magic nuclei in the spherical j-j coupling
shell-model picture, the first excited states in almost all even-
even nuclei (consisting of even numbers of neutrons and
protons) have angular momentum two with positive parity
( =p +I 2 ). Systematics of experimental data for these first +2
states shows that their excitation energies are very low in
comparison to the energy gap 2Δ that characterizes nuclei
with superfluidity (superconductivity), and that their electric
quadrupole (E2) transition probabilities to the +0 ground
states are very large compared to those associated with single-
particle transitions. For nuclei whose mean fields are sphe-
rical, the first excited +2 states can be characterized as col-
lective vibrations of finite quantum systems with superfluidity
[26]. They are genuine quantum vibrations that are essentially
different from surface oscillations of a classical liquid drop. In
other words, the superfluidity and shell structure play indis-
pensable roles in their emergence.

In axially deformed nuclei, whose mean fields break the
rotational symmetry but conserve the axial symmetry, the first
excited +2 state can be interpreted as quantum rotational
states whose mean fields are uniformly rotating about an axis
perpendicular to the symmetry axis. Regular rotational spectra
appear when the amplitudes of quantum shape fluctuation are
smaller than the magnitude of equilibrium deformation.
Nuclei that have very small ratios, D+E 2 2( ) , of the +2
excitation energies to the energy gaps, (less than, as a rule of
thumb, 0.1) belong to this category. The rotational moments
of inertia evaluated from +E 2( ) are found to be about half of
the rigid-body value. This deviation of the moment of inertia
from the rigid-body value is one of the most clear evidences
that the ground states of nuclei are in a superfluid phase.
Large portion of nuclei exhibiting regular rotational spectra
have the prolate (elongated spheroidal) shape. Origin of
prolate shape dominance over oblate (flattened spheroidal)
shape is an interesting fundamental problem (prolate-oblate
asymmetry) [27, 28].

When the mean field of the ground state conserves the
rotational symmetry, the first excited +2 state have been
regarded as quadrupole vibrational excitation of a spherical
shape with frequencies lower than the energy gap. They are
more lowered as the numbers of neutrons and/or protons
deviate from the spherical magic numbers. Eventually the
vibrational +2 states turn into the rotational +2 states dis-
cussed above. Thus, one may regard low-lying quadrupole
vibrations as soft modes of the quantum phase transition that
breaks the spherical symmetry of the mean field. In finite
quantum systems such as nuclei, however, this phase trans-
ition takes place rather gradually for a change of nucleon
number, creating a wide transitional region in the nuclear
chart. Low-energy excitation spectra of these nuclei exhibit

9 Accordingly, there is some similarity between sections 2.3, 4.3, 7.1, 7.2
and 8.1, and reference [22].
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intermediate characters between the vibrational and rotational
ones. Softer the mean field toward the quadrupole deforma-
tion, larger the amplitude and stronger the nonlinearity of the
vibration.

2.2. Quantum shape transitions in nuclei

Why are nuclei deformed?

As is well known, the equilibrium shape of the classical liquid
drop is spherical. When it rotates, it becomes oblate due to the
effect of the centrifugal force. In contrast, most nuclei favor
the prolate shape, except for nuclei situated near the closed
shells of the j-j coupling shell model (whose proton number Z
and/or neutron number N are near the spherical magic
numbers). As we shall discuss later, even such nuclei whose
ground state are spherical, deformed states appear in their
excited states. The appearance of the deformed shapes in
nuclei is due to quantum-mechanical shell effects associated
with the single-particle motions in the mean field. Let us first
start with what this means.

Deformable mean field and deformed shell structure

It is well known from the success of the j-j coupling shell
model [29] that the concept of single-particle motion in a
mean field holds in nuclear structure. Differently from elec-
trons in an atom, the shell-model potential is collectively
generated by all nucleons constituting the nucleus. In other
words, the single-particle picture of the shell model emerges
as a result of collective effects of all nucleons generating the
self-consistent mean field. It implies that the single-particle
potential of the nucleus is a deformable quantum object
[4, 5, 18]. In fact, as we shall discuss below, the self-con-
sistent mean field possesses collective predisposition to gen-
erate a variety of vibrational and rotational modes of
excitation.

Because the nucleus is a finite quantum system, the
single-particle states form a shell structure. The spherical shell
structure in the j-j coupling shell model gradually changes
with the growth of deformation in the mean field and gen-
erates deformed shell structures and deformed magic numbers
at certain deformed shapes [30, 31]. The gain of binding
energies associated with deformed magic numbers appearing
at various deformed shapes for certain combinations of Z N,( )
stabilizes the deformed shape. For instance, for a nucleus
whose Z N,( ) are far from the spherical magic numbers but
near the deformed magic numbers associated with a certain
prolate shape, it is energetically favorable for this nucleus to
take the prolate shape. This is the major origin of the
appearance of a rich variety of deformed shapes in nuclei. The
deformed shell structure effects are clearly seen in the
appearance of superdeformed nuclei having prolate shapes
with the axis ratio about 2:1 [32, 33].

The shell structures can be defined, in a general concept,
as regularly oscillating gross structures in the distribution of
single-particle-energy eigenvalues [3, 20, 34]. It is very
important to notice that those structures are quite sensitive to

the shape of the mean-field potential. The oscillation pattern
changes following the variation of the deformation parameter.
Figure 1 illustrates this concept.

Although one can easily calculate single-particle-energy
eigenvalues for a given shape of the mean field, such a
quantum-mechanical calculation does not explain the origins
of the appearance of such gross structures. For a deeper
understanding of the origins, one can make use of the semi-
classical theory of (deformed) shell structure. For further
discussions on this subject, we refer to the textbook by Brack
and Bhaduri [34] and the review by Arita [28].

Emergence of collective rotational motions restoring broken
symmetries

The central concept of the BCS theory of superconductivity is
spontaneous gauge-symmetry breaking and emergence of
associated collective modes. The massless collective modes
that restore the broken symmetry are called Anderson–

Figure 1. Illustration of shell structure and its change with increasing
deformation. The level densities are drawn as functions of the single-
particle energy esp and the deformation parameter β. Positive and
negative β corresponds to the prolate and oblate shapes, respectively.
Regions with high- and low-level densities are shown by shading
(shade for high and light for low). Occupied and unoccupied regions
are indicated by blue and gray shades, respectively. The circles
indicate appearance of (spherical and deformed) magic numbers. The
contribution of the shell structure to the binding energy (shell
structure energy) for a fixed neutron (or proton) number changes as a
function of β. Generally, it exhibits an oscillating pattern. This
conceptual figure is drawn on the basis of the realistic calculation
[35] by using the deformed Wood-Saxon potential for 80Sr.
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Nambu–Goldstone (ANG) modes [26, 36, 37]. Nuclear
rotations are manifestations of this dynamics in finite quant-
um systems, as pointed out by Bohr and Mottelson [3, 4];
they are ANG modes restoring the spherical symmetry broken
by the self-consistently generated mean field.

The spontaneous breaking of the spherical symmetry
(deformation) in the self-consistent mean field enables us to
define the orientation degrees of freedom that specify the
orientation of the body-fixed (intrinsic) frame relative to the
laboratory frame. The body-fixed frame can be defined as a
principal-axis frame of the deformed self-consistent mean
field generated by all nucleons constituting the nucleus. It is
important to keep in mind that the spontaneous breaking of
symmetry can be hidden in finite quantum systems such as
nuclei; that is, the experimental measurements probe the
states in the laboratory frame, which preserves the symmetries
of the original Hamiltonian. Thus, nuclear rotations may be
viewed as rotational motions of the self-consistent mean field
relative to the laboratory frame.

‘The spontaneous breaking of the rotational symmetry in
the self-consistent mean field’ is the key concept to a unified
description of the single-particle motion and the collective
rotational motion. With this concept we can generalize the
notion of the single-particle motion in a spherical mean field
to that in a deformed mean field. At the same time the
deformed mean field is rotating to restore the broken sym-
metry. Thus, extension of the concept of single-particle
excitation with spontaneous breaking of the symmetry and
appearance of new collective excitation restoring the broken
symmetry are dual concepts that underline the quantum
many-body theory of nuclear structure. We shall discuss in
section 8 how to generalize this concept of particle-collective
duality to slowly vibrating mean fields where the time scales
of the single-particle and vibrational motions are separated in
a good approximation.

Excitation spectra in the transitional region

The low-frequency quadrupole vibrations can be regarded as
soft modes of the quantum phase transition generating equi-
librium deformations in the mean field. In nuclei situated in
the transitional region from spherical to deformed, the
amplitudes of quantum shape fluctuation about the equili-
brium shape increase significantly. The large shape fluctua-
tions occur also in weakly deformed nuclei where the
binding-energy gains due to the symmetry breaking are
comparable in magnitude to the vibrational zero-point ener-
gies. Such transitional situations are abundant in nuclear chart
and those transitional nuclei show quite rich excitation spectra
(see e.g., [38]). Existence of wide transitional regions is a
characteristic feature of finite quantum systems and provides
an invaluable opportunity to investigate the process of the
quantum phase transition through the change of quantum
spectra with nucleon number. A detailed account of instability
phenomena and strong anharmonicity effects in the transi-
tional region is given in chapter 6 of [3].

2.3. Quadrupole collective dynamics

Before introducing the Bohr–Mottelson collective Hamilto-
nian, we add some remarks on quadrupole collective phe-
nomena that await its application.

Interplay of low-frequency shape fluctuations and rotational
motions

In finite quantum systems such as nuclei, the rotational ANG
modes may couple with quantum shape-fluctuation modes
rather strongly. For example, even when the self-consistent
mean field acquires a deep local minimum at a finite value of
β in this direction, the deformation energy surface may be flat
in the γ direction. In this case, the nucleus may exhibit a
large-amplitude shape fluctuation in the γ degree of freedom.
(Here, β and γ represent the magnitudes of axial and triaxial
quadrupole deformations.) Actually, such a situation, called γ

soft, is widely observed in experiments. In nuclei which
preserve the axial symmetry, the quantum-mechanical col-
lective rotation about the symmetry axis is forbidden. Once
the axial symmetry is dynamically broken by quantum shape
fluctuations, however, the rotational degrees of freedom about
three principal axes are all activated. As a consequence, the
rotational spectra in such γ-soft nuclei do not exhibit a simple

+I I 1( ) pattern of an axial rotor. Such an interplay of the
shape-fluctuation and rotational modes may be regarded as a
characteristic feature of finite quantum systems and provides
an invaluable opportunity to investigate the process of the
quantum phase transition through analysis of quantum
spectra.

Thus, we need to treat the two kinds of collective modes
(symmetry-restoring ANG modes and quantum shape fluc-
tuation modes) in a unified manner to describe low-energy
excitation spectra of nuclei.

Quantum shape fluctuations and shape coexistence

When different kinds of quantum eigenstates associated with
different shapes coexist in the same energy region, we call
them ‘shape coexistence phenomena.’ This situation is rea-
lized when shape mixing due to tunneling motion is weak and
collective wave functions retain their localizations about
different equilibrium shapes. In contrast, when the shape
mixing is strong, large-amplitude shape fluctuations (delo-
calization of the collective wave functions) extending to
different local minima may occur.

When a few local minima of the mean field with different
shapes appear in the same energy region, LACM tunneling
through potential barriers and extending between local
minima may take place. These phenomena may be regarded
as a kind of macroscopic quantum tunneling. Note that the
barriers are not given by external fields but are self-con-
sistently generated as a consequence of quantum dynamics of
the many-body system. Quantum spectra of low-energy
excitation that needs such concepts have been observed in
almost all regions of the nuclear chart [39–41].
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3. Bohr–Mottelson collective Hamiltonian

Bohr and Mottelson introduced the five-dimensional (5D)
quadrupole collective Hamiltonian describing the quadrupole
vibrations and rotations in a unified manner [3]. It is written
as

b g= + +H T T V , , 2coll vib rot ( ) ( )

b g b b g bg b g g= + +bb bg ggT D D D
1

2
, ,

1

2
, ,

3

vib
2 2( ) ˙ ( ) ˙ ˙ ( ) ˙

( )

å b g j=
=

T
1

2
, . 4

k
k krot

1

3
2( ) ˙ ( )

Here, jk are components of the rotational angle on the three
intrinsic axes. The quadrupole deformations b g,( ) and the
rotational angles jk are treated as dynamical variables, and
b g,( ˙ ˙ ) and jk˙ represent their time derivatives. The jk˙ are
called angular velocities. We shall define in section 5 the
b g,( ) deformations through the expectation values of the
quadrupole operators with respect to the time-dependent
mean-field states. The quantities ( bb bgD D, , ggD ) appearing in
the kinetic energies of vibrational motion, Tvib, represent
inertial masses of the vibrational motion. They are functions
of β and γ. The quantities  b g,k( ) in the rotational energy
Trot represent the moments of inertia with respect to the
intrinsic (body-fixed) axes. The intrinsic axes may be defined
by the principal axes of the body-fixed frame that is attached
to the instantaneous shape of the time-dependent mean field.
The term, b gV ,( ), represents the potential energy as a
function of β and γ.

The Bohr–Mottelson collective Hamiltonian (2) is often
referred to in relation to the liquid drop model. It should be
emphasized, however, that, the analogy with the classical
liquid drop is irrelevant to low-frequency quadrupole collec-
tive motions. Already in the 1950ʼs, it was recognized that the
nucleus is ‘an unusual idealized quantum fluid’ and ‘one is
dealing with a most interesting new form of matter’ [42].
Indeed, as discussed in section 2, most of nuclei may be
regarded as a superfluid of extremely small size (with a radius
of a few femtometer), and the nature of nuclear deformation is
essentially different from that of surface shape oscillations of
the classical liquid drop; that is, the nuclear deformation is
associated with quantum shell structure and spontaneous
breaking of the spherical symmetry in the self-consistent
mean field.

The form of the collective Hamiltonian (2) is quite
general and applicable to various finite many-body systems,
but the specific dynamical properties of the system of interest
are revealed by the values and the (β, γ)-dependence of the
collective inertia masses ( bb bg ggD D D, , , k) as well as the
potential energy b gV ,( ). For understanding the dynamical
properties of the nucleus, therefore, it is imperative to derive
these quantities in a microscopic way and compare with what
experimental data indicate. We shall show in this review that
the collective Hamiltonian (2) with the collective inertial
masses and the potential energy microscopically evaluated on
the basis of the moving superfluid mean-field picture

describes very well the low-frequency quadrupole collective
dynamics of the nucleus. Furthermore, quantum correlations
beyond the mean field are nicely described by quantizing the
collective variables that govern the time evolution of the self-
consistent mean field.

The classical Hamiltonian (2) is given in terms of the five
curvilinear coordinates (b g, , and the three Euler angles
which are connected with jk by a linear transformation) and
their time derivatives. For quantization in curvilinear coor-
dinates, we can adopt the so-called Pauli prescription [43].
(For convenience of readers, we recapitulate this prescription
in appendix A.) We shall discuss on its foundation in
section 5 describing the microscopic derivation of the Bohr–
Mottelson collective Hamiltonian. The quantized 5D quad-
rupole collective Hamiltonian takes the following form:

b g= + +H T T V , . 5coll vib rotˆ ˆ ˆ ( ) ( )

Here, the vibrational kinetic energy term Tvib
ˆ is given by
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and the rotational energy term Trot
ˆ is given by
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with Ik̂ denoting three components of the angular momentum
operator with respect to the intrinsic axes. In this paper, we
use the unit with  = 1. In the above equations,

b b g b g b g b g= -bb gg bgW D D D, , , , , 82 2( ) ( ) ( ) ( ) ( )

b g b g b g b g=R D D D, , , , , 91 2 3( ) ( ) ( ) ( ) ( )

and b gD ,k ( ) =k 1, 2, 3( ) are the rotational inertial functions
related to the moments of inertia by

 b g b b g g p= -D k, 4 , sin 2 3 . 10k k
2 2( ) ( ) ( ) ( )

If all inertial masses bbb gg
-D D D D D, , , ,2

1 2 3( ) are
replaced by a common constant D and bgD is ignored, the

above Tvib
ˆ is reduced to

⎛
⎝⎜

⎞
⎠⎟b b

b
b b g g

g
g

= -
¶
¶

¶
¶

+
¶
¶

¶
¶

T
D

1

2

1 1

sin 3
sin 3 .

11

vib 4
4

2
ˆ

( )

Such a drastic approximation may be valid only for small-
amplitude vibrations about a spherical HFB equilibrium. The
need to go beyond this simplest approximation for the inertia
masses has been pointed out [3]. For recent experimental data
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and phenomenological analyses of this problem, we refer
[44, 45] and references therein.

The collective Schrödinger equation is

b g b g b g+ + Y W = Y Wa a aT T V E, , , , , .
12

IM I IMvib rot[ ˆ ˆ ( )] ( ) ( )
( )

The collective wave function in the laboratory frame,
b gY Wa , ,IM ( ), is a function of b g, , and a set of three Euler

angles Ω. It is specified by the total angular momentum I, its
projection onto the z-axis in the laboratory frame M, and α

that distinguishes the eigenstates possessing the same values
of I and M. With the rotational wave function  WMK

I ( ), they
are written as

åb g b gY W = F áW ña a
=

IMK, , , , 13IM
K

IK
even

( ) ( ) ∣ ( )

where





p d
áW ñ=

+
+

W

+ - W-

IMK
I2 1

16 1

. 14

K
MK
I

I
M K
I

2
0

,

∣
( )

[ ( )

( ) ( )] ( )

The vibrational wave functions in the body-fixed frame,
b gFa ,IK ( ), are normalized as

ò b g b g b gF =aGd d , , 1, 15I
2( ) ∣ ( )∣ ( )

where

åb g b gF º Fa a
=

, , , 16I
K

IK
2

even

2∣ ( )∣ ∣ ( )∣ ( )

and the volume element is given by b g b gG , d d( ) with

b g b b g b g g=G W R, 4 , , sin 3 . 178 2( ) ( ) ( ) ( )

Thorough discussions of symmetries of the collective wave
functions and the boundary conditions for solving the
collective Schrödinger equation are given in [3, 23, 46, 47].

Inserting (13) into the collective Schrödinger
equation (12), we obtain the eigenvalue equation for vibra-
tional wave functions

å
b g b g

b g

b g

+ F

+ á ¢ñF

= F

a

a

a a

¢=
¢

T V

IMK T IMK

E

, ,

,

, . 18

IK

K
IK

I IK

vib

even
rot

[ ˆ ( )] ( )
∣ ˆ ∣ ( )

( ) ( )

Solving this equation, we obtain quantum spectra and
collective wave functions. It is then straightforward to
calculate electromagnetic transition probabilities among
collective excited states. We recapitulate some basic formulae
in appendix B.

Historical note

The simple expression (11) with a constant mass parameter D
for the vibrational kinetic energy is valid for harmonic
vibrations about a spherical equilibrium point of the mean
field, as derived in the 1952 paper [1] by transforming the
collective Hamiltonian for harmonic shape vibrations to the
body-fixed frame defined as the instantaneous principal axis
frame of the vibrating density distribution. Combined with the

irrotational mass parameter Dirrot resulting from modeling the
vibrational flow by that of the irrotational fluid, it is some-
times referred to the Bohr liquid drop Hamiltonian. It should
be emphasized, however, that the inadequacy of the irrota-
tional fluid model for the low-frequency quadrupole excita-
tions was recognized from early on.

In the preface to the second edition (March 1, 1957) of the
1953 paper [48], Bohr and Mottelson wrote: ‘As a first
orientation, one attempted to employ for these parameters
obtained from a liquid drop model, but already the early ana-
lysis of various nuclear properties showed the limitation of this
comparison. The inadequacy of the liquid drop estimates was
especially clearly brought out by the comparison of the nuclear
moment of inertia with the deformations deduced from the rate
of the electric quadrupole rotational transitions.’ ‘An improved
understanding of the collective nuclear properties has come
from the efforts to derive these directly from the motion of the
nucleons; this analysis has revealed the important influence of
the nuclear shell structure on the collective motion.’ ‘The
inadequacy of the liquid drop model with irrotational flow
implies that the collective coordinates considered as functions
of the nucleonic variables are of more general form than (II.2) ,
...’ ((II.2) is the famous definition of the collective parameters
al m, in terms of the polar coordinates of individual particles).

Indeed, if we assume that a collective coordinate corre-
sponds to a local one-body operator in the coordinate space
(such as the mass-multipole operator), we obtain a collective
mass parameter associated with an irrotational velocity field
(see p. 510 of [3] and [49]).

Illustration of typical situations

Figure 2 illustrates typical patterns of the collective potential
energy surface b gV , ;( ) these are classified according to the
location of the local minimum. In the case that the potential
energy b gV ,( ) has a deep minimum at a finite value of β and
g = 0 (or g = 60 ), a regular rotational spectrum with the

+I I 1( ) pattern may appear. In addition to the ground band,
we can expect the β and γ bands to appear, where vibrational
quanta with respect to the β and γ degrees of freedom are
excited. Detailed investigations on the γ-vibrational bands
over many nuclei have revealed, however, that they usually
exhibit significant anharmonicities (non-linearlities) [50].
Situations for the β-vibrational bands are quite mysterious.
Recent experimental data indicate the need for a radical
review of their characters [41]. We shall discuss on this
problem in section 9. The coexistence of two local minima at
oblate and prolate shapes is a typical example of shape
coexistence. Experimental data indicate that the potential
barrier between the two minima is, in many cases, low and the
collective wave functions extend over the oblate and prolate
regions through quantum tunneling (shape mixing). Also,
there are many nuclei exhibiting intermediate features
between the large-amplitude collective vibrations associated
with the oblate-prolate shape coexistence and the rotational
motions associated with the triaxial shape. We present in
appendix C a simple model that may be useful to understand
several interesting limits of triaxial deformation dynamics in a
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unified perspective, including the axially symmetric rotor
model, the γ-unstable model [51], the triaxial rigid rotor
model [52], and an ideal situation of the oblate-prolate shape
coexistence.

4. QRPA and its extensions

In this section, we summarize the elementary concepts in
microscopic theory of nuclear collective motion [53–57]. We
adopt the time-dependent mean-field picture. The main reason
is that it provides a basis for a clear understanding of the
correspondence between the quantum and classical aspects of
the nuclear collective motions. Furthermore, this approach
enables us to microscopically derive the collective coordi-
nates and momenta on the basis of the time-dependent var-
iational principle.

We shall start from small-amplitude vibrations about the
spherical equilibrium shape and then go to large-amplitude
regime, where we need to consider full 5D quadrupole col-
lective dynamics including three-dimensional (3D) rotations
restoring the broken symmetries as well as axially symmetric
and asymmetric shape fluctuations.

4.1. Collective motion as moving self-consistent mean field

Let us consider even-even nuclei whose ground states consist
of correlated nucleon pairs occupying time-reversal conjugate
single-particle states. The Hartree–Fock–Bogoliubov (HFB)
method is a generalized mean-field theory treating the for-
mation of the HF mean field and superfluidity (nucleon pair
condensate) in a self-consistent manner [54, 55, 57, 58], and

yields the concept of quasiparticles as single-particle excita-
tion modes in the presence of the pair condensate. Bohr and
Mottelson opened the way to a unified understanding of
single-particle and collective modes of motion of nuclei by
introducing the concept of moving self-consistent mean field
[3–5]. The time-dependent extension of the HFB mean field,
called the time-dependent HFB (TDHFB) theory, is suitable
to formulate their ideas [47, 54, 55, 57].

It is well known that the time evolution of the TDHF
state vectors can be written as time-dependent unitary trans-
formations (see e.g., [59, 60]). It is called the generalized
Thouless theorem. Adapting this theorem for nuclei with
superfluidity, the TDHFB state vector f ñt∣ ( ) may be written
as [61]:

^ ^f f fñ = = ñ = ñt te 0 e , 19G t G ti i
0∣ ( ) ∣ ( ) ∣ ( )( ) ( )

*å= -G t g t a a g t a ai , 20
kl

kl k l kl l k
ˆ ( ) { ( ) ( ) } ( )

( )

† †

where the HFB ground state f ñ0∣ is a vacuum for
quasiparticles a a,k l( )† ,

f ñ =a 0, 21k 0∣ ( )

with the suffix k distinguishing different quasiparticle states.
(See appendix D for more details.) The functions gkl(t) in the
one-body operator G tˆ ( ) is determined by the time-dependent
variational principle

⎜ ⎟⎛
⎝

⎞
⎠^d f fá

¶
¶

- ñ =t
t

H ti 0. 22( )∣ ∣ ( ) ( )

The TDHFB states can be regarded as generalized coherent
states, which are a kind of wave packets and cover the whole
Hilbert space of a given Fermion many-body system [62, 63].

Figure 2. Illustration of typical patterns of the collective potential-energy surface b gV ,( ), classified according to the location of the local
minimum point(s) b g,0 0( ): (a) spherical, (b) prolate, (c) oblate, (d) b ¹ 00 in the β direction but the potential is flat with respect to γ

(so-called γ-unstable situation [51]), (e) triaxial, and (f) coexistence of the oblate and prolate minima.
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We call this space ‘the TDHFB phase space.’ It may also be
called ‘the TDHFB symplectic manifold’ [63, 64]. This
semiclassical concept is quite important because it provides a
clear physical picture of collective dynamics. We shall see
below that the unitary representation (19) is very convenient
to develop a microscopic theory of nuclear collective motions.

4.2. Small-amplitude approximation (QRPA)

For small-amplitude vibrations around an HFB equilibrium
point, one can make the linear approximation to the TDHFB
equations and obtain the quasiparticle random phase
approximation (QRPA). This is a starting point of micro-
scopic theory of collective motion [13, 14]. Expanding
equation (19) in a power series of G tˆ ( ) and taking only the
linear order, we obtain

^d f fá +
¶
¶

ñ =H G
G

t
, i 0. 230 0∣[ ˆ ]

ˆ
∣ ( )

In place of the functions gkl(t) and *g tkl( ) in equation (20), let us
introduce normal coordinates =q t q t ,1( ) { ( ) q t q t, , f2 ( ) ( )}
and conjugate momenta =p t p t ,1( ) { ( ) p t p t, , f2 ( ) ( )}, and
representG tˆ ( ) in terms of the infinitesimal generators (Q P,

i
i

ˆ ˆ) of
p t q t,i

i( ( ) ( )) as

å= -
=

G t p t Q q t P . 24
i

f

i
i i

i
1

ˆ ( ) ( ( ) ˆ ( ) ˆ ) ( )

Here it is important to distinguish the classical dynamical
variables q t p t,i

i( ( ) ( )) from the quantum infinitesimal gen-

erators Q P,
i

i( ˆ ˆ). This representation is equivalent to
equation (20) if the number of normal coordinates, f, is equal
to the number of independent two-quasiparticle configura-
tions kl( ). In reality, we shall be interested in only a few
collective modes among the f normal modes. For small-
amplitude vibrations under consideration, the harmonic
approximation holds; that is, time dependence of q ti ( ) and
pi(t) is given by

= = -p t B q t C q t¨ , 25i i
i

i
i˙ ( ) ( ) ( ) ( )

where the p t C,i i˙ ( ) , and Bi denote time-derivative of pi(t), the
stiffness (restoring force) parameter, and the inertial mass for
the normal mode (specified by the suffix i), respectively.
Inserting (24) into (23) and using (25), we obtain the QRPA
equation

= -H Q B P, i , 26
i i

i[ ˆ ˆ ] ˆ ( )

=H P C Q, i . 27i i
i[ ˆ ˆ ] ˆ ( )

where B i denotes the reciprocal of Bi, i.e., =B B1i
i. These

equations determine the microscopic structure of Q
iˆ and Pî as

coherent superpositions of many two-quasiparticle excita-
tions: expressing them as sums over independent two-
quasiparticles states kl( ),

å= +Q q a a a a , 28
i

kl
kl
i

k l l k
ˆ ( ) ( )

( )

† †

å= -P p a a a ai , 29i
kl

kl
i

k l l kˆ ( ) ( )
( )

† †

and inserting these into (26) and (27), we obtain linear
eigenvalue equations determining the frequency squared,
w = B Ci

i
i

2 , and the amplitudes q p,kl
i

kl
i( ). Actually, we have to

choose appropriate solutions among large number of solutions
(the number of independent two-quasiparticle configurations).
It is not difficult to identify them, however, because the
solutions corresponding to low-frequency quadrupole vibra-
tions appear much lower than twice the pairing gap, 2Δ, (or
the lowest two-quasiparticle excitation energy) and they are
formed by coherent superpositions of many two-quasiparticle
excitations. Because the time evolution of the TDHFB state
f ñt∣ ( ) is determined by the normal coordinates and momenta
(q t p t,i

i( ) ( )), we can write it as f ñq p,∣ ( ) . Using
equations (26), (27), and (35) below, we can easily calculate
the expectation value of the microscopic Hamiltonian with
respect to f ñq p,∣ ( ) :

å

f f f fá ñ = á ñ

+ +
=

q p H q p H

B p C q

, ,

1

2
. 30

i

f
i

i i
i

0 0

1

2 2

( )∣ ˆ ∣ ( ) ∣ ˆ ∣

( ) ( )

The increase of the total energy due to the vibrational motion,

 f f f fº á ñ - á ñq p q p H q p H, , , , 310 0( ) ( )∣ ˆ ∣ ( ) ∣ ˆ ∣ ( )

may be identified as the classical vibrational Hamiltonian.
Below we shall not consider the ground-state energy (the
second term in the r.h.s.), because it does not affect the
equations of motion for (q t p t,i

i( ) ( )).
For vibrational modes whose frequencies, w = B Ci

i
i ,

are positive, we can define the creation and annihilation
operators G G,i i( )† of the excitation mode as

⎛
⎝
⎜⎜

⎞
⎠
⎟⎟w

w
G = -

B
Q

B
P

1

2
i 32i

i
i

i
i

i
i

ˆ ˆ ( )†

and their Hermitian conjugates Gi. As is well known, they are
written in terms of the quasiparticle operators as

åG = -x a a y a a , 33i
kl

kl
i

k l kl
i

l k( ) ( )†

( )

† †

and obey the QRPA equation of motion,

wG = GH , . 34i i i[ ˆ ] ( )† †

It is worth noting that the Q P,
i

i( ˆ ˆ) representation pos-
sesses a wider applicability than the G G,i i( )† representation.
First, for the ANG modes with w = 0i , the former is valid
while the latter is undefined. Note that their inertial masses, Bi

(inverse of B i), are positive, whereas their frequencies wi

become to zero because the restoring-force parameters C i

vanish. Second, the Q P,
i

i( ˆ ˆ) representation is valid also for
unstable HFB equilibria where Ci is negative and wi is ima-
ginary. Obviously, we cannot define the creation and anni-
hilation operators G G,i i( )† for imaginary wi. We shall see that
this is one of the key points when we try to extend the QRPA
approach to non-equilibrium points far from the HFB local
minima.
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Merits of the QRPA

One of the beauties of the QRPA is that it is able to determine
the microscopic structures of collective coordinates and
momenta in terms of a large number of microscopic (particle-
hole, particle-particle, hole-hole) degrees of freedom. We can
thus learn how collective vibrations are generated as coherent
superpositions of many two-quasiparticle excitations. It is
well known that two kinds of isoscalar quadrupole vibration
appear exhibiting quite different characteristics; the low-
(usually first excited +2 ) and high-frequency (giant resonance)
modes. Examining the microscopic structure of the low-fre-
quency quadrupole vibrations, we see that the weights of two-
quasiparticle excitations near the Fermi surface are much
larger than those in the mass quadrupole operators (see, e.g.,
[65]). This example clearly shows the importance of
describing collective modes in a microscopic way.

Another merit of the QRPA is that it yields the ANG
modes as self-consistent solutions and determines their col-
lective inertial masses. With use of the QRPA, we can restore
the symmetries broken by the mean-field approximation.
Furthermore, the QRPA fulfills the energy-weighted sum
rules [66].

Quantization condition

In the QRPA, the following condition is customarily imposed
to ortho-normalize the amplitudes q p,kl

i
kl
i( ) or x y,kl

i
kl
i( ).

f f dá ñ =Q P, i , 35
i

j ij0 0∣[ ˆ ˆ ]∣ ( )

or

f f dá G G ñ =, . 36i j ij0 0∣[ ]∣ ( )†

We shall call this condition canonical-variable condition. It
should be emphasized that, differently from the time-
independent approaches, e.g. [13], these conditions cannot
be derived within the standard framework of the TDHFB
theory. For the derivation and justification of the canonical-
variable conditions, we need to clarify the canonical structure
of the TDHFB theory. We shall discuss on this point in
section 8.

In this connection, we note that the inertial masses are not
uniquely determined by (26) and (27), because the QRPA
equations are invariant against the scale transformations

Q s Q
i i iˆ ˆ and P P si i

iˆ ˆ with arbitrary values of s i. It is
therefore possible to adopt the values of s i such that the
collective inertial masses become unity. This arbitrariness is
related to the freedom of scale transformations of the normal
coordinates and momenta q p,i i( ).

Because q p,i i( ) are canonical variables, we can make
canonical quantization and obtain the quantum collective
Hamiltonian,

å= +
=

H B p C q
1

2
. 37

i

f
i

i i
i

QRPA
1

2 2ˆ ( ( ˆ ) ( ˆ ) ) ( )

Here, the collective coordinates and momenta, pî and qiˆ , are
quantum operators. It is important to note that the QRPA

ground state after the quantization is different from the HFB
ground state due to the quantum zero-point fluctuations.

The necessity of canonical quantization in order to derive
QRPA from the TDHFB theory, discussed above, is not
necessarily emphasized in standard textbooks on theoretical
nuclear physics. We shall see in section 8, however, that the
recognition of this point is essential to extend the basic ideas
of the QRPA for small amplitude vibrations to LACM.

Effective interactions for QRPA calculations

In the investigation of low-energy excitation spectra, the
pairing-plus-quadrupole (P + Q) model [67–69] and its
extension [70] have been playing the major roles. This phe-
nomenological effective interaction represents the competi-
tion between the pairing correlations favoring the spherical
symmetry and the quadrupole (particle-hole) correlations
leading to the quadrupole deformation of the mean
field [3, 71].

In recent years, QRPA calculations using density-
dependent effective interactions [72–76] have become possi-
ble. Density-dependent contact interactions such as the Sky-
rme interactions [72, 73, 76] may be founded on the density
functional theory (DFT) [58]. From this point of view, the
Skyrme interactions may be better called the Skyrme energy
density functionals (EDFs). Accordingly, the self-consistent
calculations that use the same density-dependent contact
interactions in solving the HFB equations for the ground state
and the QRPA for excited states may be regarded as small-
amplitude approximations of the time-dependent DFT
(TDDFT) [77]. A number of good textbooks on DFT and
TDDFT are available, e.g., [78, 79]. Note, however, there are
conceptual differences between those for condensed-matter
and those for nuclei, since the nucleus is a self-bound system
without an external potential [77].

For spherical mean fields, the QRPA matrix is block-
diagonal with respect to the angular momentum ( J) and the
parity (π) of two-quasiparticle configurations. Usually, the

=p +J 2 solution with lowest positive wi corresponds to the
first excited quadrupole vibrational state. In this case, many
calculations were performed [58, 80]. For axially symmetric
deformed mean fields, the QRPA matrix is block-diagonal
with respect to the K quantum number (projection of angular
momentum on the symmetry axis) and the parity of two-
quasiparticle configurations. The =p + +K 2 0( ) solution with
lowest positive wi may correspond to the first excited
g b( )-vibrational state. It is well known, however, that the
lowest =p +K 0 solution contains an appreciable mixture of
the pairing vibrational modes of protons and/or neutrons
(sensitively depending on the deformed shell structure around
the Fermi surface) [3]. Moreover, as we shall discuss in
section 9, recent experiments reveal mysterious characters of
the lowest =p +K 0 excitations. Although the dimension of
the QRPA matrix is much larger than that in the spherical
case, large scale QRPA calculations with modern EDFs have
been carried out also for deformed nuclei in recent years [81–
89]. In this way, it becomes one of the modern subjects in
nuclear structure physics to carry out fully self-consistent
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QRPA calculations on the basis of DFT for superfluid
(spherical and deformed) nuclei and treat low- and high-fre-
quency vibrations (giant resonances) as well as the ground
states in a unified way for all nuclei from the proton-drip line
to the neutron-drip line.

For triaxial mean fields breaking the axial symmetry, the
dimension of the QRPA matrix further increases and it
becomes computationally too heavy to diagonalize it at the
present time. To overcome this problem, a new method of
solving the QRPA equations without recourse to diag-
onalization of the QRPA matrix has been developed in recent
years [90–92]. It is called the finite-amplitude method, and
applied mainly to calculate strength functions for giant reso-
nances [93–97]. We shall suggest in section 5 that this
method may be useful also for solving the local QRPA
equations.

Relations to spherical shell-model calculations

The lowest +2 vibrational states are obtained in the spherical
shell model as coherent superpositions of many configura-
tions. The coherence is indirectly confirmed by, e.g. the
enhancements of the electric-quadrupole (E2) transition
probabilities + +B E2; 2 01 1( ). In the QRPA, we can directly
see the coherence in the QRPA amplitudes, xkl

i and ykl
i (or qkl

i

and pkl
i ). In the time-dependent mean-field picture, this

coherence represents the correlations generating the self-
consistent deformed mean field. In this way, the TDHFB
theory provides a transparent physical interpretation on the
microscopic mechanism of emergence of nuclear collective
motions.

4.3. Beyond the QRPA

Boson expansion method

The boson expansion method is well known as a useful
microscopic method for describing anharmonic (non-linear)
vibrations going beyond the harmonic approximation of the
QRPA. In this approach, we first construct a collective sub-
space spanned by many-phonon states of vibrational quanta
(determined by the QRPA) in the huge-dimensional shell-
model space, and then map these many-phonon states one-to-
one to many-boson states in an ideal boson space. Anhar-
monic effects neglected in the QRPA are treated as higher-
order terms in the power-series expansion with respect to the
boson creation and annihilation operators. Starting from the
QRPA about a spherical shape, one can thus derive the 5D
quadrupole collective Hamiltonian in a fully quantum
mechanical manner. The boson expansion method has been
successfully applied to low-energy quadrupole excitation
spectra in a wide range of nuclei including those lying in
regions of quantum phase transitions from spherical to
deformed [15, 98].

Non-perturbative approaches to LACM

The boson expansion about a single HFB local minimum is
not suitable for treating a situation where a few local minima

in the potential-energy surface b gV ,( ) compete in energy. In
such situations the collective wave functions are not neces-
sarily localized around a single minimum but tunnel through
the potential barrier. We frequently encounter such situations,
called ‘shape coexistence/mixing phenomena’ in low-energy
excitation spectra. The need to develop non-perturbative
approaches capable of treating quantum many-body barrier
penetrations is high also for treating large-amplitude collec-
tive motions in low-energy regions, such as spontaneous
fissions and sub-barrier fusion reactions. It has been one of
the longstanding fundamental subjects in nuclear structure
physics to construct a microscopic theory of LACM by
extending the QRPA concepts to arbitrary points in the

b gV ,( ) plane far from the HFB minima [77, 99, 100].
State vectors of time-dependent mean field are kinds of

generalized coherent states, and we can rigorously formulate
the TDHFB as a theory of classical Hamiltonian dynamical
system of large dimension [63, 101]. Because time evolution
of the mean field is determined by the classical Hamilton
equations, we cannot describe, within the framework of the
TDHFB, quantum spectra of low-lying states and macro-
scopic quantum tunneling phenomena such as spontaneous
fissions and sub-barrier fusions. To describe these genuine
quantum phenomena, we need to introduce a few collective
variables determining the time evolution of the mean field and
quantize them. Succeeding and developing the ideas in
microscopic theories of LACM acquired during 1970ʼs-
1990ʼs, we have developed a new method, called the ASCC
method [102], and shown its usefulness by applying it to
shape coexistence/mixing phenomena [103, 104].

Introduction to the ASCC method

Here we very briefly describe the basic ideas of the ASCC
method [102]. It will be presented in section 8 in a more
systematic way. In this approach, assuming that the time
evolution of the TDHFB state is determined by a few col-
lective coordinates = q q q q, , , f1 2( ) and collective
momenta = p p p p, , , f1 2( ), we write the TDHFB state as

f fñ = ñt q t p t,∣ ( ) ∣ ( ( ) ( )) . The TDHFB states f ñq p,∣ ( ) con-
stitute the f2 -dimensional submanifold in the TDHFB phase
space, which is called collective submanifold. In the ASCC
method, we further assume that f ñq p,∣ ( ) can be written in a
form

⎧⎨⎩
⎫⎬⎭åf fñ = ñ

=

q p p Q q q, exp i , 38
i

f

i
i

1

∣ ( ) ˆ ( ) ∣ ( ) ( )

where Q q
iˆ ( ) are one-body operators corresponding to

infinitesimal generators of pi locally defined at the state
f ñq∣ ( ) which represents a TDHFB state f ñq p,∣ ( ) at p 0.
This state f ñq∣ ( ) is called a moving-frame HFB state.
Inserting (38) into the time-dependent variational principle,
equation (22), and considering that the time dependence is
determined by the collective coordinates and momenta (q, p),
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we obtain

⎪

⎪

⎪

⎪

⎧
⎨
⎩

⎛
⎝⎜

⎞
⎠⎟

⎫
⎬
⎭åd f fá

¶
¶

+
¶
¶

- ñ =
=

q p q
q

p
p

H q p, i , 0.

39
i

f
i

i i
i1

( )∣ ˙ ˙ ˆ ∣ ( )

( )

We shall give a rigorous formulation to determine the
microscopic structures of the infinitesimal generator Q q

iˆ ( ) of
pi on the basis of the time-dependent variational principle
(39). We shall also introduce infinitesimal generators P qî ( ) of
q i and determine their microscopic structures. Furthermore,
we shall formulate the theory such that the collective variables
(q, p) can be treated as canonical variables.

Quite recently, we have proposed a practical approx-
imation scheme to the ASCC method. It is called the local
QRPA (LQRPA) method [105–110]. Here, the adjective
‘local’ means that it is locally defined around a point in the
b g,( ) deformation space. More rigorously speaking, it is
defined around a point on the collective submanifold
embedded in the TDHFB phase space, and this point is
mapped onto the b g,( ) space. The infinitesimal generators
appearing in this method are nonlocal in the coordinate space.
It may be regarded as an extension of the ordinary QRPA to
non-equilibrium states, where the moving-frame HFB states
f ñq∣ ( ) play a role analogous to the static HFB ground state
f ñ0∣ . Because of this analogy it may be easy to understand the
LQRPA method. In the next section, we show how this
method is used for a microscopic derivation of the Bohr-
Mottelson collective Hamiltonian. Fundamentals and validity
of the LQRPA method will be discussed later in section 8.

5. Microscopic derivation of the Bohr–Mottelson
collective Hamiltonian

In this section, we derive the quadrupole collective Hamil-
tonian making use of the LQRPA method. We also discuss
fundamental problems related to the microscopic derivation of
the collective Hamiltonian.

5.1. Procedure for the microscopic derivation

Instead of treating the 5D collective coordinates simulta-
neously, we first calculate the collective inertial masses for
two-dimensional (2D) vibrational motions corresponding to
the b g,( ) deformation degree of freedom, and subsequently
calculate the moments of inertia for 3D rotational motions at
each point of b g,( ). We then derive the collective Hamilto-
nian for the 5D quadrupole collective dynamics and quan-
tize it.

Microscopic calculation of the vibrational inertial masses

We first derive two canonical coordinates q q,1 2( ) that cor-
respond to the b g,( ) vibrational degrees of freedom in the
Bohr–Mottelson collective model. In this section we use the
notation q to represent q q,1 2( ) and write the moving-frame
HFB state as f ñq∣ ( ) .

First, we solve the moving-frame HFB equations,

d f fá ñ =q H q q 0, 40M( )∣ ˆ ( )∣ ( ) ( )

å ål m= - -
t

t t

=

+
H q H q N q D , 41

m
m mM

0,2
2

ˆ ( ) ˆ ( ) ˜ ( ) ˆ ( )( ) ( ) ( )

where
+

D m2
ˆ ( )

and º -t t tN N N0
˜ ˆ( ) ( ) ( ) are the mass quadrupole

operators and the number operators (measured from the
expectation values at the ground state) for protons and
neutrons (τ = p, n), respectively. The quadrupole-deforma-
tion variables b g,( ) are defined through the expectation

values of
+

D m2
ˆ ( )

with respect to f ñq∣ ( ) :

b g h h f f= = á ñ+ +
D q q D qcos , 4220 20( ) ( )∣ ˆ ∣ ( ) ( )( ) ( )

b g h h f f= = á ñ+ +
D q q D q

1

2
sin , 4322 22( ) ( )∣ ˆ ∣ ( ) ( )( ) ( )

where η is a scaling factor with the dimension of -L 2.
Through the above definitions of b g,( ) we can make a

one-to-one correspondence between q q,1 2( ) and b g,( ). As
illustrated in figure 3, this correspondence may be viewed as a
mapping of the collective coordinates q q,1 2( ) onto the b g,( )
plane of the Bohr–Mottelson collective model. For our pur-
pose, it is sufficient to assume that this correspondence is one-
to-one in the neighborhood of an arbitrary point q q,1 2( ),
because the collective inertial masses represent the inertia of
the LACM for infinitesimal variation in time of the collective
coordinates. Thus, the moving-frame HFB state f ñq∣ ( ) may
also be written as f b g ñ,∣ ( ) . The solutions of equation (40)
for every point on the q q,1 2( ) plane provide the moving-
frame HFB states f b g ñ,∣ ( ) off the HFB ground state
f b g ñ,0 0∣ ( ) at the local minimum b g,0 0( ) on the potential
energy surface b gV ,( ).

Next, we consider the TDHFB states of the form,
equation (38), with f = 2. Assuming that the collective motion
is slow, we expand it in powers of p and consider up to the
second order in p. Then, under certain approximations
explained in section 8, we obtain the following set of
equations of motion for Q q

iˆ ( ) and P qî ( ),

d f fá + ñ =q H q Q q B q P q q, i 0, 44
i i

iM( )∣[ ˆ ( ) ˆ ( )] ( ) ˆ ( )∣ ( ) ( )

d f fá - ñ =q H q P q C q Q q q, i 0, 45i i
i

M( )∣[ ˆ ( ) ˆ ( )] ( ) ˆ ( )∣ ( ) ( )

with the ‘weakly’ canonical commutation relations,

f f dá ñ =q Q q P q q, i , 46
i

j ij( )∣[ ˆ ( ) ˆ ( )]∣ ( ) ( )

meaning that the canonical commutation relations hold only
for their expectation values with respect to f ñq∣ ( ) . The
equations (44) and (45) are called the LQRPA equations and
may be regarded as generalizations of the QRPA
equations (26) and (27) about the HFB ground state to those
for a moving-frame HFB state f ñq∣ ( ) .

Analogously to the Q P,
i

i( ˆ ˆ) operators in the ordinary
QRPA, the one-body operators Q q

iˆ ( ) and P qî ( ), called infi-
nitesimal generators of collective motion, can be written as
linear combinations of bilinear products of the local quasi-
particle operators a a,k l( )† that are defined with respect to the
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moving-frame HFB state f ñq∣ ( ) by f ñ =a q 0k ∣ ( ) :

å= +Q q q q a a a a , 47
i

kl
kl
i

k l l k
ˆ ( ) ( )( ) ( )

( )

† †

å= -P q p q a a a ai . 48i
kl

kl
i

k l l kˆ ( ) ( )( ) ( )
( )

† †

Because the collective coordinates q q,1 2( ) corresponding to
b g,( ) and their conjugate momenta p p,1 2( ) are canonical
variables, it is possible to make a scale transformation such
that the collective masses relating p p,1 2( ) to the time
derivatives q q,1 2( ˙ ˙ ) of q q,1 2( ) become unity. Thus, we can
write the kinetic energy of vibrational motions as

å å= =
= =

T p q
1

2

1

2
49

i
i

i

i
vib

1,2

2

1,2

2( ) ( ˙ ) ( )

without loss of generality.

Microscopic calculation of the rotational moments of inertia

In a manner similar to the calculation of the vibrational
inertial masses described above, we calculate, at every point
on the b g,( ) plane, the rotational moments of inertia k for
3D rotational motions =k 1, 2, 3( ). To treat the 3D rotational
motions, we write rotating TDHFB states in the following
form:

⎡
⎣⎢

⎤
⎦⎥åf j j j j fñ = Y - ñ

=

q q q I q, , exp i .

50
k

k k
k

k k
1

3

∣ ( ˙ ) { ( ) ˙ ˆ ( ) ˆ } ∣ ( )

( )

Here Y q
kˆ ( ) are local angle operators conjugate to the angular-

momentum operators Ik̂ and satisfy the ‘weak’ canonical
commutation relations,

f f dá Y ñ =q q I q, i . 51
k

l kl( )∣[ ˆ ( ) ˆ ]∣ ( ) ( )

The set (Y q I,
k

k
ˆ ( ) ˆ ) corresponds to the infinitesimal generators

(Q q P q,
i

i
ˆ ( ) ˆ ( )) for vibrational motions considered above. The

variablesjk andjk˙ denote the rotational angles and their time
derivatives. The set ( j jq,k k k( ) ˙ ) corresponds to the set of
collective coordinates and momenta q p,i i( ). The inverse of
B qi ( ) corresponds to  qk( ). Needless to say, in contrast to
P qî ( ) for vibrational motions, the infinitesimal generators for
rotational motions are the angular-momentum operators Ik̂
independent of q, and the restoring-force parameters Ck(q) are
zero for rotational motions.

Inserting equation (50) for f ñt∣ ( ) in the time-dependent
variational principle equation (22) and considering only the
linear-order terms with respect to Y q

kˆ ( ) and Ik̂, we obtain the
LQRPA equations for 3D rotational motions:


d f fá Y + ñ =q H q q

I

q
q, i 0. 52

k k

k
M( )∣[ ˆ ( ) ˆ ( )]

ˆ
( )

∣ ( ) ( )

These equations are the same as the Thouless–Valatin
equations [111], except that we solve these equations not
only at the equilibrium deformation b g,0 0( ) but also at every
points on the b g,( ) plane off the equilibrium.

Solving equations (52) at every point on the q q,1 2( )
plane and make a one-to-one mapping to the b g,( ) plane, we
obtain the three moments of inertia  b g,k( ), which deter-
mine the rotational masses b gD ,k ( ) through equation (10),
and the rotational energy,

å b g j=
=

T
1

2
, , 53

k
k krot

1,2,3

2( ) ˙ ( )

in the collective Hamiltonian (2). If b gD ,k ( ) are replaced
with a constant, b g =D D,k ( ) , then  b g,k( ) reduce to the
moments of inertia for irrotational fluid. As mentioned in
section 2, this approximation may be valid only for harmonic
vibrations about the spherical shape.

Figure 3. Illustration of the mapping of q q,1 2( ) defined on the collective submanifold onto the b g,( ) deformation plane of the Bohr-
Mottelson collective model. The collective submanifold is illustrated as a hypersurface in the huge-dimensional TDHFB phase space.
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Derivation of the quadrupole collective Hamiltonian and its
quantization

Displacements of q q,1 2( ) are related to variations of the
expectation values +D m2

( ) of the mass quadrupole operators by

å=
¶
¶

=+

=

+

D
D

q
q md d , 0, 2. 54m

i

m
i

i
2

1,2

2 ( )( )
( )

This relation leads to the kinetic energy of vibrational motions
given in terms of time derivatives of the quadrupole
deformation,

å=
¢=

¢
+

¢
+T M D D

1

2
, 55

m m
mm m mvib

, 0,2
2 2

˙ ˙ ( )( ) ( )

where

åb g =
¶

¶
¶

¶
¢

=
+
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+M

q

D

q

D
, . 56mm

i

i

m

i

m1,2 2 2

( ) ( )( ) ( )

Taking time derivatives of equations (42) and (43), we can
straightforwardly transform the expression (55) to the form in
terms of (b g,˙ ˙ ). The vibrational masses ( bb bgD D, , ggD ) are
then obtained from (M M M, ,00 02 22) through the following
relations:
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In this way, we can calculate, in a microscopic way, all
the collective inertial masses appearing in the Bohr–Mottel-
son collective Hamiltonian (2). For quantization, we can
apply the quantization scheme for the 5D curvilinear coor-
dinates (so-called Pauli prescription, see appendix A). After a
somewhat lengthy but straightforward calculation, we obtain
the quantized collective Hamiltonian (5).

5.2. Discussions

Let us discuss some fundamental problems related to the
microscopic derivation of the quadrupole collective
Hamiltonian.

Applicability of the Pauli prescription for quantization

In the pioneering work of Baranger and Kumar toward
microscopic derivation of the Bohr–Motttelson collective

Hamiltonian, they wrote [46]: ‘The next problem is that of
quantizing Hamiltonian H. There is no unique way of doing
this. Bohr uses the Pauli prescription, which is designed to
give the right answer when the variables can be transformed
to Cartesian coordinates. But this is not the case here and
therefore the Pauli prescription loses its only justification.’

In the 50 years since their work, we now have good
prospects of justifying the use of the Pauli prescription.
Because it is just the transformation of the Laplacian in
Cartesian coordinates to that in the curvilinear coordinates, as
Baranger and Kumar pointed out, the crucial question is
whether or not we can derive the 5D collective coordinates
which are Cartesian. As we have shown above, we have
derived a local 5D canonical coordinate system on the col-
lective submanifold embedded in the large-dimensional
TDHFB phase space. (This concept will be further discussed
in section 8.) In our view, to derive the kinetic energy term
and the inertial masses, it is enough to define a local coor-
dinate system at each point of the collective submanifold; that
is, it is unnecessary to define a global canonical coordinate
system. It remains, however, as an interesting subject to
develop a firm theoretical formulation to clarify the validity
and limitation of the use of the Pauli prescription for quan-
tization of collective coordinates.

Treatment of 3D rotational motions

It should be emphasized that we can define the local angle
operators Y q

kˆ ( ), although the global angle operators canoni-
cally conjugate to Ik̂ do not exist. For the microscopic calc-
ulation of the moments of inertia k, it is sufficient to
determine the microscopic structure of the local angle
operators Y q

kˆ ( ). This is because, similarly to the vibrational
inertial masses,  qk( ) represents the inertia for an infinitesi-
mal change of the rotational angles of the moving-frame HFB
state f ñq∣ ( ) . It should be kept in mind that we use the
expression (50) for rotating TDHFB states only for infinite-
simal rotations, i.e., for very small rotational angles jk. For
large jk, we have to consider higher-order effects associated
with the non-Abelian nature of the angular momentum
operators [112]. Fortunately, it is unnecessary to consider
such higher-order effects for our aim of evaluating the inertial
masses for rotational motions.

Effective interaction in the microscopic Hamiltonian

The LQRPA method is quite general and it can be used for
any microscopic Hamiltonian Ĥ . Inserting equations (47) and
(48) into equations (44) and (45), we obtain linear eigenvalue
equations for the amplitudes qkl

i and pkl
i . For effective inter-

actions of separable type such as the P + Q force model, we
can rewrite these equations into a form of dispersion equation
determining the frequencies squared w = B Ci

i
i

2 and the
amplitudes, qkl

i and pkl
i (see e.g., [113]). It is then easy to find

the solutions satisfying the dispersion equation. For effective
interactions of the Skyrme type or modern density func-
tionals, we have to diagonalize the QRPA matrix of very large
dimension. This is the case for deformed HFB states,
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especially for triaxial deformations, and the computation
becomes heavy. Although a large-scale calculation is
required, such an application of the LQRPA method with
realistic interactions/functionals is a challenging future sub-
ject. A step toward this goal has recently been carried out for
axially symmetric cases [108]. To overcome this computa-
tional problem, the finite-amplitude method [90–92] may be
utilized. In particular, the recently developed technique [114–
117] may be useful to find a few low-frequency solutions
possessing strong collectivities. It is a great challenge to
develop the LQRPA approach on the basis of the TDDFT and
nuclear EDFs.

Physical meaning of the collective inertial masses

The pairing correlation plays a crucial role in determining the
inertial masses of collective motion. The reason may be
understood microscopically as follows.

The single-particle energies and wave functions are
determined by the nuclear mean field. The time evolution of
the mean field changes them and causes a number of single-
particle level crossings. The level crossing near the Fermi
surface induces the change of the lowest-energy configura-
tion. Without the pairing, it is difficult for the system to
rearrange to more energetically favorable configurations at the
level crossing. In the presence of the pairing correlation,
however, the nucleon pairs can make a hopping from up-
sloping levels to down-sloping levels at the level crossing
[118]. Such easiness/hardness of the configuration rearran-
gements at level crossings determines the adiabaticity/dia-
baticity of the collective motion. The collective inertia
represents a property of the system trying to keep a definite
configuration during the collective motion. Thus, the inertia
becomes smaller for stronger pairing.

In spherical mean fields, the pairing correlation acts for
monopole nucleon pairs that couples to an angular momen-
tum J = 0. In deformed mean fields, the nucleon pair becomes
a superposition of multiple angular momenta J because of the
rotational symmetry breaking. In particular, the quadrupole
J = 2 pairing correlation plays an important role. The reason
is understood as follows. When a mean field develops toward
a larger prolate deformation, single-particle levels favoring
the prolate deformation are pushed down, while those that
favor the oblate deformation are pushed up. At the level
crossing, the easiness/hardness of the rearrangement depends
on the magnitude of the pairing matrix elements between the
crossing single-particle levels. The spacial overlaps between
the single-particle wave functions of the up-sloping and
down-sloping levels are smaller than those at the spherical
limit. Such reductions of the pairing matrix elements between
the prolate-favoring and the oblate favoring levels are well
described by taking into account the quadrupole pairing (in
addition to the monopole pairing) [26]. The Galilean invar-
iance provides a link between the monopole and quadrupole
pairing strengths [119]. It is shown with the use of the ASCC
and LQRPA methods [105, 120] that the quadrupole pairing
induces time-odd components (that change sign under time
reversal) in the moving mean field and enhances the inertial

masses. This indicates that the the collective dynamics asso-
ciated with the pairing correlations is well described by these
microscopic methods. More detailed investigation on the roles
of the pairing in level crossing dynamics will prove fruitful
for a deeper understanding of the microscopic mechanism
determining the inertial masses.

5.3. Remarks on microscopic derivation of the particle-
collective coupling Hamiltonian

In this review, we concentrate on the collective Hamiltonian
Hcoll in the unified model Hamiltonian (1) of Bohr and
Mottelson. Needless to say, it is a great challenge to develop a
microscopic theory capable of treating the single-particle and
collective motions in a unified manner. The particle-collective
coupling Hamiltonian Hcoupl in the unified model Hamiltonian
may be derived by using the same concept of time-dependent
self-consistent mean field which has been used in the
microscopic derivation of the collective Hamiltonian Hcoll. As
is well known, properties of single-particle motions are
determined by the mean fields which are collectively gener-
ated by all nucleons constituting the nucleus. This implies that
the dynamical time evolution of the mean field affects the
single-particle motion and generates the particle-collective
couplings.

For small-amplitude vibrations about an equilibrium
point of the HFB mean field, we can expand the single-par-
ticle Hamiltonian associated with mean field of the moving
HFB state f b g ñ,∣ ( ) in terms of the vibrational amplitudes.
We then obtain the particle-vibration coupling Hamiltonian in
the linear order [3, 121]. To overcome the problem of over-
completeness and non-orthogonality that arises from the use
of the basis states consisting of both the single-particle modes
(defined at the HFB minimum point) and the elementary
modes of vibrations, the ‘Nuclear Field Theory (NFT)’ has
been developed since 1970ʼs [122]. The NFT has been used
for microscopic analyses of anharmonicities of vibrational
motions as well as the ‘dressing’ of single-particle motions
due to the particle-vibration couplings. For these applications
and recent achievements of the NFT, we refer the contribution
by Broglia et al to this Special Edition [123].

A promising approach to derive the particle-vibration
coupling Hamiltonian beyond the linear order is to derive the
single-particle Hamiltonian in the moving self-consistent
mean field and expand it in powers of collective variables. An
interesting attempt in this direction was done by Yamada
[124] using the self-consistent collective coordinate (SCC)
method with the *h h,( ) expansion (described in section 8.2).
It is interesting to further develop this approach. Looking for
future, it will certainly become an important fundamental
subject in nuclear structure theory to derive the particle-
vibration coupling Hamiltonian starting from the TDDFT.

We should also remark the longstanding problem of
deriving the particle-rotation coupling Hamiltonian starting
from a microscopic many-body theory. In [125], the single-
particle motions in rapidly rotating mean field are described
by means of the SCC method with a power-series expansion
in the rotational frequency, and the alignments of single-
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quasiparticle and the rotational angular momenta are studied.
Developing this line of approach, the SCC method may be
used also for deriving the particle-rotation coupling Hamil-
tonian, but this subject remains for future. In our view, con-
struction of a microscopic theory capable of treating the
single-particle and collective motions in a unified manner,
initiated by Bohr and Mottelson, still remains as the most
fundamental and principal subject in nuclear structure
dynamics.

Historical note

The construction of a self-consistent microscopic theory of
collective motion capable of deriving the unified-model
Hamiltonian of Bohr and Mottelson is a longstanding and
difficult subject which always inspires the development of
fundamental new concepts. Let us quote some remarks by
Villars, which may be worthwhile to keep in mind:

‘Although such a synthesis of the collective and the
particle aspect of nuclear dynamics is rather easily achieved in
words, by simply combining results borrowed from various
models, a decent mathematical formulation of the same pro-
gramme is far from easy.’ in 1967 [126].

‘It always appeared to this author that the proper for-
mulation of a microscopic theory of nuclear collective motion
is a strangely difficult subject.’ ‘Much is to be learned yet in
the problem of formulating a consistent quantum theory of
collective motion.’ in 1982 [127].

6. Illustrative examples

We here present some applications of the LQRPA method for
deriving the 5D collective Hamiltonian. In the numerical
examples below, the P+Q model Hamiltonian [69] (includ-
ing the quadrupole-pairing interaction) is employed in solving
the LQRPA equations. The single-particle energies and the
P + Q interaction strengths are determined such that the
results of the Skyrme-HFB calculation for the ground states
are best reproduced within the P+Q model (see [106, 107]
for details). More examples can be found for -68 72Se
[104, 105], 72,74,76Kr [106], the 26Mg region [128], -30 34Mg
[107], -58 68Cr [108], -58 66Cr [109], and -128 132Xe,

-130 134Ba [129].

Oblate-prolate shape coexistence and fluctuations
in 74Kr

The collective potential b gV ,( ) depicted in figure 4 exhibits
two local minima. The prolate minimum is lower than the
oblate minimum, and the spherical shape is a local maximum.
This figure also shows that the valley runs in the triaxially
deformed region and the barrier connecting the oblate and
prolate minima is low. Accordingly, one may expect large-
amplitude quantum shape fluctuations to occur along the
triaxial valley. In fact, the vibrational wave function of the
ground +01 state has bumps around the two potential minima,

but the wave function spreads over the entire γ region along
the potential valley. It is interesting to notice that, as the
angular momentum increases, the localization of the vibra-
tional wave functions in the b g,( ) deformation plane devel-
ops; namely, the rotational effect plays an important role for
the emergence of the shape coexistence character. This
development of localization results from the b g- depend-
ence of the rotational moments of inertia. One can clearly see
the oblate-prolate asymmerty of the moment of inertia 1

shown in figure 4(c). Due to this asymmetry, the localization
on the prolate side develops in the ground band. In the yrare
band, although the vibrational wave functions have a two-
peak structure, the localization on the oblate side develops
due to the orthogonality to the yrast states.

We note that the rotational inertial functions D D,1 2( , D3)
and the pairing gaps significantly change as functions of
b g,( ), as well as the vibrational inertial masses

bb gg bgD D D, ,( ). Due to the time-odd contributions of the
moving HFB self-consistent field, the collective inertial
masses calculated with the LQRPA method are 20%–50%
larger than those evaluated with the Inglis-Belyaev cranking
formula. Their ratios also change as functions of b g,( ) [106].
As a consequence, as shown in Figure 5(a), the excitation
spectrum calculated with the LQRPA masses is in much
better agreement with experimental data than that with the
Inglis-Belyaev cranking masses. Figure 5(b) shows the
spectroscopic quadrupole moments calculated with the
LQRPA masses for 74Kr. One sees that, aside from a minor
deviation for the +23 state, the calculated spectroscopic
quadrupole moments are in excellent agreement with the
experimental data. In particular, the signs and the increasing
tendency of the magnitudes with angular momentum in the
ground band are well reproduced.

7. Some remarks on other approaches

In this section, we give short remarks on other methods
widely used for microscopic calculation of collective inertial
masses.

7.1. Constrained HFB + adiabatic perturbation

This method is convenient and widely used in the micro-
scopic description of LACM [131–135]. It is based on the
adiabatic assumption that the collective motion is much
slower than the single-particle motion. In this approach, we
first postulate a few one-body operators Fî corresponding to
collective coordinates ai, and solve the constrained HFB (or
constrained HF + BCS) equation,

åd f a m a f aá - ñ =H F 0, 60
i

i
i0 0( )∣ ˆ ( ) ˆ ∣ ( ) ( )

to find the constrained HFB states f a ñ0∣ ( ) . Here, m ai ( ) are the
Lagrange multipliers whose values are determined to fulfill
the constraining conditions,

a f a f a= á ñF . 61i
i0 0( )∣ ˆ ∣ ( ) ( )

16

Phys. Scr. 91 (2016) 063014 Invited Comment



Assuming that the frequencies of the collective motion are
much smaller than those of non-collective two-quasiparticle
excitation, we then calculate the collective kinetic energy Tcoll

using the adiabatic perturbation theory:

*å a a a=T D
1

2
, 62

ij
ij

i j
coll ( ) ˙ ˙ ( )

where

*å

a

f a f a f a f a

a a
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á ñá ñ
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¶

¶
¶

¶
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E E
2 63
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n

n n

n
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0

i j

( )

( )∣ ∣ ( ) ( )∣ ∣ ( )

( ) ( )
( )

are called Inglis-Belyaev cranking masses [54]. Here f a ñ0∣ ( )
and f a ñn∣ ( ) represent the ground and two-quasiparticle
excited states for a given set of values a a= i{ }. In most of

applications it is simplified furthermore by introducing an
assumption that the derivatives of the constrained HFB
Hamiltonian with respect to ai is proportional to Fî .
Equation (63) then reduces to

  a a a a= - -D
1

2
64ij ij1

1
3 1

1( ) [ ( ) ( ) ( )] ( )

with

 åa
f a f a f a f a
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†

In recent years, a systematic investigation on low-lying
quadrupole spectra has been carried out in terms of the
quadrupole collective Hamiltonian by using the Inglis-

Figure 4. Application of the LQRPA method to the oblate-prolate shape coexistence/fluctuation phenomenon in 74Kr (from [106]).
Reproduced with permission. Copyright Elsevier 2011. (a) Collective potential b gV ,( ), (b) Ratio of the collective inertial mass b gbbD ,( ) to
the Inglis-Belyaev cranking mass. (c) The LQRPA moment of inertia 1 for rotation about the -x axis. Vibrational wave functions squared,

b b gå Fa ,K IK
4 2∣ ( )∣ , for (d) the +01 state, (e) the +21 state, (f) the +41 state, (g) the +02 state, (h) the +22 state, and (i) the +42 state. For the b 4 factor,

see the text.
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Belyaev cranking formula and the collective potential
energies derived from the relativistic (covariant) density
functionals [136–142].

A problem of the Inglis–Belyaev cranking formula is that
the collective inertial masses are underestimated [143].
Moving mean fields induce time-odd components that change
sign under time reversal. However, the Inglis–Belyaev
cranking formula ignores their effects on the collective iner-
tial masses. By taking into account such time-odd corrections
to the cranking masses, one can better reproduce low-lying
spectra [129]. For rotational moments of inertia, we may
estimate the time-odd corrections taking the limit of w  0rot

for the solution of the HFB equation in the rotating frame, that
is defined by adding the cranking term w- Jxrot

ˆ to the con-
strained HFB Hamiltonian. Since this provides about 20%–

40% enhancement from the Inglis–Belyaev formula, the
similar enhancement factors of 1.2–1.4 have been often uti-
lized for vibrational inertial masses without solid justification.

7.2. Adiabatic TDHF theory

In the 1960ʼs, Belyaev, Baranger, and Kumar began efforts to
self-consistently derive the collective Hamiltonian using
adiabatic approximation to time evolution of mean fields
[47, 69]. In these pioneer works, they derived the quadrupole
collective Hamiltonian using the P + Q force model [67].
During the 1970ʼs, the time-dependent mean-field approach
with the use of the P + Q force model was generalized to be
applicable to any effective interaction. This advanced
approach is called adiabatic TDHF (ATDHF) [144–146].

In the ATDHF theory of Baranger and Vénéroni [144],
the density matrix r t( ) is written in the following form and
expanded as a power series with respect to c t( ).

r r= c c-t te e 66t ti
0

i( ) ( ) ( )( ) ( )

r c r c c r= + - + t t t t t ti ,
1

2
, , .

67

0 0 0( ) [ ( ) ( )] [ ( ) [ ( ) ( )]]

( )

Here the matrix elements r tij ( ) of r t( ) are defined by

r f f= á ñt t c c tij j iHF HF( ) ( )∣ ∣ ( )† with the time-dependent HF
state f ñtHF∣ ( ) and the nucleon creation and annihilation
operators, ci

† and cj, in the single-particle states i and j. The
above expansion is regarded as an adiabatic expansion with
respect to c t( ) which plays the role of the collective
momentum associated with the time-even density matrix
r t0 ( ). Baranger and Vénéroni suggested a possibility of
introducing collective coordinates as parameters that describe
the time evolution of the density matrix r t0 ( ). They discussed
an iterative procedure to solve the ATDHF equations. This
idea has not been realized until now, however. We note that
the ATDHF does not reduce to the RPA in the small-
amplitude limit if a few collective coordinates are introduced
by hand. In fact it gives a collective mass different from the
RPA [147].

Villars developed another ATDHF theory with the aim of
self-consistently determining the optimum collective coordi-
nates on the basis of the time-dependent variational principle
[148]. In the same way as in the ASCC method described in
section 8, the TDHFB states are written in the form of
equation (38). Villars encountered a difficulty, however, that
he could not get unique solutions of the basic equations
determining the collective path. This problem was later solved
by treating the second-order terms of the momentum expan-
sion in a self-consistent manner (see Mukherjee and Pal [149],
and Klein et al [150, 151]). It was shown that, when the
number of collective coordinate is only one, a collective path
maximally decoupled from non-collective degrees of freedom
runs along a valley in the multi-dimensional potential-energy
surface associated with the TDHF states.

Figure 5. (a) Partial excitation spectrum calculated for 74Kr by means of the LQRPA method [106] and experimental data [130]. For
comparison, the results calculated using the Inglis-Belyaev cranking masses (denoted by IB) are also shown. Only the levels with even
angular momentum are shown (see [106] for the whole spectrum.) The E2 transitions with B E2( ) larger than 50 Weisskopf units are
indicated by arrows. (b) Spectroscopic quadrupole moments in unit of efm2 of the first (square), second (circle) and third (triangle) states for
each angular momentum in 74Kr (from [106]). Calculated values are shown by open symbols, while experimental data [130] are indicated by
filled symbols.

18

Phys. Scr. 91 (2016) 063014 Invited Comment



To describe low-frequency collective motions, it is
necessary to take into account the pairing correlations. In
other words, we need to develop the adiabatic TDHFB
(ATDHFB) theory. This is one of the reasons why applica-
tions of the ATDHF have been restricted to collective phe-
nomena where pairing correlations play minor roles such as
low-energy collisions between spherical closed-shell nuclei
[152] and giant resonances [147]. As discussed in section 5.2,
when large-amplitude shape fluctuations take place, single-
particle level crossings often occur. To follow the adiabatic
configuration across the level crossing points, the pairing
correlation plays an essential role. Therefore, we need to
develop the ATDHFB theory to describe low-frequency col-
lective excitations.

In the past, Dobaczewski and Skalski [153] tried to
develop the ATDHFB theory assuming the axially symmetric
quadrupole deformation parameter β as the collective coor-
dinate. Quite recently, Li et al [154] tried to derive the 5D
quadrupole collective Hamiltonian on the basis of the
ATDHFB. The extension of ATDHF to ATDHFB is not
straightforward, however. This is because, as will be dis-
cussed in section 8, we need to decouple the number-fluc-
tuation degrees of freedom from the LACM of interest,
respecting the gauge invariance with respect the pairing
rotational angles.

7.3. Generator coordinate method

The generator coordinate method (GCM) has been used for a
wide variety of nuclear collective phenomena [155–157].
Using the angular-momentum projector PIMK

ˆ and the neutron
(proton)-number projector PN̂ (PẐ), we write the state vector
as a superposition of the projected mean-field states with
different deformation parameters b g,( ),

^ ^ ^ò åb g b g f b gY ñ = ñf P P Pd d , , .

68

NZIM
i

K
NZIK
i

N Z IMK∣ ( ) ∣ ( )

( )

Because the projection operators contain integrations, it has
been a difficult task to carry out such high-dimensional
numerical integrations in solving the Hill–Wheeler equation
for the states f b g ñ,∣ ( ) obtained by the constrained HFB
method. In recent years, however, remarkable progress has
been taking place, which makes it possible to carry out such
large-scale numerical computations [158–163]. The HFB
calculations with use of density-dependent effective interac-
tions are better founded on density functional theory (DFT).
Accordingly, the modern GCM calculation is referred to as
‘multi-reference DFT’ [158].

We can derive a collective Schrödinger equation by
making the gaussian overlap approximation (GOA) to the
Hill–Wheeler equation [164–167]. There is no guarantee,
however, that dynamical effects associated with time-odd
components of moving mean field are sufficiently taken into
account in the collective inertial masses obtained through this
procedure. It is well known for the case of center of mass

motion that we need to use complex generator coordinates to
obtain the correct mass. This fact indicates that collective
momenta conjugate to collective coordinates should also be
treated as generator coordinates [54, 168].

A fundamental question is how to choose the optimal
generator coordinates. With the variational principle, Holz-
warth and Yukawa [169] proved that the mean-field states
parametrized by a single optimal generator coordinate run
along a valley of the collective potential energy surface. This
line of investigation stimulated the challenge toward con-
structing a microscopic theory of LACM [170]. In this con-
nection, we note that conventional GCM calculations
parametrized by a few real generator coordinates do not
reduce to the (Q)RPA in the small-amplitude limit. It should
be distinguished from the case that all two-quasiparticle
(particle-hole) degrees of freedom are treated as complex
generator coordinates [171].

It is very important to distinguish the 5D collective
Hamiltonian obtained by making use of the GOA to the GCM
from that derived in the preceding section by using the
LQRPA to the ASCC method. In the latter, the canonical
conjugate pairs of collective coordinate and momentum are
self-consistently derived on the basis of the time-dependent
variational principle. The canonical formulation enables us to
adopt the standard canonical quantization procedure. Fur-
thermore, effects of the time-odd components of the moving
mean field are automatically taken into account in the col-
lective inertial masses. It is therefore misleading to say as if
the 5D collective Hamiltonian approach is an approximation
to the full 5D (three Euler angles, β, and γ) GCM calculation.

Additional remarks

In view of the above points, it is desirable to carry out a
systematic comparison of collective inertial masses evaluated
by different approximations including the LQRPA (based on
the ASCC method summarized in the next section), the
adiabatic cranking methods, the ATDHFB, and the GCM +
GOA for a better understanding of their physical implications.
In this connection, we notice that the results of the recent
GCM calculation for 76Kr [162], using the particle-number
and angular-momentum projected basis, equation (68), are
rather similar to those obtained by use of the Bohr–Mottelson
collective Hamiltonian with the Inglis–Belyaev cranking
masses, except for an overall overestimation of the excitation
energies by about 20%. This work casts an interesting ques-
tion as to why the two different approaches yield rather
similar results.

8. Fundamentals of microscopic theory of LACM

In this section, we review the modern concept of LACM and
the fundamental theory underling the LQRPA method used in
section 5 to derive the Bohr–Mottelson collective
Hamiltonian.
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8.1. Extraction of collective submanifold

It is possible to formulate the TDHFB dynamics as the clas-
sical Hamilton equations for canonical variables in the
TDHFB phase space [63, 75, 101]. The dimension of this
phase space is very large; twice of the number of all the two-
quasiparticle pairs. The TDHFB state vector f ñt∣ ( ) can be
regarded as a generalized coherent state moving on a trajec-
tory in the large-dimensional TDHFB phase space. For low-
frequency collective motions, however, we assume that the
time evolution is governed by a few collective variables.

During the attempts to construct microscopic theory of
LACM since the latter half of the 1970ʼs, significant progress
has been achieved in the fundamental concepts of collective
motion. Especially important is the recognition that micro-
scopic derivation of the collective Hamiltonian is equivalent
to extraction of a collective submanifold embedded in the
TDHFB phase space, which is approximately decoupled from
other ‘non-collective’ degrees of freedom. From this point of
view we can say that collective variables are nothing but local
canonical variables which can be flexibly chosen on this
submanifold. Here, we recapitulate recent developments
achieved on the basis of such concepts.

Attempts to formulate a LACM theory without assuming
adiabaticity of large-amplitude collective motion were initi-
ated by Rowe and Bassermann [172] and Marumori [173] and
led to the formulation of the SCC method by Marumori,
Maskawa, Sakata, and Kuriyama [59]. In these approaches,
collective coordinates and collective momenta are treated on
the same footing. In the SCC method, basic equations
determining the collective submanifold are derived by
requiring maximal decoupling of the collective motion of
interest from other non-collective degrees of freedom. The
collective submanifold is invariant with respect to the choice
of the coordinate system, whereas the collective coordinates
depend on it. The idea of coordinate-independent theory of
collective motion was developed also by Rowe [174], and
Yamamura and Kuriyama [63]. This idea had a significant
impact on the fundamental question, ‘what are the collective
variables?’. The SCC method was first formulated on the
basis of the TDHF theory without pairing. Later, it is exten-
ded to treat pairing correlations in superfluid nuclei on the
basis of the TDHFB theory [61].

In the SCC method, the TDHFB state f ñt∣ ( ) is written as
f ñq p,∣ ( ) under the assumption that the time evolution is
governed by a few collective coordinates = q q q q, , , f1 2( )
and collective momenta = p p p p, , , f1 2( ). The para-
metrization of the TDHFB state with the f2 -degrees of free-
dom (q, p) means that we define a submanifold inside the
TDHFB phase space, which is called ‘collective submani-
fold.’ Below, we summarize the basic equations that deter-
mine the collective submanifold on which the TDHFB state
f ñq p,∣ ( ) evolves in time. (For simplicity, we here omit the
terms arising from the pairing-rotational degrees of freedom,
which will be discussed in section 8.4.)

8.1.1. Invariance principle of the TDHFB equation We require
that the TDHFB equation of motion is invariant in the

collective submanifold. In a variational form, this requirement
can be written as

⎜ ⎟⎛
⎝

⎞
⎠d f fá

¶
¶

- ñ =q p
t

H q p, i , 0. 69( )∣ ˆ ∣ ( ) ( )

Here, the variation δ is given by d f ñq p,∣ ( ) f= ña a q p,i j ∣ ( )† †

in terms of the quasiparticle operators a a,i j( )† , which satisfy
the vacuum condition, f ñ =a q p, 0i ∣ ( ) . Under the basic
assumption, we can replace the time derivative with

⎛
⎝⎜

⎞
⎠⎟å¶

¶
=

¶
¶

+
¶
¶

=
¶
¶

+
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. 70
i

f
i
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i

i
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i1

˙ ˙ ˙ ˙ ( )

Hereafter, to simplify the notation, we adopt the Einstein
summation convention and remove å =i

f
1. Accordingly, we

can rewrite equation (69) as

d f fá - - ñ = q p q P q p p Q q p H q p, , , , 0,

71

i
i i

i( )∣{ ˙ ( ) ˙ ( ) ˆ}∣ ( )
( )

where the local infinitesimal generators are defined by

f fñ =
¶
¶

ñP q p q p
q

q p, , i , , 72i i
( )∣ ( ) ∣ ( ) ( )

f fñ = -
¶
¶

ñQ q p q p
p

q p, , i , . 73
i

i

( )∣ ( ) ∣ ( ) ( )

These are one-body operators which can be written as linear
combinations of bilinear products a a a a,i j j i{ }† † of the
quasiparticle operators defined with respect to f ñq p,∣ ( ) .

8.1.2. Canonicity conditions. We require q and p to be
canonical variables. According to the Frobenius-Darboux
theorem [175], pairs of canonical variables q p,( ) exist for the
TDHFB states f ñq p,∣ ( ) satisfying the following canonicity
conditions,

f fá ñ = +
¶
¶

q p P q p q p p
S

q
, , , , 74i i i

( )∣ ( )∣ ( ) ( )

f fá ñ = -
¶
¶

q p Q q p q p
S

p
, , , , 75

i

i

( )∣ ( )∣ ( ) ( )

where S is an arbitrary differentiable function of q and p
[59, 63, 64]. By specifying the functional form of S q p,( ) and
¢ ¢ ¢S q p,( ) and demanding that the form of these equations be

preserved, we can fix the type of allowed canonical
transformations,  ¢ ¢q p q p, ,( ) ( ) among the collective vari-
ables. We shall discuss typical examples in sections 8.2 and
8.3, and call the canonicity conditions with a specified
function S q p,( ) ‘canonical-variable conditions.’ Taking
derivatives of equations (74) and (75) with respect to pi and
q i, respectively, we can easily confirm that the local
infinitesimal generators satisfy the ‘weakly’ canonical com-
mutation relations,

f f dá ñ = q p Q q p P q p q p, , , , , i . 76
i

j ij( )∣[ ( ) ( )]∣ ( ) ( )

Taking variations of equation (71) in the direction of the
collective variables, q and p, generated by Pi and Qi

, we
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obtain the Hamilton equations of motion,

 
=

¶
¶

= -
¶
¶
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t p
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Here, the total energy  f fº á ñq p q p H q p, , ,( ) ( )∣ ˆ ∣ ( )
plays the role of the classical collective Hamiltonian.

8.1.3. Equation of collective submanifold. The variational
principle (71) and equation (77) lead to the equation of
collective submanifold:

⎧⎨⎩
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d f

f

á -
¶
¶

-
¶
¶
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q p H
p

P q p
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( ) ∣ ( ) ( )

Taking variations d̂ in the directions orthogonal to q and p,
we see that

d f fá ñ =^ q p H q p, , 0. 79( )∣ ˆ ∣ ( ) ( )

This implies that the energy expectation value is stationary
with respect to all variations except for those along directions
tangent to the collective submanifold. In other words, the
large-amplitude collective motion is decoupled from other
modes of excitation.

8.2. Solution with η; η�ð Þ expansion

In the original paper of the SCC method [59], the TDHFB
state f ñq p,∣ ( ) is written as

^f f fñ = ñ = ñq p U q p, , e . 80G q p
0

i ,
0∣ ( ) ( )∣ ∣ ( )( )

Here, U q p,( ) is a time-dependent unitary transformation
written in terms of an Hermitian one-body operator G q p,ˆ ( ).
The HFB ground state f ñ0∣ is taken as an initial state;

=U q p, 1( ) at =q p, 0, 0( ) ( ).
Using complex variables h h h h= , , , f1 2( ) defined by

*h h= + = -q p q p
1

2
i ,

1

2
i , 81i

i
i i

i
i( ) ( ) ( )

we can rewrite the TDHFB state as

* * ^ *f h h h h f fñ = ñ = ñh hU, , e . 82G
0

i ,
0∣ ( ) ( )∣ ∣ ( )( )

Correspondingly, we define local infinitesimal generators,

*h hO ,i ( )†
and *h hO ,i ( ), by

* * *h h f h h
h

f h hñ =
¶
¶

ñO , , , , 83i
i

( )∣ ( ) ∣ ( ) ( )†

* *
*

*h h f h h
h

f h hñ = -
¶
¶

ñO , , , . 84i

i

( )∣ ( ) ∣ ( ) ( )

Replacing (q, p) by *h h,( ), the equation of collective
submanifold (78) is rewritten as

⎪
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Here, the variation is to be performed only for the HFB
ground state f ñ0∣ .

Let us consider the following canonical-variable condi-
tions,

* * * *f h h h h f h h há ñ =O, , ,
1

2
, 86i i( )∣ ( )∣ ( ) ( )†

* * *f h h h h f h h há ñ =O, , ,
1

2
, 87i i( )∣ ( )∣ ( ) ( )

which are obtained by a specific choice of = - åS q pi
i

i
1

2
in

the canonicity conditions, (74) and (75). From equations (86)
and (87), we can easily obtain the ‘weak’ boson commutation
relations,

* * * *f h h h h h h f h h dá ñ = O O, , , , , . 88i j ij( )∣[ ( ) ( )]∣ ( ) ( )†

We note that only linear canonical transformations among η

and *h , which do not change the power of *h h,( ), are allowed
under the conditions, (86) and (87). Therefore, these
canonical-variable conditions are suitable for solving the
variational equation (85) by means of a power series
expansion of Ĝ with respect to *h h,( ):

* * * *

*

h h h h h h

h h h h

= + +

+ + + 

G G G G

G G

,

. 89

i i i i ij i j

ij i j ij i j

10 01 20

11 02

ˆ ( ) ˆ ˆ ˆ

ˆ ˆ ( )

( ) ( ) ( )

( ) ( )

Requiring that the variational principle (85) holds for every
power, we can successively determine the one-body operator
G

m n,ˆ ( )
with + = m n 1, 2, 3, . This method of solution is

called the ‘ *h h,( )-expansion method.’ Because *h h,( ) are
complex canonical variables, they are replaced by boson
operators after the canonical quantization. The lowest linear
order corresponds to the QRPA. Accordingly, the collective
variables *h h,i i( ) correspond to a specific QRPA mode in the
small-amplitude limit. In the higher orders, however, the
microscopic structure of Ĝ changes as a function of *h h,( )
due to the mode-mode coupling effects among different
QRPA modes. In this sense, the *h h,( )-expansion method
may be regarded as a dynamical extension of the boson
expansion method [176]. Thus, it is a powerful method of
treating anharmonic effects originating from mode-mode
couplings, as shown in its application to the two-phonon
states of anharmonic γ vibration [50, 177]. The SCC method
was also used for derivation of the 5D collective Hamiltonian
and analysis of the quantum phase transition from spherical to
deformed shapes [178] and for constructing diabatic repre-
sentation in the rotating shell model [125]. The validity of the
canonical quantization procedure, including a treatment of the
ordering ambiguity problem, was examined in [176].
Description of the 3D rotational motions by means of the
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SCC method was discussed in [112] from a viewpoint of
constrained dynamical system.

8.3. Solution with adiabatic expansion

The *h h,( ) expansion about a single HFB equilibrium point
is not suitable for treating situations where a few local minima
having different shapes energetically compete in the HFB
potential-energy surface and large-amplitude shape-mixing
vibrations occur. It is also difficult to apply the expansion
method to a collective motion which goes far away from the
equilibrium, such as nuclear fission. The time evolution of
these low-energy LACM’s in nuclei are usually slow (adia-
batic) in comparison with the time scale of the single-particle
motions. For describing adiabatic LACM extending over very
far from the HFB equilibrium, a new method of solution has
been proposed [102]. In this method, the basic equations of
the SCC method are solved by an expansion with respect to
the collective momenta, keeping full orders in the collective
coordinates. It is called ‘adiabatic SCC (ASCC) method.’
Similar methods have been proposed also by Klein, Walet,
and Do Dang [150], and Almehed and Walet [179], but the
gauge invariance in the TDHFB theory (discussed in section
8.4 below) were not considered in these papers.

A microscopic theory for adiabatic LACM is constructed
by the ASCC method in the following way. We assume that
the TDHFB state f ñq p,∣ ( ) can be written in a form

f fñ = ñq p p Q q q, exp i , 90i
i∣ ( ) { ˆ ( )}∣ ( ) ( )

where Q q
iˆ ( ) are infinitesimal generators of pi locally defined

at the state f ñq∣ ( ) that represents a TDHFB state f ñq p,∣ ( ) at
p 0. This state f ñq∣ ( ) is called a ‘moving-frame HFB

state.’
We use the following canonical-variable conditions dif-

ferent from (86) and (87),

f fá ñ =q p P q p q p p, , , , 91i i( )∣ ( )∣ ( ) ( )

f fá ñ =q p Q q p q p, , , 0, 92
i( )∣ ( )∣ ( ) ( )

which are obtained by putting S = const. in the canonicity
conditions (74) and (75). These canonical-variable conditions
are suitable for the adiabatic expansion with respect to the
collective momenta p, because only point transformations,
 ¢q q q( ) (more generally, similarity transformations) which

do not mix p and q, are allowed under the conditions, (91) and
(92). We insert the above form of the TDHFB state (90) into
the equation of collective submanifold (85) and the canonical-
variable conditions, (91) and (92), and make a power-series
expansion in p. We can determine the microscopic structures
of Q q

iˆ ( ) and f ñq∣ ( ) by requiring that these equations hold for
every power of p. We take into account up to the second
order. The canonical variable conditions, (91) and (92), then
yield the ‘weakly’ canonical commutation relations,

f f dá ñ =q Q q P q q, i . 93
i

j ij( )∣[ ˆ ( ) ˆ ( )]∣ ( ) ( )

Here, P qî ( ) are infinitesimal generators of q i, locally defined
at the state f ñq∣ ( ) by

f fñ =
¶
¶

ñP q q
q

qi . 94i i
ˆ ( )∣ ( ) ∣ ( ) ( )

We also obtain f fá ñ =q Q q q 0
i( )∣ ˆ ( )∣ ( ) and

f fá ñ =q P q q 0i( )∣ ˆ ( )∣ ( ) , which are trivially satisfied. Note

that Q q
iˆ ( ) and P qî ( ) operate on f ñq∣ ( ) , while Q q p,

i ( ) and
P q p,i ( ) on f ñq p,∣ ( ) .

The time derivatives, qi˙ and pi̇, are determined by the
Hamilton equations of motion (77) with the classical collec-
tive Hamiltonian q p,( ) expanded with respect to p up to the
second order,

 = +q p V q B q p p,
1

2
, 95ij

i j( ) ( ) ( ) ( )

where
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The collective inertial tensors Bij (q) are defined as the inverse
matrix of B qij ( ), d=B Bij

jk k
i . Under these preparations, the

following equations, which constitute the core of the ASCC
method, can be derived [102]. Here, to further simplify the
expression, we show the case for normal systems with TDHF
(see the next subsection about the extension to TDHFB).

1. Moving-frame HF(B) equation

d f fá ñ =q H q q 0, 97M( )∣ ˆ ( )∣ ( ) ( )

where H qM
ˆ ( ) represents the Hamiltonian in the frame

attached to the moving mean field,

= -
¶
¶

H q H
V

q
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and is called ‘moving-frame Hamiltonian.’

2. Moving-frame (Q)RPA equations (or ‘Local harmonic
equations’)
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The double-commutator term in equation (100) arises from
the q-derivative of the infinitesimal generators Q q

iˆ ( ) and
represents the curvatures of the collective submanifold.
Diagonalizing the matrix, B Cik

kj, at each point of q, we may
identify the local normal modes and eigen-frequencies w qi ( )
of the moving-frame QRPA equations.

Extension from TDHF to TDHFB for superfluid nuclei
can be achieved by introducing the number fluctuation
º -n N N0 and their conjugate angle ϕ as additional col-

lective variables [102] (see section 8.4).
Solving equations (97), (99), and (100) self-consistently,

we can determine the microscopic expressions of the infini-
tesimal generators, Q q

iˆ ( ) and P qî ( ), in bilinear forms of the
quasiparticle creation and annihilation operators defined
locally with respect to f ñq∣ ( ) . These equations reduce to the
HF(B) and (Q)RPA equations at the equilibrium point where
¶ ¶ =V q 0i . Therefore, they are regarded as natural exten-
sions of the well-known HFB-QRPA equations to non-equi-
librium states.

Some key points of the ASCC method are noted below:

i. Meaning of adiabatic approximation. The term ‘adia-
batic approximation’ is frequently used for different
meanings. In the present context, we use this term for
the approximate solution of the variational equation (71)
by taking into account up to the second order in an
expansion with respect to the collective momenta p. It is
important to note that the effects of finite frequency of
the LACM are taken into account through the moving-
frame QRPA equation. No assumption is made, such as
that the kinetic energy of LACM is much smaller than
the lowest two-quasiparticle excitation energy at every
point of q.

ii. Difference from the constrained HFB equations. The
moving-frame HFB equation (97) resembles the con-
strained HFB equation. An essential difference is that
the infinitesimal generators Q q

iˆ ( ) are here self-consis-
tently determined together with P qî ( ) as solutions of the
moving-frame QRPA equations, (99) and (100), at
every point of the collective coordinate q. Thus,
contrary to constrained operators in the constrained
HFB theory, their microscopic structure changes as
functions of q. The optimal ‘constraining’ operators are
locally determined at each q. The collective submani-
fold embedded in the TDHFB phase space is extracted
in this way.

iii. Canonical quantization. The collective inertial tensors
Bij(q) take a diagonal form when the classical collective
Hamiltonian is represented in terms of the local normal
modes of the moving-frame QRPA equations. We can
then make a scale transformation of the collective
coordinates q such that they become unity. The kinetic
energy term in the resulting collective Hamiltonian
depends only on p. Thus, there is no ordering ambiguity

between q and p in the canonical quantization
procedure.

iv. Collective inertial mass. Although the collective
submanifold is invariant against coordinate transforma-
tions,  ¢q q q( ), the collective inertial tensors Bij(q)
depends on the adopted coordinate system. The scale of
the coordinates can be arbitrarily chosen as far as the
canonical-variable conditions are satisfied. To obtain
physical insights and to examine the effects of time-odd
components in the mean field, however, it is convenient
to adopt a conventional coordinate system, such as the
quadrupole b g,( ) variables.

8.4. Inclusion of the pairing rotation and gauge invariance

In the QRPA at the HFB equilibrium, the ANG modes such as
the number fluctuation (pairing rotational) modes are decou-
pled from other normal modes. Thereby, the QRPA restores
the gauge invariance (number conservation) broken in the
HFB mean field [26]. It is desirable to retain this merit of the
QRPA beyond the small-amplitude regime. Otherwise, spur-
ious number-fluctuation modes would heavily mix in the
LACM of interest. It is possible to achieve this aim by using
the SCC method for superfluid nuclei [61].

Introducing the number fluctuation = -n N N0 and the
gauge angle ϕ (conjugate to n) as additional collective vari-
ables, we generalize the TDHFB state (90) to

^f j fñ = ñj-q p n q p n, , , e , , , 103Ni∣ ( ) ∣ ( ) ( )
^ ^f fñ = ñ+ Qq p n q, , e . 104p Q q n qi i

i

∣ ( ) ∣ ( ) ( )[ ( ) ( )]

Here N̂ andQ qˆ ( ) denote the nucleon-number operator and the
infinitesimal generator of n, respectively, and N0 is a reference
value of the nucleon number N. In the generalized TDHFB
state, (103), the number operator N̂ and the state vector
f ñq p n, ,∣ ( ) may be regarded as an infinitesimal generator of
the gauge angle ϕ and an intrinsic state with respect to the
pairing rotational motion, respectively. It is straightforward to
extend the equation for the collective submanifold (71) as

⎧⎨⎩
⎫⎬⎭

d f j

j
j

f j

á
¶
¶

+
¶
¶

+
¶
¶
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q p n q
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H q p n
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i
i i

i

( )∣ ˙ ˙
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Note that =n 0˙ , because the Hamilton equations for the
canonical conjugate pair jn,( ) are

 
j

j
=

¶
¶

= -
¶
¶n

n, , 106˙ ˙ ( )

and the classical collective Hamiltonian  j ºq p n, , ,( )
f j f já ñq p n H q p n, , , , , ,( )∣ ˆ ∣ ( ) does not depend on ϕ.
Making a power-series expansion with respect to n as well as
p and considering up to the second order, we can determine
Q qˆ ( ) simultaneously with Q q

iˆ ( ) and P qî ( ) such that the
moving-frame equations become invariant against the rotation
of the gauge angle ϕ. In fact, we introduce two sets of
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QN q,( ˆ ˆ ( )) to describe the pairing rotations of neutrons and
protons, separately.

Writing the time derivative j̇ of the gauge angle as λ, we
can easily confirm that the term proportional to j̇ in (105)
leads to an operator lN̂ on the intrinsic state f ñq p n, ,∣ ( ) . In
this form, j̇ corresponds to the chemical potential in the BCS
theory of superconductivity. The term, lN̂ , in the BCS theory
is usually interpreted as a constraining term to impose the
condition that f fá ñ =q p n N q p n N, , , ,( )∣ ˆ ∣ ( ) . It should be
emphasized, however, that this term is naturally derived by
introducing the concept that the moving-frame TDHFB state,
f ñq p n, ,∣ ( ) , is an intrinsic state with respect to the pairing-
rotational motion of the gauge angle ϕ. In the microscopic
approach under discussion, the ‘chemical potential’ λ plays a
role analogous to the rotational velocities jk˙ in equation (50)
for the rotational motions in the 3D coordinate space; that is,
they are not introduced as Lagrange multipliers but dynamical
variables.

Hinohara et al investigated the gauge-invariance prop-
erties of the ASCC equations and extended the infinitesimal
generators Q q

iˆ ( ) to include quasiparticle creation-annihilation
a ai j( )† parts in addition to two-quasiparticle creation a ai j( )† †

and annihilation a aj i( ) parts [180]. This is the reason why
equations (99) and (100) are written in a more general form
than those originally given in [102]. The gauge invariance of
the ASCC method implies that we need to fix the gauge in
numerical applications. A convenient procedure for the gauge
fixing is given in [180]. A more general consideration on the
gauge symmetry of the ASCC method is given from a
viewpoint of constrained dynamical systems in a recent
paper [181].

8.5. Solution with the LQRPA method

The LQRPA method used in section 5 for the microscopic
derivation of the Bohr-Mottelson collective Hamiltonian may
be regarded as a non-iterative solution of (97)–(100) in the
ASCC method, without the consistency in the generator Q q

iˆ ( )
between the moving-frame HFB equation and the moving-
frame QRPA equations. It may also be regarded as a first step
of the iterative procedure for solving the self-consistent
equations. Equation (40) corresponds to the moving-frame
HFB equation (97) with Q q

iˆ ( ) replaced by global one-body

operators
+

D m2
ˆ ( )

. It is worth noting that the moving-frame HFB

Hamiltonian HM
ˆ contains terms, l m- -t t +

N Dm m2
ˆ ˆ( ) ( ) ( )

, which
naturally appear from the ASCC equations with the approx-

imation to replace Q q
iˆ ( ) in H qM

ˆ ( ) by +
D m2
ˆ ( )

. In fact, the origin
of these terms are not constraints, but the time-derivative
terms in equation (105). The LQRPA equations, (44) and
(45), are obtained by ignoring the curvature term in the
moving-frame QRPA equations, (99) and (100).

The validity of the LQRPA method was examined for the
cases where a well-defined valley (collective path) exists in
the collective potential b gV ,( ) [105]. The rotational and
vibrational inertial masses calculated by using the LQRPA
method were compared with those obtained by the fully self-
consistent ASCC calculations. It was confirmed that they

agree very well, indicating that the LQRPA is a good
approximation to the ASCC calculation along the collective
path on the b g,( ) plane. The accuracy of the LQRPA method
on the full b g,( ) plane may be checked by making an
iterative calculation; that is, by solving equation (40) repla-
cing

+
D m2
ˆ ( )

with the solutions Q q
iˆ ( ) of the LQRPA

equations (44) and (45), and evaluate the deviations from the
result of the lowest-order LQRPA calculation. This task
remains for future, however.

9. Open problems in quadrupole collective dynamics

Nowadays, the domain of quadrupole collective phenomena
awaiting applications of the Bohr–Mottelson collective model
is increasing enormously covering wide regions from low to
highly excited states, from small to large angular momenta,
and from proton-drip line to neutron-drip line. Among many
interesting subjects, we remark here on only a few.

9.1. Shape coexistence, pairing fluctuation and mysterious 0+

states

As mentioned in section 2, when two different HFB equili-
brium shapes coexist in the same energy region, large-ampl-
itude shape mixings through the potential barriers take place.
These phenomena may be regarded as a kind of macroscopic
quantum tunneling where the potential barrier itself is gen-
erated as a consequence of the dynamics of the self-bound
quantum system. For instance, two strongly distorted rota-
tional bands built on the oblate and prolate shapes, which
seem to coexist and interact with each other, have been found
in 68Se [41, 105]. Such phenomena are widely seen in low-
energy spectra from light to heavy nuclei [41]. We have
applied the Bohr–Mottelson collective Hamiltonian to some
of these shape coexistence/mixing phenomena with the use
of the collective inertial masses microscopically calculated by
means of the LQRPA method. An illustrative example is
presented for 74Kr in section 6.

One of the issues related to the shape coexistence/fluc-
tuation is to clarify the nature of deformation in neutron-rich
nuclei around 32Mg having the magic number N = 20 of the
spherical shell model [41]. In the P + Q model, the major
properties of low-lying states in open-shell nuclei are deter-
mined by the competition between the pairing (particle-par-
ticle, hole-hole) and quadrupole (particle-hole) correlations
acting among nucleons in partially filled major shells. On the
other hand, in situations where the pairing and quadrupole
correlations across the spherical major shells play the major
role, such as in neutron-rich Mg isotopes around 32Mg, the
two different correlations seem to act coherently and generate
interesting collective phenomena where large-amplitude
fluctuations in the monopole and quadrupole pairing gaps as
well as the quadrupole shape take place simultaneously [107].

In some nuclei, the first excited +0 state appears below
the first excited +2 state. An example is the first excited +0
state of 72Ge which is known from old days but still poorly
understood. This anomaly occurs in the vicinity of N = 40
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where the g9 2 shell starts to be partially filled (due to the
pairing). It has been pointed out [182–185] that the mode-
mode coupling between the +0 member of the two quadru-
pole-phonon triplet and the neutron pairing vibration becomes
especially strong near N = 40 and generates such anomalous
+0 states with extremely low-excitation energy.

As reviewed by Hyde and Wood [41] and by Garrett
[186], the nature of the low-lying excited +0 states system-
atically found in recent experiments, in addition to those
known from old days, is not well understood. It is thus quite
challenging to apply, in a systematic ways, the Bohr–Mot-
telson collective Hamiltonian approach to all of these data,
from light to heavy and from stable to unstable nuclei, and
explore the limit of the applicability. Considering the sug-
gestion [182–185] about the coupling effects with pairing
vibrations, one of the basic questions is ‘under what situa-
tions we need to extend the 5D collective Hamiltonian to 7D
by explicitly treating the proton and neutron pairing gaps as
dynamical variables.’

We should mention about a few fundamental subjects
that are closely related to the shape coexistence phenomena in
low-lying states: in the decays of superdeformed rotational
bands [187], macroscopic quantum tunnelings through self-
consistently generated barriers are very clearly seen. Needless
to say, microscopic description of spontaneous fissions is a
longstanding yet modern fundamental subject of nuclear
structure physics [20, 75]. Recent experimental progress in
deep sub-barrier fusion reactions [188] provides another
modern problem of macroscopic tunnelings in finite quantum
systems.

9.2. Vibrational and rotational modes at high angular
momentum

As a nucleus rotates rapidly, excitations of aligned quasi-
particles take place [189, 190]. Rapid rotation changes the
deformation and shell structure of the mean field. The pair
field also disappears eventually at high-spin [191]. These
structural changes in the high-spin yrast states significantly
affect the properties of vibrational motions built on them (the
yrast state is the ‘ground’ states for given angular momenta).
Unfortunately experimental data for low-frequency shape
vibrations in the vicinity of the high-spin yrast states have not
been accumulated enough. Considering the role of the BCS
pairing in forming the collective low-frequency quadrupole
vibrations built on the ground state, existence of low-fre-
quency collective vibrations built on the high-spin yrast states
is actually not evident, since we expect that the role of the
pairing is much less in high-spin states. On the other hand, we
expect that the vibrations could compete with rotations in
high-spin states because the rotational frequency increases
with the angular momentum, and becomes comparable to the
vibrational frequencies [192].

Discovery of superdeformed bands [32, 33] shed a new
light on the above situation. In superdeformed states, a new
shell structure called superdeformed shell structure emerges
and it creates new low-frequency octupole vibrations on
superdeformed states at high angular momentum [193, 194].

These vibrational modes simultaneously break the axial
symmetry and the reflection symmetry. Moreover, some
experimental data for γ vibrations (quadrupole shape vibra-
tion that breaks the axial symmetry) at high spin have been
reported [195, 196]. It has been discussed for a long time that
the triaxial deformation may be realized at high spin states
due to the weakening of the pairing correlations. When the
mean field breaks the axial symmetry, a new rotational mode
called wobbling motion is expected to emerge. Observation of
the wobbling rotational band is therefore a clear signature of
the occurrence of the triaxial deformation in the mean field.
About 15 years ago, the first experimental data on the wob-
bling band were obtained [197] (see also [198, 199]). Their
properties have been theoretically analyzed from various
points of view [200–203]. These investigations show that the
aligned quasiparticle plays a crucial role in the emergence of
the wobbling motion. There is another new phenomenon
expected to emerge in the axial-symmetry-broken nuclei
under certain conditions: chiral rotation and its experimental
signature, chiral doublet bands [189]. Experimental search for
chiral doublet bands and its precursor phenomena called
chiral vibrations [204] is currently in progress.

The Bohr–Mottelson collective Hamiltonian as reviewed
in this paper is not applicable to quadrupole collective phe-
nomena at high angular momenta. This is because the col-
lective inertial masses and the collective potential b gV ,( ) are
calculated at low angular momenta. It seems, however, pos-
sible to extend it to describe such high-spin phenomena. We
have learned through the success of the cranked shell model
[189, 190] that the concept of single-particle motion in a
rotating mean field holds very well. This means that major
effects of rapid rotation (Coriolis- and centrifugal-force
effects) can be captured in the self-consistent mean-field by
defining the single-particle motion in a rotating frame of
reference attached to the rapidly rotating nucleus. In the
extension of the self-consistent mean field to a rotating frame,
the time-reversal symmetry is broken, but it opens a new
dimension in nuclear structure physics. In the history of
nuclear structure physics, we have been successfully extend-
ing the concept of the single-particle motion to a more gen-
eral mean field. Such extensions have been achieved by
breaking some symmetries of the self-consistent mean field.
Let us recall that extension of the concept of single-particle
excitation (with spontaneous breaking of the symmetry) and
appearance of new collective excitation (restoring the broken
symmetry) are dual concepts that underline the quantum
many-body theory of nuclear structure.

9.3. Low-frequency collective excitations in nuclei near the
neutron drip line

The mean field in unstable nuclei near the neutron drip line
possesses new features associated with the large neutron to
proton ratio, the formation of neutron skin, the weak binding
of single-particles states near the Fermi surface, the excitation
of neutron pairs into the continuum, etc. The collectivity of
surface vibrations may change reflecting the modification of
shell structure [205] and the variation of pairing properties
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[206]. Thus, the QRPA method has been extended to properly
treat the excitations into the continuum [207]. The extended
version is called continuum QRPA, and it has been applied to
weakly bound unstable nuclei [208–210]. The particle-
vibration coupling theory has also been extended to include
the continuum effects by means of the continuum QRPA
method [211].

In stable nuclei, overlaps of different single-particle wave
functions become maximum at the surface and generate a
strong coherence among many quasiparticle excitations [2]. In
the weak binding situation, single-particle wave functions
significantly extend from the surface (half-density radius) to
the low-density region and acquire strong individualities. It is
an open problem how the pairing correlation in such a
situation acts to generate the collectivity of vibrational modes.
Nowadays, it is one of the central subject in nuclear structure-
reaction theory to carry out fully self-consistent HFB+QRPA
calculations using the same energy density functional and
simultaneously taking into account the deformation, pairing
and excitations into the continuum [210]. From such micro-
scopic calculations, for instance, it is suggested [82] that a
strong coherence among the quadrupole shape fluctuation and
the fluctuations of the monopole and quadrupole pairing gaps
may generate a collective vibration unique to the weakly
bound neutron-rich nuclei.

At the present time, the major efforts are devoted to
clarifying the properties of the ground states and a few excited
states of nuclei near the drip line. In the coming future, more
experimental data on excitation spectra will be obtained with
the progress of ambitious experimental projects now ongoing
in the world. We shall then encounter a variety of phenomena
that cannot be understood within the small-amplitude
approximation for collective motions. It will become neces-
sary to explore the nature of collective motions in nuclei near
the drip line by an extension of the collective Hamiltonian
approach reviewed in this paper.

10. Concluding remarks

We have reviewed recent approaches to microscopically
derive the Bohr–Mottelson collective Hamiltonian on the
basis of the time-dependent self-consistent mean field. The
moving self-consistent mean field is the key concept to the
unified understanding of the single-particle and collective
motions in nuclei. We hope that this paper fits the aim of this
special edition for the 40 year anniversary of Nobel
Prize 1975.

Although the progress achieved during these 40 years
with the Bohr–Mottelson collective Hamiltonian is specta-
cular, many interesting subjects of fundamental significance
are awaiting our challenge in our road towards understanding
quantum collective dynamics in nuclei. As we briefly
remarked in the preceding section, it will be very interesting
to explore the limits of applicability of the Bohr–Mottelson
collective Hamiltonian by systematically applying it to shape
coexistence/fluctuation/mixing phenomena. At the present
time, the quadrupole collective Hamiltonian is used mainly

for low-spin states. It seems possible, however, to extend the
microscopic approach reviewed in this paper to collective
phenomena at high-spin states by taking into account the
effects of rapid rotation from the beginning in the self-con-
sistent mean fields. In a similar manner, it will be interesting
to extend the collective Hamiltonian approach to describe
low-lying excited states in neutron-rich unstable nuclei, by
taking into account the effects of weak binding and con-
tinuum coupling in constructing the self-consistent mean
fields. These extensions will open new dimensions in quant-
um collective dynamics of nuclear structure. Finally, it should
be emphasized that one of the great challenges is to calculate
the collective inertial masses using the LQRPA method on the
basis of the density functional theory.
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Appendix A. Quantization in curvilinear coordinates

For Cartesian coordinates = ¼q q q q, , , f1 2( ) in a f-dimen-
sional space, the kinetic energy in classical mechanics is
given by = å =T qi

f i1

2 1
2( ˙ ) in a unit with mass m = 1, where qi˙

are time derivatives (velocities) of q i. After the canonical
quantization, we obtain the kinetic energy operator

å= -
¶
¶

= - D
=

T
q

1

2

1

2
107

i

f

i
1

2

2
ˆ ( )

in the unit with  = 1, where Δ is the Laplacian in the
Cartesian coordinates.

For the curvilinear coordinates = ¼x x x x, , , f1 2( ) in a f-
dimensional curved space, the line element squared may be
written as

å=s g x x xd d d 108
i j

ij
i j2

,

( ) ( )

with =g x g xij ji( ) ( ), using the metric tensor g xij{ ( )} char-
acterizing the curved space. The kinetic energy in classical
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mechanics is then given by
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Note that the metric tensor g xij{ ( )} depends on the
coordinate x.

According to the Pauli prescription for quantization in
curvilinear coordinates, the corresponding kinetic energy
operator in quantum mechanics is given by

å

=- D
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¶
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¶
¶
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where g(x) denotes the determinant of the metric tensor, g(x)
= det g xij{ ( )}, and g xij ( ) are the components of the inverse

matrix -g xij
1{ ( )} . This expression is obtained in a straightfor-

ward way by rewriting the Laplacian Δ in the curvilinear
coordinates. The Schrödinger equation is written as
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The normarization of the wave function is

ò y t =x d 1 1122∣ ( )∣ ( )

with the volume element t = ºg x xd d( )
¼ g x x x x x x, , , d d df f1 2 1 2( ) .

For the Bohr–Mottelson collective model, f = 5 and the
five collective variables consist of the b g,( ) deformation
variables and the three Euler angles J ;k that is,
( b g J J J= = = = =x x x x x, , , ,1 2 3

1
4

2
5

3). The three
components of the angular velocity (time-derivatives of the
rotational angle) on the intrinsic axes, jk˙ appearing in the
classical expression of the rotational energy =Trot

 b g jå = ,k k k
1

2 1
3 2( ) ˙ , are related with the time derivatives of

the Euler angles Jk
˙ by

åj J=
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After the quantization, the classical expression Trot for the

rotational energy becomes to


= å b g
T k

I
rot 2 ,

k

k

2

ˆ ˆ

( )
, where the

components of the angular-momentum operator on the
intrinsic axes, I I I, ,1 2 3( ˆ ˆ ˆ ), are represented in terms of the Euler
angles J J J, ,1 2 3( ) and the derivatives with respect to them. In
the same way, we obtain, after carrying out somewhat lengthy
but straightforward calculations, the quantum operator Tvib

ˆ for

the kinetic energy of the vibrational motion, given in
equation (6), and the determinant of the metric tensor,

b g J J J b g J=g G, , , , , sin , 1151 2 3
2

2( ) ( ) ( )

with b gG ,( ) given by equation (17). Note that the
determinant does not depend on J1 and J3. For the definitions
of the Euler angles and more details of the calculation, see,
e.g., chapter 6 in the textbook of Eisenberg and Greiner [43].

Appendix B. Calculation of E2 transitions and
moments

The electric quadrupole (E2) operators in the body-fixed
frame are given as a sum of neutron and proton contributions
with effective charges teeff

( ),

å=
t

t t

=

D e D , 116m
E
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,
eff 2
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where
t

D m2
ˆ ( )

are the quadrupole operator of neutrons and

protons, and å =t
t

D Dm m2 2
ˆ ˆ( )

. The E2 operator in the
laboratory frame is related with that in the intrinsic frame as
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¢ ¢D D , 117m
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where  are Wigner’s rotational matrices. The experimental
observables such as the B E2( ) and the spectroscopic
quadrupole moment Q are defined as
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Here, the reduced matrix element in equation (118) is defined
with the Wigner-Eckart theorem,

⎜ ⎟⎛
⎝

⎞
⎠

a a

a a

á = ¢ ¢ ¢ ¢ = ñ

= ¢
-

á ¢ ¢ ¢ñ 

I M I D I M I

I I
I I

I D I

, , , ,

2
0

. 120

E

E

0
2

2

∣ ˆ ∣

ˆ ( )

( )

( )

Substituting equation (13) into a ñI M, ,∣ , we obtain [46]

⎜ ⎟

⎜ ⎟

⎜ ⎟

⎧⎨⎩
⎛
⎝

⎞
⎠

⎡
⎣⎢

⎛
⎝

⎞
⎠

⎛
⎝

⎞
⎠

⎤
⎦⎥

⎫⎬⎭

å

a a

d

á ¢ ¢ ¢ñ = + ¢ + -

´ ¢
-

áF F ñ

+ + ¢
- -

´ áF F ñ

+ - ¢
- -

´ áF F ñ

a a

a a

a a

+ ¢ ¢

+ + ¢ ¢

+ ¢

+ ¢ ¢ +

 I D I I I

I I
K K

D

I I
K K

D

I I
K K

D

2 1 2 1

2
0

1 2
2 2

2
2 2

121

E I

K
I K

E
I K

K

I K
E

I K

I I

I K
E

I K

2

, , 0
2

, ,

0

, , 2 2
2

, ,

, , 2
2

, , 2

ˆ ( )( ) ( )

∣ ˆ ∣

( )

∣ ˆ ∣

( )

∣ ˆ ∣ ( )

( )

( )

( )

( )

with = ++ -D D D 2m
E

m
E

m
E2 2 2ˆ ( ˆ ˆ )( ) ( ) ( )

.

27

Phys. Scr. 91 (2016) 063014 Invited Comment



The quadrupole matrix elements between the intrinsic
states are evaluated using the collective wave functions as

*ò b g b g b g b g b g

áF F ñ

= F F

¢ ¢ ¢

¢ ¢ ¢

a a

a a

+

+

122

D

G Dd d , , , , ,

I K m
E

I K

IK m
E

I K

, ,
2

, ,

2

( )

∣ ˆ ∣

( ) ( ) ( ) ( )

( )

( )

where

b g f b g f b g= á ñ+ +D D, , , . 123m
E

m
E2 2( ) ( )∣ ˆ ∣ ( ) ( )( ) ( )

Appendix C. Illustration of triaxial deformation
dynamics

We consider a simple model that may be useful to understand
several interesting limits of triaxial deformation dynamics in a
unified perspective. The model discussed below includes
several situations, such as the axially symmetric rotor model,
the γ-unstable model [51], the triaxial rigid rotor model [52],
and oblate-prolate shape coexistence in an ideal situation.
This model enables us to describe the smooth change between
these extreme situations by changing a few parameters. Here
we show only the simplest example, referring [212] for more
general cases. To focus our attention on the γ degree of
freedom, we fix the β degree of freedom at a constant value
b0 in the Bohr–Mottelson collective Hamiltonian (5) and
parametrize the collective potential b gV ,( ) as

b g b b g= +b gV V V, ,0 0 0( ) ( ) ( ) with

b g b g b g= +gV V V, sin 3 cos 3 . 1240 0 0
2

1 0( ) ( ) ( ) ( )

This form is readily obtained by expanding b gV ,( ) in
powers of the basic second- and third-order invariants, b2 and
b gcos 33 , and keeping up to the second order in b gcos 33 .

When =V 01 , the collective potential is symmetric with
respect to the reflection about g = 30 . For positive V0, two
minima appear at the oblate (g = 60 ) and prolate (g = 0 )
shapes. They are degenerated and separated by a barrier
located at g = 30 . For negative V0, on the other hand, the
barrier top at g = 30 turns out to be the single minimum, and
it becomes deeper as V0∣ ∣ increases. The term V1 breaks the
oblate-prolate symmetry, and controls the magnitude of the
symmetry breaking. For positive (negative) V1, the oblate
(prolate) shape becomes the minimum (when V0 is positive).

Let us discuss the simplest case where =V 01 , and the
collective inertial masses bbb gg

-D D D D D, , , ,0
2

1 2 3( ) are
replaced by a common constant D, and bgD is ignored. In this
case, both the collective potential and the moments of inertia
 b g,( ) are symmetric with respect to the reflection about
g = 30 , so that the collective Hamiltonian possesses the
oblate-prolate symmetry. Furthermore, D and b0 appear only
in the form b -D2 0

2 1( ) in the kinetic energy. Therefore the ratio
bD V2 0

2
0 is a single quantity that enters in the collective

Schrödinger equation (12) and determines the dynamics. A
particular case of =V 00 is known to be the Wilets-Jean

γ-unstable model [51]. In this case the excitation spectra just
scale with the factor b -D2 0

2 1( ) .
Figure 6 shows excitation spectra as functions of V0. The

excitation energies are normalized with the excitation energy
of the second 0+ state (first excited +0 state) +E 02( ) at =V 00

(which is 1.8 MeV for b = 0.10
2 and D = 50 MeV−1).

Because of the scaling property of the collective Schrödinger
equation, this figure is valid for any value of b -D2 0

2 1( ) . In the
lower panels, the collective potentials b gV ,0( ) are shown for
three extreme situations, namely 1) a triaxially deformed case
with a deep minimum at g = 30 , 2) a γ-unstable case, and 3)
an ideal case of oblate-prolate shape coexistence with two
degenerated minima. Note that the collective potential

b gV ,( ) is a periodic function of 60° in γ. The solid line in
figure 6(d) shows the region  g 0 60 .

When V0 is positive, a doublet structure appears with
increasing the barrier-height parameter V0. In other words, an
approximately degenerated pair of eigenstates emerges for
every angular momentum when + V E 0 10 2( ) . This is a
well-known doublet pattern in the double-well potential
problem. We can associate this doublet structure with the
oblate-prolate symmetry as seen in figure 6(d). Furthermore,
we notice a very unique behavior of the +02 state; when V0

decreases in the positive-V0 side, its energy rises more rapidly
than those of the yrare + +2 , 42 2 , and

+62 states. It crosses with
+E 22( ) at + V E 0 30 2( ) , and finally at =V 00 , the +02 state is

degenerated with +42 and +61 states, as expected in the Wilets-
Jean model [51].

In the negative-V0 side, the excitation energies of +31 and
+51 states rapidly decrease with decreasing V0, and when the
potential minimum at g = 30 becomes very deep, the
spectrum becomes similar with that of the Davydov-Filippov
rigid triaxial rotor model [52].

Appendix D. Time-dependent unitary transformation
of the HFB state vectors

Let us first consider the TDHF case. It is convenient to define
the particle-hole concept with respect to the HF ground state
f ñHF∣ for doubly even nuclei by

= - + = +

= - + = -

c n c n c a b

c n c n c a b

1 ,

1 . 125
i i i i i i i

i i i i i i i

( )
( ) ( )

† † † † ¯

¯ ¯ ¯ ¯ †

Here ci
† and cī are the nucleon creation and annihilation

operators in the HF states i and its time-conjugate states ī ,
respectively, and ni is 1 or 0 according to whether a pair of the
HF states i i,( ¯) is occupied or unoccupied. The nucleon
operators (c c,i i

† ¯) correspond to the particle operators (a a,i i
† ¯)

for unoccupied space and the hole operators (b b,i i¯ †) for the
occupied space. Obviously, the HF ground state is a vacuum
for the particles and holes:

f fñ = ñ =a b 0. 126i jHF HF∣ ∣ ( )
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According to the Thouless theorem [213], another HF
state f ñtHF∣ ( ) non-orthogonal to f ñHF∣ can be written as

⎛
⎝
⎜⎜

⎞
⎠
⎟⎟åf fñ = ñt N t z t a bexp 127

ij
ij i jHF HF∣ ( ) ( ) ( ) ∣ ( )† †

with the normalization constant N(t). It may be more
convenient to describe the same HF state as a unitary
transformation of f ñHF∣ [59, 214]:

^f fñ = = ñt te 0 128G t
HF

i
HF

HF∣ ( ) ∣ ( ) ( )( )

with

*å= -G t f t a b f t b ai . 129
ij

ij i j ij j iHF
ˆ ( ) ( ( ) ( ) ) ( )† †

Here, f ñHF∣ is denoted f = ñt 0HF∣ ( ) to emphasize that
equation (128) can be regarded as a time-dependent unitary
transformation describing the time evolution of the TDHF
state vectors. In this generalized form, in contrast to the
original Thouless theorem, even the HF states orthogonal to
f = ñt 0HF∣ ( ) can be described.

It is straightforward to generalize the above formulation
to the TDHFB case including the pairing correlations. The
particle-hole concept in the HF theory is replaced by the
quasiparticle concept, which is introduced through the gen-
eralized Bogoliubov transformations [54],

*

*

å

å

= +

= +

c u a v a

c u a v a

,

, 130

i
j

ij j ij j

i
j

ij j ij j

( )

( ) ( )

† †

†

(separately for protons and neutrons) in the HFB theory. (The
use of the same notation (a a,i i

† ¯) for the quasipartcles in the
HFB theory and the particles in the HF theory may not cause
any confusion.) The particle-hole pair creation and annihila-
tion operators a b b a,i j j i( )† † are then replaced by the two-

quasipartcle creation and annihilation operators a a a a,i j j i( )† † .
Similarly to equation (128) in the TDHF case, the time
evolution of the TDHFB state f ñt∣ ( ) can be described as a
time-dependent unitary transformation [62, 215]:

^f fñ = = ñt te 0 , 131G ti∣ ( ) ∣ ( ) ( )( )

Figure 6. (a): excitation energies as functions of the parameter V0. Both the excitation energies and the V0 are normalized by the excitation
energy of the second +0 state for =V 00 . (b), (c), (d): the collective potentials gV ( ) and the ground state energies +E 01( ) at =+V E 00 2( ) −5.0
(b), 0.0 (c), and 5.0 (d). Note that =+E 0 01( ) for =V 00 . The collective potential is a periodic function of 60° in γ, and only the region

 g 0 60 is drawn with a solid line in (d). This figure is taken from [212].
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where G ti ˆ ( ) is a one-body anti-Hermitian operator given by

*å= -G t g t a a g t a ai . 132
ij

ij i j ij j i
ˆ ( ) ( ( ) ( ) ) ( )

( )

† †

Here, the sum is taken over independent two-quasiparticle
configurations ij( ). For the HFB state at t = 0, one may
choose the HFB ground state f ñ0∣ which satisfies the vacuum
condition for the quasiparticles:

f ñ =a 0. 133i 0∣ ( )

It is important to note that equation (131) is valid for any
choice of the initial HFB state f = ñt 0∣ ( ) , if the quasiparticle
operators in G ti ˆ ( ) are defined with respect to f = ñt 0∣ ( ) .

Because G tˆ ( ) is a one-body operator, it is possible to
define quasiparticle creation and annihilation operators
a t a t,i j{ ( ) ( )}† with respect to f ñt∣ ( ) as follows:

^ ^ ^

^ ^ ^

^ ^

å

=

= + +

+ +

= +

-a t a

a G a G G a

G G G a

U a V a

e e

i ,
1

2
i , i ,

1

6
i , i , i ,

.

134

i
G t

i
G t

i i i

i

j
ji j ji j

i i( )

[ ] [ [ ]]

[ [ [ ]]] ···

( )

( )

( ) ( )

†

The matrices, U(t) and V(t), composed of the amplitudes Uij(t)
and Vij(t), are given by [60, 215]

=U t G Gcos , 135T ( ) ( )†

=V t G
GG

GG

sin
, 136T ( ) ( )†

†

†

where G is a matrix composed of the components gij.
Obviously, the quasiparticle operators a t a t,i j{ ( ) ( )}† satisfy
the vacuum condition for f ñt∣ ( ) :

^ ^ ^

^

f f

f

ñ = = ñ

= = ñ
=

-a t t a t

a t

e e e 0

e 0
0. 137

i
G t

i
G t G t

G t
i

i i i

i

( )∣ ( ) ∣ ( )

∣ ( )
( )

( ) ( ) ( )

( )

References

[1] Bohr A 1952 Mat. Fys. Medd. Dan. Vid. Selsk. 26 14, 1–40
[2] Bohr A and Mottelson B R 1969 Nuclear Structure vol 1

(New York: Benjamin)
[3] Bohr A and Mottelson B R 1975 Nuclear Structure vol 2

(New York: Benjamin)
[4] Bohr A 1976 Rev. Mod. Phys. 48 365
[5] Mottelson B 1976 Rev. Mod. Phys. 48 375
[6] Tomonaga S-I 1955 Prog. Theor. Phys. 13 467
[7] Miyazima T and Tamura T 1956 Prog. Theor. Phys. 15 255
[8] Marumori T, Yukawa J and Tanaka R 1955 Prog. Theor.

Phys. 13 442
[9] Rowe D J 1985 Rep. Prog. Phys. 48 1419
[10] Rowe D J, McCoy A E and Caprio M A 2016 Phys. Scr. 91

033003
[11] Suzuki T 1980 Prog. Theor. Phys. 64 1627
[12] Kurasawa H and Suzuki T 1996 Nucl. Phys. A 597 374
[13] Baranger M 1960 Phys. Rev. 120 957

[14] Marumori T 1960 Prog. Theor. Phys. 24 331
[15] Klein A and Marshalek E R 1991 Rev. Mod. Phys. 63 375
[16] Microscopic Theories of Nuclear Collective Motions

Abe A and Suzuki T (ed) 1983 (Prog. Theor. Phys. Suppl.
74 & 75) pp 1–416

[17] Davies K T R, Devi K R S, Koonin S E and Strayer M R 1985
(Treatise on Heavy-Ion Physics vol 3) ed D A Bromley
(New York: Plenum) 3

[18] Rainwater J 1976 Rev. Mod. Phys. 48 385
[19] Butler P A and Nazarewicz W 1996 Rev. Mod. Phys. 68 349
[20] Brack M, Damgaard J, Jensen A S, Pauli H C,

Strutinsky V M and Wong C Y 1972 Rev. Mod. Phys.
44 320

[21] Hagino K and Takigawa N 2012 Prog. Theor. Phys. 128 1061
[22] Matsuyanagi K, Matsuo M, Nakatsukasa T, Yoshida K,

Hinohara N and Sato K 2016 J. Phys. G.: Nucl. Part. Phys.
43 024006

[23] Próchniak L and Rohoziński S G 2009 J. Phys. G. Nucl. Part.
Phys. 36 123101

[24] Frauendorf S 2015 J. Int. Mod. Phys. E 24 1541001
[25] Cejnar P, Jolie J and Casten R F 2010 Rev. Mod. Phys. 82 2155
[26] Brink D M and Broglia R A 2005 Nuclear Superfluidity

Pairing in Finite Systems (Cambridge: Cambridge
University Press)

[27] Arita K 2012 Phys. Rev. C 86 034317
[28] Arita K 2016 Phys. Scr. 91 063002
[29] Mayer M G and Jensen J H D 1955 Elementary Theory of

Nuclear Shell Structure (New York: Wiley)
[30] Ragnarsson I, Nilsson S G and Sheline R K 1978 Phys. Rep.

45 1
[31] Nilsson S G and Ragnarsson I 1995 Shapes and Shells in

Nuclear Structure (Cambridge: Cambridge University Press)
[32] Nolan P J and Twin P J 1988 Annu. Rev. Nucl. Part. Sci.

38 533
[33] Janssens R V F and Khoo T L 1991 Annu. Rev. Nucl. Part.

Sci. 41 321
[34] Brack M and Bhaduri R K 1997 Semiclassical Physics

(Reading, MA: Addison-Wesley)
[35] Nazarewicz W, Dudek J, Bengtsson R, Bengtsson T and

Ragnarsson I 1985 Nucl. Phys. A 435 397
[36] Anderson P W 1958 Phys. Rev. 112 1900

Anderson P W 1963 Phys. Rev. 130 439
[37] Nambu Y 1960 Phys. Rev. 117 648
[38] Sakamoto H and Kishimoto T 1991 Nucl. Phys. A 528 73
[39] Åberg S, Flocard H and Nazarewicz W 1990 Annu. Rev. Nucl.

Part. Sci. 40 439
[40] Wood J L, Heyde K, Nazarewicz W, Huyse M and

van Duppen P 1992 Phys. Rep. 215 101
[41] Heyde K and Wood J L 2011 Rev. Mod. Phys. 83 1467
[42] Hill D L and Wheeler J A 1953 Phys. Rev. 89 1102
[43] Eisenberg J M and Greiner W 1987 Nuclear Theory vol 1

3rd edn (Amsterdam: North Holland)
[44] Jolos R V and von Brentano P 2009 Phys. Rev. C 79

044310
[45] Bonatsos D, Minkov N and Petrellis D 2015 J. Phys. G.:

Nucl. Part. Phys. 42 095104
[46] Kumar K and Baranger M 1967 Nucl. Phys. A 92 608
[47] Belyaev S T 1965 Nucl. Phys. 64 17
[48] Bohr A and Mottelson B R 1953 Mat. Fys. Medd. Dan. Vid.

Selsk. 27 16, 1–174 (ed 2. 1957)
[49] Reinhard P-G, Brack M and Genzken O 1990 Phys. Rev. A

41 5568
[50] Matsuo M and Matsuyanagi K 1985 Prog. Theor. Phys. 74

1227
Matsuo M and Matsuyanagi K 1986 Prog. Theor. Phys. 76 93
Matsuo M and Matsuyanagi K 1987 Prog. Theor. Phys.

78 591
[51] Wilets L and Jean M 1956 Phys. Rev. 102 788
[52] Davydov A S and Filippov G F 1958 Nucl. Phys. 8 237

30

Phys. Scr. 91 (2016) 063014 Invited Comment

http://dx.doi.org/10.1103/RevModPhys.48.365
http://dx.doi.org/10.1103/RevModPhys.48.375
http://dx.doi.org/10.1143/PTP.13.467
http://dx.doi.org/10.1143/PTP.15.255
http://dx.doi.org/10.1143/PTP.13.442
http://dx.doi.org/10.1088/0034-4885/48/10/003
http://dx.doi.org/10.1088/0031-8949/91/3/033003
http://dx.doi.org/10.1088/0031-8949/91/3/033003
http://dx.doi.org/10.1143/PTP.64.1627
http://dx.doi.org/10.1016/0375-9474(95)00483-1
http://dx.doi.org/10.1103/PhysRev.120.957
http://dx.doi.org/10.1143/PTP.24.331
http://dx.doi.org/10.1103/RevModPhys.63.375
http://dx.doi.org/10.1103/RevModPhys.48.385
http://dx.doi.org/10.1103/RevModPhys.68.349
http://dx.doi.org/10.1103/RevModPhys.44.320
http://dx.doi.org/10.1143/PTP.128.1061
http://dx.doi.org/10.1088/0954-3899/43/2/024006
http://dx.doi.org/10.1088/0954-3899/36/12/123101
http://dx.doi.org/10.1142/S0218301315410013
http://dx.doi.org/10.1103/RevModPhys.82.2155
http://dx.doi.org/10.1103/PhysRevC.86.034317
http://dx.doi.org/10.1088/0031-8949/91/6/063002
http://dx.doi.org/10.1016/0370-1573(78)90004-2
http://dx.doi.org/10.1146/annurev.ns.38.120188.002533
http://dx.doi.org/10.1146/annurev.ns.41.120191.001541
http://dx.doi.org/10.1016/0375-9474(85)90471-3
http://dx.doi.org/10.1103/PhysRev.112.1900
http://dx.doi.org/10.1103/PhysRev.130.439
http://dx.doi.org/10.1103/PhysRev.117.648
http://dx.doi.org/10.1016/0375-9474(91)90420-B
http://dx.doi.org/10.1146/annurev.ns.40.120190.002255
http://dx.doi.org/10.1016/0370-1573(92)90095-H
http://dx.doi.org/10.1103/RevModPhys.83.1467
http://dx.doi.org/10.1103/PhysRev.89.1102
http://dx.doi.org/10.1103/PhysRevC.79.044310
http://dx.doi.org/10.1103/PhysRevC.79.044310
http://dx.doi.org/10.1088/0954-3899/42/9/095104
http://dx.doi.org/10.1016/0375-9474(67)90636-7
http://dx.doi.org/10.1016/0029-5582(65)90840-0
http://dx.doi.org/10.1103/PhysRevA.41.5568
http://dx.doi.org/10.1143/PTP.74.1227
http://dx.doi.org/10.1143/PTP.74.1227
http://dx.doi.org/10.1143/PTP.76.93
http://dx.doi.org/10.1143/PTP.78.591
http://dx.doi.org/10.1103/PhysRev.102.788
http://dx.doi.org/10.1016/0029-5582(58)90153-6


[53] Rowe D J 1970 Nuclear Collective Motion: Models and
Theory (London: Methuen)

[54] Ring P and Schuck P 1980 The Nuclear Many-Body Problem
(New York: Springer-Verlag)

[55] Blaizot J-P and Ripka G 1986 Quantum Theory of Finite
Systems (Cambridge, MA: The MIT Press)

[56] Bertsch G F and Broglia R A 1994 Oscillations in Finite
Quantum Systems (Cambridge: Cambridge University Press)

[57] Rowe D J and Wood J L 2010 Fundamentals of Nuclear
Models, Foundational Models (Singapore: World Scientific)

[58] Bender M, Heenen P-H and Reinhard P-G 2003 Rev. Mod.
Phys. 75 121

[59] Marumori T, Maskawa T, Sakata F and Kuriyama A 1980
Prog. Theor. Phys. 64 1294

[60] Sakata F, Marumori T, Hashimoto Y and Une T 1983 Prog.
Theor. Phys. 70 424

[61] Matsuo M 1986 Prog. Theor. Phys. 76 372
[62] Suzuki T 1983 Nucl. Phys. A 398 557
[63] Yamamura M and Kuriyama A 1987 Prog. Theor. Phys.

Suppl. 93 1
[64] Kuriyama A and Yamamura M 1984 Prog. Theor. Phys.

71 973
[65] Nakatsukasa T, Walet N R and Dang G Do 1999 Phys. Rev. C

61 014302
[66] Bohigas O, Lane A M and Martorell J 1979 Phys. Rep. 51 267
[67] Bes D R and Sorensen R A 1969 Advances in Nuclear

Physics vol 2 (New York: Plenum Press) 129
[68] Kisslinger L S and Sorensen R A 1963 Rev. Mod. Phys.

35 853
[69] Baranger M and Kumar K 1965 Nucl. Phys. 62 113

Kumar K and Baranger M 1968 Nucl. Phys. A 110 529
Baranger M and Kumar K 1968 Nucl. Phys. A 122 241
Kumar K and Baranger M 1968 Nucl. Phys. A 122 273

[70] Sakamoto H and Kishimoto T 1989 Nucl. Phys. A 501 205
Sakamoto H and Kishimoto T 1989 Nucl. Phys. A 501 242

[71] Mottelson B 1998 Trends in Nuclear Physics, 100 year later
Les Houches, Session LXVI ed H Nifenecker, J-P Blaizot,
G F Bertsch, W Weise and F David (Amsterdam: North
Holland) p 25

[72] Vautherin D and Brink D M 1972 Phys. Rev. C 5 626
[73] Vautherin D 1973 Phys. Rev. C 7 296
[74] Dechargé J and Gogny D 1980 Phys. Rev. C 21 1568
[75] Negele J W 1982 Rev. Mod. Phys. 54 913
[76] Stone J R and Reinhard P-G 2007 Prog. Part. Nucl. Phys.

58 587
[77] Nakatsukasa T 2012 Prog. Theor. Exp. Phys. 2012 01A207
[78] Fiolhais C, Nogueira F and Marques M (ed) 2003 A Primer in

Density Functional Theory (Berlin: Springer)
[79] Marques M A L, Ullrich C A, Nogueira F, Rubio A,

Burke K and Gross E K U (ed) 2006 Time-Dependent
Density Functional Theory (Berlin: Springer)

[80] Vretenar D, Afanasjev A V, Lalazissis G A and Ring P 2005
Phys. Rep. 409 101

[81] Terasaki J, Engel J and Bertsch G F 2008 Phys. Rev. C 78
044311

[82] Yoshida K and Yamagami M 2008 Phys. Rev. C 77 044312
[83] Péru S and Goutte H 2008 Phys. Rev. C 77 044313
[84] Arteaga D P, Khan E and Ring P 2009 Phys. Rev. C 79

034311
[85] Losa C, Pastore A, Døssing T, Vigezzi E and Broglia R A

2010 Phys. Rev. C 81 064307
[86] Terasaki J and Engel J 2010 Phys. Rev. C 82 034326
[87] Terasaki J and Engel J 2011 Phys. Rev. C 84 014332
[88] Yoshida K and Nakatsukasa T 2011 Phys. Rev. C 83

021304(R)
[89] Yoshida K and Nakatsukasa T 2013 Phys. Rev. C 88 034309
[90] Nakatsukasa T, Inakura T and Yabana K 2007 Phys. Rev. C

76 024318
[91] Avogadro P and Nakatsukasa T 2011 Phys. Rev. C 84 014314

[92] Avogadro P and Nakatsukasa T 2013 Phys. Rev. C 87 014331
[93] Stoitsov M, Kortelainen M, Nakatsukasa T, Losa C and

Nazarewicz W 2011 Phys. Rev. C 84 041305(R)
[94] Inakura T, Nakatsukasa T and Yabana K 2013 Phys. Rev. C

88 051305(R)
[95] Mustonen M T, Shafer T, Zenginerler Z and Engel J 2014

Phys. Rev. C 90 024308
[96] Liang H, Nakatsukasa T, Niu Z and Meng J 2013 Phys. Rev.

C 87 054310
[97] Nikšić T, Kralj N, Tutiš T, Vretenar D and Ring P 2013 Phys.

Rev. C 88 044327
[98] Sakamoto H and Kishimoto T 1988 Nucl. Phys. A 486 1

Sakamoto H and Kishimoto T 1991 Nucl. Phys. A 528 73
[99] Matsuyanagi K, Matsuo M, Nakatsukasa T, Hinohara N and

Sato K 2010 J. Phys. G.: Nucl. Part. Phys. 37 064018
[100] Matsuyanagi K, Hinohara N and Sato K 2013 Fifty Years of

Nuclear BCS: Pairing in Finite Systems ed R A Broglia and
V Zelevinsky (Singapore: World Scientific) 111

[101] Selected Topics in the Boson Mapping and Time-Dependent
Hartree-Fock Methods Kuriyama A, Matsuyanagi K,
Sakata F, Takada K and Yamamura M (ed) 2001 (Prog.
Theor. Phys. Suppl. 141) 1

[102] Matsuo M, Nakatsukasa T and Matsuyanagi K 2000 Prog.
Theor. Phys. 103 959

[103] Hinohara N, Nakatsukasa T, Matsuo M and Matsuyanagi K
2008 Prog. Theor. Phys. 119 59

[104] Hinohara N, Nakatsukasa T, Matsuo M and Matsuyanagi K
2009 Phys. Rev. C 80 014305

[105] Hinohara N, Sato K, Nakatsukasa T, Matsuo M and
Matsuyanagi K 2010 Phys. Rev. C 82 064313

[106] Sato K and Hinohara N 2011 Nucl. Phys. A 849 53
[107] Hinohara N, Sato K, Nakatsukasa T, Matsuo M and

Matsuyanagi K 2011 Phys. Rev. C 84 061302(R)
[108] Yoshida K and Hinohara N 2011 Phys. Rev. C 83

061302(R)
[109] Sato K, Hinohara N, Yoshida K, Nakatsukasa T,

Matsuo M and Matsuyanagi K 2012 Phys. Rev. C 86
024316

[110] Matsuo M, Hinohara N, Sato K, Matsuyanagi K,
Nakatsukasa T and Yoshida K 2014 Phys. Scr. 89 054020

[111] Thouless D J and Valatin J G 1962 Nucl. Phys. 31 211
[112] Kaneko K 1994 Phys. Rev. C 49 3014
[113] Sakamoto H 1997 Int. J. Mod. Phys. E 6 251
[114] Hinohara N, Kortelainen M and Nazarewicz W 2013 Phys.

Rev. C 87 064309
[115] Hinohara N, Kortelainen M, Nazarewicz W and Olsen E 2015

Phys. Rev. C 91 044323
[116] Hinohara N 2015 Phys. Rev. C 92 034321
[117] Kortelainen M, Hinohara N and Nazarewicz W 2015 Phys.

Rev. C 92 051302(R)
[118] Barranco F, Bertsch G F, Broglia R A and Vigezzi E 1990

Nucl. Phys. A 512 253
[119] Sakamoto H and Kishimoto T 1990 Phys. Lett. B 245 321
[120] Hinohara N, Nakatsukasa T, Matsuo M and Matsuyanagi K

2006 Prog. Theor. Phys. 115 567
[121] Mottelson B R 1977 Elementary Modes of Excitation in

Nuclei (Proceedings of the international school of physics
(Enrico Fermi), 1976) ed A Bohr and R A Broglia
(Amsterdam: Elsevier) 31

[122] Bortignon P F, Broglia R A, Bes D R and Liotta R 1977 Phys.
Rep. 30 305

[123] Broglia R A, Bortignon P F, Barranco F, Vigezzi E,
Idini A and Potel G Contribution to this Special Physica
Scripta Edition

[124] Yamada K 1991 Prog. Theor. Phys. 85 805
[125] Shimizu Y R and Matsuyanagi K 2001 Prog. Theor. Phys.

Suppl. 141 285
[126] Villars F 1957 Ann. Rev. Nucl. Sci. 7 185
[127] Villars F M H 1983 Prog. Theor. Phys. Suppl. 74 & 75 184

31

Phys. Scr. 91 (2016) 063014 Invited Comment

http://dx.doi.org/10.1103/RevModPhys.75.121
http://dx.doi.org/10.1143/PTP.64.1294
http://dx.doi.org/10.1143/PTP.70.424
http://dx.doi.org/10.1143/PTP.76.372
http://dx.doi.org/10.1016/0375-9474(83)90302-0
http://dx.doi.org/10.1143/PTPS.93.1
http://dx.doi.org/10.1143/PTP.71.973
http://dx.doi.org/10.1103/PhysRevC.61.014302
http://dx.doi.org/10.1016/0370-1573(79)90079-6
http://dx.doi.org/10.1103/RevModPhys.35.853
http://dx.doi.org/10.1016/0029-5582(65)90074-X
http://dx.doi.org/10.1016/0375-9474(68)90371-0
http://dx.doi.org/10.1016/0375-9474(68)90044-4
http://dx.doi.org/10.1016/0375-9474(68)90045-6
http://dx.doi.org/10.1016/0375-9474(89)90290-X
http://dx.doi.org/10.1016/0375-9474(89)90291-1
http://dx.doi.org/10.1103/PhysRevC.5.626
http://dx.doi.org/10.1103/PhysRevC.7.296
http://dx.doi.org/10.1103/PhysRevC.21.1568
http://dx.doi.org/10.1103/RevModPhys.54.913
http://dx.doi.org/10.1016/j.ppnp.2006.07.001
http://dx.doi.org/10.1093/ptep/pts016
http://dx.doi.org/10.1016/j.physrep.2004.10.001
http://dx.doi.org/10.1103/PhysRevC.78.044311
http://dx.doi.org/10.1103/PhysRevC.78.044311
http://dx.doi.org/10.1103/PhysRevC.77.044312
http://dx.doi.org/10.1103/PhysRevC.77.044313
http://dx.doi.org/10.1103/PhysRevC.79.034311
http://dx.doi.org/10.1103/PhysRevC.79.034311
http://dx.doi.org/10.1103/PhysRevC.81.064307
http://dx.doi.org/10.1103/PhysRevC.82.034326
http://dx.doi.org/10.1103/PhysRevC.84.014332
http://dx.doi.org/10.1103/PhysRevC.83.021304
http://dx.doi.org/10.1103/PhysRevC.83.021304
http://dx.doi.org/10.1103/PhysRevC.88.034309
http://dx.doi.org/10.1103/PhysRevC.76.024318
http://dx.doi.org/10.1103/PhysRevC.84.014314
http://dx.doi.org/10.1103/PhysRevC.87.014331
http://dx.doi.org/10.1103/PhysRevC.84.041305
http://dx.doi.org/10.1103/PhysRevC.88.051305
http://dx.doi.org/10.1103/PhysRevC.90.024308
http://dx.doi.org/10.1103/PhysRevC.87.054310
http://dx.doi.org/10.1103/PhysRevC.88.044327
http://dx.doi.org/10.1016/0375-9474(88)90037-1
http://dx.doi.org/10.1016/0375-9474(91)90420-B
http://dx.doi.org/10.1088/0954-3899/37/6/064018
http://dx.doi.org/10.1142/9789814412490_0009
http://dx.doi.org/10.1143/PTP.103.959
http://dx.doi.org/10.1143/PTP.119.59
http://dx.doi.org/10.1103/PhysRevC.80.014305
http://dx.doi.org/10.1103/PhysRevC.82.064313
http://dx.doi.org/10.1016/j.nuclphysa.2010.11.003
http://dx.doi.org/10.1103/PhysRevC.84.061302
http://dx.doi.org/10.1103/PhysRevC.83.061302
http://dx.doi.org/10.1103/PhysRevC.83.061302
http://dx.doi.org/10.1103/PhysRevC.86.024316
http://dx.doi.org/10.1103/PhysRevC.86.024316
http://dx.doi.org/10.1088/0031-8949/89/5/054020
http://dx.doi.org/10.1016/0029-5582(62)90741-1
http://dx.doi.org/10.1103/PhysRevC.49.3014
http://dx.doi.org/10.1142/S0218301397000159
http://dx.doi.org/10.1103/PhysRevC.87.064309
http://dx.doi.org/10.1103/PhysRevC.91.044323
http://dx.doi.org/10.1103/PhysRevC.92.034321
http://dx.doi.org/10.1103/PhysRevC.92.051302
http://dx.doi.org/10.1016/0375-9474(90)93232-U
http://dx.doi.org/10.1016/0370-2693(90)90651-L
http://dx.doi.org/10.1143/PTP.115.567
http://dx.doi.org/10.1016/0370-1573(77)90018-7
http://dx.doi.org/10.1143/ptp/85.4.805
http://dx.doi.org/10.1143/PTPS.141.285
http://dx.doi.org/10.1146/annurev.ns.07.120157.001153
http://dx.doi.org/10.1143/PTPS.74.184


[128] Hinohara N and Kanada-En’yo Y 2011 Phys. Rev. C 83
014321

[129] Hinohara N, Li Z P, Nakatsukasa T, Nikšić T and Vretenar D
2012 Phys. Rev. C 85 024323

[130] Clément E et al 2007 Phys. Rev. C 75 054313
[131] Libert J, Girod M and Delaroche J-P 1999 Phys. Rev. C 60

054301
[132] Yuldashbaeva E Kh, Libert J, Quentin P and Girod M 1999

Phys. Lett. B 461 1
[133] Próchniak L, Quentin P, Samsoen D and Libert J 2004 Nucl.

Phys. A 730 59
[134] Delaroche J-P, Girod M, Libert J, Goutte H, Hilaire S, Péru S,

Pillet N and Bertsch G F 2010 Phys. Rev. C 81 014303
[135] Baran A, Sheikh J A, Dobaczewski J, Nazarewicz W and

Staszczak A 2011 Phys. Rev. C 84 054321
[136] Nikšić T, Li Z P, Vretenar D, Próchniak L, Meng J and

Ring P 2009 Phys. Rev. C 79 034303
[137] Li Z P, Nikšić T, Vretenar D, Meng J, Lalazissis G A and

Ring P 2009 Phys. Rev. C 79 054301
[138] Li Z P, Nikšić T, Vretenar D and Meng J 2010 Phys. Rev. C

81 034316
[139] Li Z P, Nikšić T, Vretenar D, Ring P and Meng J 2010 Phys.

Rev. C 81 064321
[140] Li Z P, Yao J M, Vretenar D, Nikšić T, Chen H and Meng J

2011 Phys. Rev. C 84 054304
[141] Nikšić T, Vretenar D and Ring P 2011 Prog. Part. Nucl.

Phys. 66 519
[142] Fu Y, Mei H, Xiang J, Li Z P, Yao J M and Meng J 2013

Phys. Rev. C 87 054305
[143] Dobaczewski J and Dudek J 1995 Phys. Rev. C 52 1827
[144] Baranger M and Vénéroni M 1978 Ann. of Phys. 114 123
[145] Brink D M, Giannoni M J and Veneroni M 1976 Nucl. Phys.

A 258 237
[146] Goeke K and Reinhard P-G 1978 Ann. of Phys. 112 328
[147] Giannoni M J and Quentin P 1980 Phys. Rev. C 21 2060

Giannoni M J and Quentin P 1980 Phys. Rev. C 21 2076
[148] Villars F 1977 Nucl. Phys. A 285 269
[149] Mukherjee A K and Pal M K 1982 Nucl. Phys. A 373 289
[150] Klein A, Walet N R and Dang G Do 1991 Ann. of Phys.

208 90
[151] Dang G Do, Klein A and Walet N R 2000 Phys. Rep. 335 93
[152] Goeke K, Cusson R Y, Grümmer F, Reinhard P-G and

Reinhardt H 1983 Prog. Theor. Phys. Suppl. 74 & 75 33
[153] Dobaczewski J and Skalski J 1981 Nucl. Phys. A 369 123
[154] Li Z P, Nikšić T, Ring P, Vretenar D, Yao J M and Meng J

2012 Phys. Rev. C 86 034334
[155] Reinhard P-G and Goeke K 1987 Rep. Prog. Phys. 50 1
[156] Egido J L and Robledo L M 2004 Extended Density

Functionals in Nuclear Structure Physics (Lecture Notes in
Physics vol 641) ed G A Lalazissis, P Ring and D Vretenar
(Berlin: Springer) 269

[157] Bender M 2008 Eur. Phys. J. Spec. Top. 156 217
[158] Bender M and Heenen P-H 2008 Phys. Rev. C 78 024309
[159] Rodríguez T R and Egido J L 2010 Phys. Rev. C 81 064323
[160] Yao J M, Meng J, Ring P and Vretenar D 2010 Phys. Rev. C

81 044311
[161] Yao J M, Mei H, Chen H, Meng J, Ring P and Vretenar D

2011 Phys. Rev. C 83 014308
[162] Yao J M, Hagino K, Li Z P, Meng J and Ring P 2014 Phys.

Rev. C 89 054306
[163] Rodríguez T R 2014 Phys. Rev. C 90 034306
[164] Griffin J J and Wheeler J A 1957 Phys. Rev. 108 311
[165] Onishi N and Une T 1975 Prog. Theor. Phys. 53 504
[166] Rohoziński S G 2012 J. Phys. G. Nucl. Part. Phys. 39 095104
[167] Rohoziński S G 2013 Phys. Scr. T 154 014016
[168] Peierls R E and Thouless D J 1962 Nucl. Phys. 38 154
[169] Holzwarth G and Yukawa T 1974 Nucl. Phys. A 219 125
[170] Reinhard P-G and Goeke K 1979 Phys. Rev. C 20 1546

[171] Jancovici B and Schiff D H 1964 Nucl. Phys. 58 678
[172] Rowe D J and Bassermann R 1976 Canad. J. Phys. 54 1941
[173] Marumori T 1977 Prog. Theor. Phys. 57 112
[174] Rowe D J 1982 Nucl. Phys. A 391 307
[175] Arnold V I 1989 Mathematical Methods of Classical

Mechanics (Berlin: Springer)
[176] Matsuo M and Matsuyanagi K 1985 Prog. Theor. Phys.

74 288
[177] Matsuo M, Shimizu Y R and Matsuyanagi K 1985

Proceedings of The Niels Bohr Centennial Conf. on Nuclear
Structure ed R Broglia, G Hagemann and B Herskind
(Amsterdam: North-Holland) 161

[178] Yamada K 1993 Prog. Theor. Phys. 89 995
[179] Almehed D and Walet N R 2004 Phys. Rev. C 69 024302
[180] Hinohara N, Nakatsukasa T, Matsuo M and Matsuyanagi K

2007 Prog. Theor. Phys. 117 451
[181] Sato K 2015 Prog. Theor. Exp. Phys. 2015 123D01
[182] Iwasaki S, Marumori T, Sakata F and Takada K 1976 Prog.

Theor. Phys. 56 1140
[183] Weeks K J, Tamura T, Udagawa T and Hahne F J W 1981

Phys. Rev. C 24 703
[184] Tazaki S, Takada K, Kaneko K and Sakata F 1981 Prog.

Theor. Phys. Suppl. 71 123
[185] Takada K and Tazaki S 1986 Nucl. Phys. A 448 56
[186] Garrett P E 2001 J. Phys. G.: Nucl. Part. Phys. 27 R1
[187] Yoshida K, Matsuo M and Shimizu Y R 2001 Nucl. Phys. A

696 85
[188] Back B B, Esbensen H, Jiang C L and Rehm K E 2014 Rev.

Mod. Phys. 86 317
[189] Frauendorf S 2001 Rev. Mod. Phys. 73 463
[190] Satuła W and Wyss R A 2005 Rep. Prog. Phys. 68 131
[191] Shimizu Y R, Garrett J D, Broglia R A, Gallardo M and

Vigezzi E 1989 Rev. Mod. Phys. 61 131
[192] Bohr A and Mottelson B R 1981 Nucl. Phys. A 354 303c
[193] Nakatsukasa T, Matsuyanagi K, Mizutori S and Shimizu Y R

1996 Phys. Rev. C 53 2213
[194] Roßbach D et al 2001 Phys. Lett. B 513 9
[195] Pattison L K et al 2003 Phys. Rev. Lett. 91 182501
[196] Ollier J et al 2011 Phys. Rev. C 83 044309
[197] Ødegård S W et al 2001 Phys. Rev. Lett. 86 5866
[198] Jensen D R et al 2002 Phys. Rev. Lett. 89 142503
[199] Görgen A et al 2004 Phys. Rev. C 69 031301(R)
[200] Hamamoto I and Hagemann G B 2003 Phys. Rev. C 67

014319
[201] Matsuzaki M, Shimizu Y R and Matsuyanagi K 2004 Phys.

Rev. C 69 034325
[202] Shoji T and Shimizu Y R 2009 Prog. Theor. Phys. 121 319
[203] Frauendorf S and Dönau F 2014 Phys. Rev. C 89 014322
[204] Almehed D, Dönau F and Frauendorf S 2011 Phys. Rev. C 83

054308
[205] Hamamoto I 2012 Phys. Rev. C 85 064329
[206] Matsuo M 2013 Fifty Years of Nuclear BCS: Pairing in Finite

Systems ed R Broglia and V Zelevinsky (Singapore: World
Scientific) 61

[207] Matsuo M 2001 Nucl. Phys. A 696 371
[208] Mizuyama K, Matsuo M and Serizawa Y 2009 Phys. Rev. C

79 024313
[209] Serizawa Y and Matsuo M 2009 Prog. Theor. Phys. 121 97
[210] Matsuo M and Nakatsukasa T 2010 J. Phys. G.: Nucl. Part.

Phys. 37 064017
[211] Mizuyama K, Colò G and Vigezzi E 2012 Phys. Rev. C 86

034318
[212] Sato K, Hinohara N, Nakatsukasa T, Matsuo M and

Matsuyanagi K 2010 Prog. Theor. Phys. 123 129
[213] Thouless D J 1960 Nucl. Phys. 21 225
[214] Rowe D J, Ryman A and Rosensteel G 1980 Phys. Rev. A

22 2362
[215] Ring P and Schuck P 1977 Nucl. Phys. A 292 20

32

Phys. Scr. 91 (2016) 063014 Invited Comment

http://dx.doi.org/10.1103/PhysRevC.83.014321
http://dx.doi.org/10.1103/PhysRevC.83.014321
http://dx.doi.org/10.1103/PhysRevC.85.024323
http://dx.doi.org/10.1103/PhysRevC.75.054313
http://dx.doi.org/10.1103/PhysRevC.60.054301
http://dx.doi.org/10.1103/PhysRevC.60.054301
http://dx.doi.org/10.1016/S0370-2693(99)00836-9
http://dx.doi.org/10.1016/j.nuclphysa.2003.10.011
http://dx.doi.org/10.1103/PhysRevC.81.014303
http://dx.doi.org/10.1103/PhysRevC.84.054321
http://dx.doi.org/10.1103/PhysRevC.79.034303
http://dx.doi.org/10.1103/PhysRevC.79.054301
http://dx.doi.org/10.1103/PhysRevC.81.034316
http://dx.doi.org/10.1103/PhysRevC.81.064321
http://dx.doi.org/10.1103/PhysRevC.84.054304
http://dx.doi.org/10.1016/j.ppnp.2011.01.055
http://dx.doi.org/10.1103/PhysRevC.87.054305
http://dx.doi.org/10.1103/PhysRevC.52.1827
http://dx.doi.org/10.1016/0003-4916(78)90265-8
http://dx.doi.org/10.1016/0375-9474(76)90004-X
http://dx.doi.org/10.1016/S0003-4916(78)80003-7
http://dx.doi.org/10.1103/PhysRevC.21.2060
http://dx.doi.org/10.1103/PhysRevC.21.2076
http://dx.doi.org/10.1016/0375-9474(77)90253-6
http://dx.doi.org/10.1016/0375-9474(82)90152-X
http://dx.doi.org/10.1016/0003-4916(91)90343-7
http://dx.doi.org/10.1016/S0370-1573(99)00119-2
http://dx.doi.org/10.1143/PTPS.74.33
http://dx.doi.org/10.1016/0375-9474(81)90010-5
http://dx.doi.org/10.1103/PhysRevC.86.034334
http://dx.doi.org/10.1088/0034-4885/50/1/001
http://dx.doi.org/10.1007/978-3-540-39911-7_10
http://dx.doi.org/10.1140/epjst/e2008-00619-9
http://dx.doi.org/10.1103/PhysRevC.78.024309
http://dx.doi.org/10.1103/PhysRevC.81.064323
http://dx.doi.org/10.1103/PhysRevC.81.044311
http://dx.doi.org/10.1103/PhysRevC.83.014308
http://dx.doi.org/10.1103/PhysRevC.89.054306
http://dx.doi.org/10.1103/PhysRevC.90.034306
http://dx.doi.org/10.1103/PhysRev.108.311
http://dx.doi.org/10.1143/PTP.53.504
http://dx.doi.org/10.1088/0954-3899/39/9/095104
http://dx.doi.org/10.1088/0031-8949/2013/T154/014016
http://dx.doi.org/10.1016/0029-5582(62)91025-8
http://dx.doi.org/10.1016/0375-9474(74)90087-6
http://dx.doi.org/10.1103/PhysRevC.20.1546
http://dx.doi.org/10.1016/0029-5582(64)90578-4
http://dx.doi.org/10.1139/p76-234
http://dx.doi.org/10.1143/PTP.57.112
http://dx.doi.org/10.1016/0375-9474(82)90612-1
http://dx.doi.org/10.1143/PTP.74.288
http://dx.doi.org/10.1143/ptp/89.5.995
http://dx.doi.org/10.1103/PhysRevC.69.024302
http://dx.doi.org/10.1143/PTP.117.451
http://dx.doi.org/10.1093/ptep/ptv163
http://dx.doi.org/10.1143/PTP.56.1140
http://dx.doi.org/10.1103/PhysRevC.24.703
http://dx.doi.org/10.1143/PTPS.71.123
http://dx.doi.org/10.1016/0375-9474(86)90180-6
http://dx.doi.org/10.1088/0954-3899/27/1/201
http://dx.doi.org/10.1016/S0375-9474(01)01123-X
http://dx.doi.org/10.1103/RevModPhys.86.317
http://dx.doi.org/10.1103/RevModPhys.73.463
http://dx.doi.org/10.1088/0034-4885/68/1/R03
http://dx.doi.org/10.1103/RevModPhys.61.131
http://dx.doi.org/10.1016/0375-9474(81)90604-7
http://dx.doi.org/10.1103/PhysRevC.53.2213
http://dx.doi.org/10.1016/S0370-2693(01)00749-3
http://dx.doi.org/10.1103/PhysRevLett.91.182501
http://dx.doi.org/10.1103/PhysRevC.83.044309
http://dx.doi.org/10.1103/PhysRevLett.86.5866
http://dx.doi.org/10.1103/PhysRevLett.89.142503
http://dx.doi.org/10.1103/PhysRevC.69.031301
http://dx.doi.org/10.1103/PhysRevC.67.014319
http://dx.doi.org/10.1103/PhysRevC.67.014319
http://dx.doi.org/10.1103/PhysRevC.69.034325
http://dx.doi.org/10.1143/PTP.121.319
http://dx.doi.org/10.1103/PhysRevC.89.014322
http://dx.doi.org/10.1103/PhysRevC.83.054308
http://dx.doi.org/10.1103/PhysRevC.83.054308
http://dx.doi.org/10.1103/PhysRevC.85.064329
http://dx.doi.org/10.1142/9789814412490_0005
http://dx.doi.org/10.1016/S0375-9474(01)01133-2
http://dx.doi.org/10.1103/PhysRevC.79.024313
http://dx.doi.org/10.1143/PTP.121.97
http://dx.doi.org/10.1088/0954-3899/37/6/064017
http://dx.doi.org/10.1103/PhysRevC.86.034318
http://dx.doi.org/10.1103/PhysRevC.86.034318
http://dx.doi.org/10.1143/PTP.123.129
http://dx.doi.org/10.1016/0029-5582(60)90048-1
http://dx.doi.org/10.1103/PhysRevA.22.2362
http://dx.doi.org/10.1016/0375-9474(77)90353-0

	1. Introduction
	Progress in fundamental concepts of the collective model
	Brief remarks about the history
	Contents of this review

	2. Low-frequency quadrupole collective motions
	2.1. Nature of the first excited 2&plus; modes
	2.2. Quantum shape transitions in nuclei
	Why are nuclei deformed?
	Deformable mean field and deformed shell structure
	Emergence of collective rotational motions restoring broken symmetries
	Excitation spectra in the transitional region
	2.3. Quadrupole collective dynamics
	Interplay of low-frequency shape fluctuations and rotational motions
	Quantum shape fluctuations and shape coexistence

	3. Bohr-Mottelson collective Hamiltonian
	Historical note
	Illustration of typical situations

	4. QRPA and its extensions
	4.1. Collective motion as moving self-consistent mean field
	4.2. Small-amplitude approximation (QRPA)
	Merits of the QRPA
	Quantization condition
	Effective interactions for QRPA calculations
	Relations to spherical shell-model calculations
	4.3. Beyond the QRPA
	Boson expansion method
	Non-perturbative approaches to LACM
	Introduction to the ASCC method

	5. Microscopic derivation of the Bohr-Mottelson collective Hamiltonian
	5.1. Procedure for the microscopic derivation
	Microscopic calculation of the vibrational inertial masses
	Microscopic calculation of the rotational moments of inertia
	Derivation of the quadrupole collective Hamiltonian and its quantization
	5.2. Discussions
	Applicability of the Pauli prescription for quantization
	Treatment of 3D rotational motions
	Effective interaction in the microscopic Hamiltonian
	Physical meaning of the collective inertial masses
	5.3. Remarks on microscopic derivation of the particle-collective coupling Hamiltonian
	Historical note

	6. Illustrative examples
	Oblate-prolate shape coexistence and fluctuations in 74Kr
	7. Some remarks on other approaches
	7.1. Constrained HFB + adiabatic perturbation
	7.2. Adiabatic TDHF theory
	7.3. Generator coordinate method
	Additional remarks

	8. Fundamentals of microscopic theory of LACM
	8.1. Extraction of collective submanifold
	8.1.1. Invariance principle of the TDHFB equation
	8.1.2. Canonicity conditions
	8.1.3. Equation of collective submanifold

	8.2. Solution with (&#x003B7;,&#x003B7;&#x0002A;) expansion
	8.3. Solution with adiabatic expansion
	8.4. Inclusion of the pairing rotation and gauge invariance
	8.5. Solution with the LQRPA method

	9. Open problems in quadrupole collective dynamics
	9.1. Shape coexistence, pairing fluctuation and mysterious 0&plus; states
	9.2. Vibrational and rotational modes at high angular momentum
	9.3. Low-frequency collective excitations in nuclei near the neutron drip line

	10. Concluding remarks
	Acknowledgments
	Appendix A.Quantization in curvilinear coordinates
	Appendix B.Calculation of E2 transitions and moments
	Appendix C.Illustration of triaxial deformation dynamics
	Appendix D.Time-dependent unitary transformation of the HFB state vectors
	References



