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v several	(possible)	neutron	star	mergers	reported	by	LIGO/Virgo	
v 1	neuron	star	merger,	GW170817,	with	EM	emission	(kilonova)	
v higher	frequency	than	expected	(0-5	events	per	year	in	O3),	probably	
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what	we	learned	from	the	kilonova	are	…	
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comparison	with	GW170817;	Tanaka+2017	
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Fig. 2. Optical and near-infrared light curves of SSS17a compared with kilonova models with (left) Ye = 0.10 − 0.40 and (right) Ye = 0.25. The optical and

near-infrared data are taken from Utsumi et al. (2017). For the observed data, the line of sight extinction of E(B − V) = 0.1 mag has been corrected. All the

magnitudes are given in AB magnitudes.

ple power-law form (r−3) from v = 0.05c to 0.2c, which
gives the average velocity of ⟨v⟩ = 0.1c, as a representa-
tive case (Metzger et al. 2010; Metzger 2017). We test three
different element abundances, which approximate the dy-
namical ejecta and post-merger ejecta. The first case de-
picts the abundances in the dynamical ejecta. Numerical
relativity simulations of NS mergers predict wide ranges
of Ye in the dynamical ejecta (Sekiguchi et al. 2015, 2016;
Radice et al. 2016; Foucart et al. 2016), which results in a
wide elemental distribution from Z ∼ 30 to 100. Such el-
ement abundances are shown in the orange line in Figure
1, which are calculated by assuming a flat Ye distribution
from 0.10 to 0.40 (Wanajo et al. 2014). The second and
third cases are for the post-merger ejecta. Since the ele-
ment abundances are subject to uncertainties, we approx-
imately take two representative values of Ye: high Ye (Ye

= 0.30, blue line) and medium Ye (Ye = 0.25, green line).
The high Ye model is completely lanthanide-free while the
medium Ye model contains a small fraction of lanthanide
elements. For all the models in this paper, the element dis-
tribution in the ejecta is assumed to be spatially homoge-
neous. Validity of this assumption is discussed in Section
4.

3 Results

The left panel of Figure 2 compares the observed light
curves of SSS17a (Utsumi et al. 2017) and the model with
Ye = 0.10 − 0.40 (the dynamical ejecta model). We find
that the ejecta mass of 0.03 M⊙ reasonably reproduces
the near-infrared brightness near the peak. However, the
calculated optical light curves are systematically fainter
than the observations by 1.0-1.5 mag at the initial phases
(t < 2 days). This is due to high optical opacities of lan-
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Fig. 3. Time evolution of optical and near-infrared spectral energy distribu-

tion of SSS17a compared with three models. The observational data are

taken from Utsumi et al. (2017). All of the three models assume the same

ejecta mass (0.03M⊙) and the same average velocity (⟨v⟩ = 0.1c). Orange

curves show the model of the dynamical ejecta (Ye = 0.10-0.40) while blue

and green curves show the models with the elemental abundances calcu-

lated with high Ye (Ye = 0.30) and medium Ye (Ye = 0.25), respectively.

v total	ejecta	mass	of	Mej	≈	0.03-0.06	M¤	and	the	lanthanide	mass	
fraction	of	Xlan	≈	0.001-0.01	(see	also	Cowperthwaite+2017,	etc.)	

v no	evidence	of	heavy	r-nuclei	production	(gold,	platinum,	…)		
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Figure 1. Element abundances in the ejecta of NS mergers at
t = 1 day after the merger. The orange line shows abundances for
dynamical ejecta (Wanajo et al. 2014), which is derived by averag-
ing the nucleosynthesis results of Ye = 0.10 − 0.40 assuming a flat
Ye distribution. The blue and green lines show the nucleosynthesis
results from trajectories of Ye = 0.25 and 0.30, respectively, which
represent the abundance patterns of high-Ye post-merger ejecta.
Black points connected with the line show the solar abundance
ratios of r-process elements (Simmerer et al. 2004).

inantly by neutrino heating (Wanajo & Janka 2012;
Perego et al. 2014; Fujibayashi et al. 2017) and nuclear
recombination (Fernández & Metzger 2013). These
components are as a whole denoted as “post-merger”
ejecta in this paper. The post-merger ejecta can consist
of less neutron rich material than in the dynamical
ejecta (Just et al. 2015; Martin et al. 2015; Wu et al.
2016; Lippuner et al. 2017); neutrino absorption as well
as a high temperature caused by viscous heating makes
ejected material less neutron rich or electron fraction Ye
(number of protons per nucleon) higher. If the ejecta
are free from Lanthanide elements, the emission from
post-merger ejecta can be brighter and bluer, which can
be called “blue kilonova” (Metzger & Fernández 2014;
Kasen et al. 2015). However, due to the lack of atomic
data of r-process elements, previous studies assume
opacities of Fe for Lanthanide-free ejecta. To predict
emission properties of kilonova, systematic atomic data
for r-process elements are important (see Kasen et al.
2013; Fontes et al. 2017; Wollaeger et al. 2017).
In this paper, we newly perform atomic structure cal-

culations for selected r-process elements. Using these
data, we perform radiative transfer simulations and
study the impact of element abundances to kilonova
emission. In Section 2, we show methods and results of
our atomic structure calculations. In Section 3, we cal-
culate opacities with these atomic data and discuss the
dependence on the elements. We then apply our data
for radiative transfer simulations in Section 4, and show
light curves of kilonova from dynamical and post-merger
ejecta of NS mergers. Finally we give summary in Sec-
tion 5.

2. ATOMIC STRUCTURE CALCULATIONS

We perform atomic structure calculations for Se (Z =
34), Ru (Z = 44), Te (Z = 52), Ba (Z = 56), Nd
(Z = 60) and Er (Z = 68). These elements are se-

lected to systematically study the opacities of elements
with different open shells: Ba is an open s-shell element,
Se and Te are open p-shell elements, Ru is an open d-
shell element, and Nd and Er are open f-shell elements.
We focus on neutral atom and singly and doubly ionized
ions because these ionization states are most common in
kilonova at t ∼> 1 day after the merger (Kasen et al. 2013;
Tanaka & Hotokezaka 2013).
In Figure 1, these elements are shown with three dif-

ferent abundance patterns in the ejecta of NS merg-
ers. While relativistic simulations of NS mergers predict
wide ranges of Ye between 0.05 and 0.45, the detailed
Ye distributions depend on the NS masses and their ra-
tios as well as the adopted nuclear equations of state
(Sekiguchi et al. 2015, 2016). In this paper, we assume
a flat mass distribution between Ye = 0.10 and 0.40 as
representative of dynamical ejecta. As shown in Figure
1 (orange line), the dynamical ejecta consist of a wide
range of r-process elements from the first (Z = 34) to
third (Z = 78) abundance peaks. For the post-merger
ejecta, we consider single Ye models of 0.25 (green) and
0.30 (blue) for simplicity. The former represents a case
that contains the second (Z = 52) abundance peak and a
small amount of Lanthanides. The latter is a Lanthanide-
free model without elements of Z > 50. For all the mod-
els, the nucleosynthesis abundances of each Ye are taken
from Wanajo et al. (2014).
For the atomic structure calculations, we use two dif-

ferent codes, HULLAC (Bar-Shalom et al. 2001) and
GRASP2K (Jönsson et al. 2013). The HULLAC code,
which employs a parametric potential method, is used
to provide atomic data for many elements while the
GRASP2K code, which enables more ab-initio calcu-
lations based on the multiconfiguration Dirac-Hartree-
Fock (MCDHF) method, is used to provide benchmark
calculations for a few elements. Such benchmark calcula-
tions are important because systematic improvement of
the accuracies is not always obtained with the HULLAC
code especially when little data are available in NIST
Atomic Spectra Database (ASD, Kramida et al. 2015).
By using these two codes, we also study the influence
of the accuracies of atomic calculations to the opacities.
Tables 1 and 2 summarize the list of ions for atomic struc-
ture calculations. In the following sections, we describe
our methods to calculate the atomic structures and tran-
sition probabilities.

2.1. HULLAC

HULLAC (Hebrew University Lawrence Livermore
Atomic Code, Bar-Shalom et al. 2001) is an integrated
code for calculating atomic structures and cross sections
for modeling of atomic processes in plasmas and emission
spectra. The latest version (9-601k) of HULLAC is used
in the present work to provide atomic data for Se i-iii, Ru
i-iii, Te i-iii, Nd i-iii, and Er i-iii. In HULLAC, fully
relativistic orbitals are used for calculations of atomic
energy levels and radiative transition probabilities. The
orbital functions ϕnljm are solutions of the single elec-
tron Dirac equation with a local central-field potential
U(r) which represents a nuclear field and a spherically
averaged interaction with other electrons in atoms,

[

cα · p+ (β − 1)c2 + U(r)
]

ϕnljm = εnljϕnljm, (1)
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bolometric	luminosity:	
steepening	from	the	power	
index	-1	to	-3	at	≈	7	days	
because	of	
	
v radioactive	decay	effect	

(Wanajo	2018;	Wu+2019)	
v thermalization	effect	

(Waxman+2018,	2019)	
v  	photon	diffusion	effect	

(Kawaguchi+2018;	
Hotokezaka+2019)	

Waxman+2018	4
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FIG. 3.— The estimated bolometric light curve of GW170817/AT 2017gfo. The blue-empty circles show the estimates based on fitting blackbody spectra to the
photometric points. The filled triangles are based on trapezoidal integration of the photometric data points, while the filled stars represent the integration of the
X-Shooter spectra. The bolometric light curve is highly uncertain after t ≈ 7 day, as at this stage we cannot rule out that we miss some of the emission in the IR.
The solid line shows a broken power-law fit to the trapezoidal integration of the photometric data points-based light curve, with parameters given in Table 1. The
thick-solid gray line shows the best-fit exponential to the data between t = 2 to t = 15 days, while the thin-solid gray lines shows the extension of this fit before
t = 2 days. The best-fit exponential has a decay timescale of 3.7± 0.3 days.
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FIG. 4.— The fraction of the luminosity emitted in the IR (1 − 2.45µm)
compared with the entire observed luminosity. Black points represent the es-
timates based on the integration of the spectroscopic data, and gray points
represent the trapezoidal integration of the photometric data without the
Rayleigh-Jeans extrapolated tail. The red squares show the fraction of
the extrapolated Rayleigh-Jeans tail. We note that the spectra taken after
t = 10 days are very noisy and may suffer from background subtraction and
calibration issues.

well described by a blackbody. At early times (t <∼ 1 day), the
blackbody fit is reasonable. However, the best blackbody fit
underestimates the UV data points. One possible explanation

is that the UV emission is affected by UV absorption features,
and at these early times, the measured effective temperature
is underestimated. Given these considerations we adopted, as
our best estimate bolometric luminosity, the trapezoidal in-
tegration of the photometric data. The radiated energy (in-
tegrated luminosity) from t ≈ 0.5 days to t = 16.5 days is
about 1.5×1047 erg. As seen in figures 1 and 2, at early times
(t <∼ 5 days) the spectrum is well represented by a blackbody.
Hence, it is optically thick and the effective temperature es-
timates are reliable. However, at late times (t >∼ 10 days),
the spectrum shows considerable deviations from a blackbody
spectrum, and therefore it is likely optically thin. Therefore,
at these late times the blackbody fits cannot be trusted for es-
timation of the effective temperature and bolometric luminos-
ity. This also suggests that some of the spectral features in the
late time spectra are in fact emission lines.

An important clue to the nature of the ejecta in AT 2017gfo
may come from the broad-band photometry of the event. The
reason is that the opacity of some elements may be very sen-
sitive to wavelength (see discussion in §4.2). Figure 4 shows
the fraction of luminosity emitted in the IR (1 − 2.45µm)
compared with the entire observed luminosity. Black points
represents the estimates based on the integration of the spec-
troscopic data, and gray points represents the trapezoidal in-
tegration of the photometric data without the Rayleigh-Jeans
extrapolated tail. The red squares shows the fraction of the



radioactive	energy	of	t-1.3	really	correct	?	

v heating	is	dominated	by	the	β-decays	of	r-nuclei	with	A	~	130	
v heating	rate	well	scaled	as	≈	2	×	1010	t	-1.3	erg/g/s	with	A	>	80	

(e.g.,	Metzger+2010;	Wanajo+2014;	Hotokezaka+2016)	
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Figure 2. Final abundance distribution from the fiducial model with Ye =
0.1 (Fig. 1), shown as the mass fraction versus mass number A. Measured
Solar system r-process abundances are shown for comparison with black
dots. They are arbitrarily normalized to the computed abundances for A =
195.

Figure 3. Total radioactive heating rate per unit mass Ė, calculated for
several values of the electron fraction Ye of the ejecta and for different
nuclear mass models (see text). Calculations employing the FRDM mass
model (Möller et al. 1995) are shown for Ye = 0.05 (triple dot–dashed line),
Ye = 0.1 (solid line), Ye = 0.2 (dotted line) and Ye = 0.3 (dot–dashed line).
A calculation employing the EFTSI-Q (Pearson et al. 1996) mass model is
shown for Ye = 0.2 (dashed line). Note that on time-scales of hours–days,
the radioactive heating rates in all models agree to within a factor of ∼4.

for ejecta with Ye = 0.05, 0.2 and 0.3 in comparison to the fiducial
model with Ye = 0.1. Although the heating rate for different values
of Ye differs substantially at early times (!10−4 d), Ė agrees be-
tween the models to better than a factor of ∼2 at the later times that
are the most important for transient EM emission.

Our results for Ė could in principle also be sensitive to the as-
sumed properties of the nuclei in the r-process path (e.g. masses and
neutron-capture cross-sections), which are uncertain and must be
obtained via theoretical modelling. In our fiducial model (Fig. 1) we
employ the FRDM model (Möller et al. 1995) for nuclear masses.
In order to explore the sensitivity of our results to the assumed nu-
clear physics, we also performed an otherwise identical calculation
using the ETFSI-Q mass model (Pearson et al. 1996), as shown in
Fig. 3 for Ye = 0.2. Although the two models again differ in their
early-time predictions for Ė, on time-scales "1 h they converge to
a heating rate within a factor of !4.

Finally, although the Lagrangian density trajectory ρ(t) that we
employ in our fiducial model formally corresponds to dynamically

ejected rather than wind-driven ejecta, both are likely present in
NS–NS/NS–BH mergers (see Section 2.1). Thus, we have also
performed an otherwise identical calculation, but instead using a
trajectory ρ(t) appropriate for (higher entropy) disc winds, simi-
lar to those studied in e.g. Arcones, Janka & Scheck (2007) (cf.
Metzger et al. 2008b; Surman et al. 2008). Although we do not
show our results explicitly in this case, we find that the heating
rate Ė decreases in a similar manner to the dynamically ejected
material on time-scales ∼1 d. However, the overall normalization
of Ė is smaller by a factor of ∼10 because in high-entropy winds
the mass fraction of heavy nuclei is reduced at the expense of a
higher α-particle fraction, which do not contribute to the heating
(Hoffman et al. 1997). Although some of the wind-driven material
in NS mergers may have high entropy (Metzger et al. 2008c; Surman
et al. 2008), most of the total mass ejected likely has low-modest
entropy (S ∼ 3–10 kb baryon−1; Metzger et al. 2009a). When cor-
recting our results for the higher mass fraction of heavy nuclei in a
lower entropy wind, we find that the heating rate Ė on time-scales
∼1 d in the wind ejecta agrees within a factor of ∼2 to that of the
dynamically ejected material.

To summarize, the heating rate for our fiducial model in Fig. 1
(which we employ throughout the remainder of the paper) appears
to be relatively insensitive to the precise trajectory and composition
of the ejecta, and to the uncertainties in the nuclear properties of the
unstable nuclei near the r-process path.

In order to understand why we find such a robust heating rate on
time-scales ∼1 d, it is first instructive to compare r-process ejecta
with that produced in Type Ia SNe. In Type Ia SNe, the ejected
material is processed through nuclear statistical equilibrium with
Ye ≈ 0.5. This favours the production of N = Z nuclei and, in
particular, 56Ni. The 56Ni nucleus (N = Z = 28) is produced in
high abundance both because 28 is a magic nucleon number and
because even–even (N = Z) nuclei have an additional binding en-
ergy, commonly known as the ‘Wigner energy’. At the high tem-
peratures at which 56Ni is produced, atoms are fully ionized and,
consequentially, 56Ni cannot decay by atomic electron capture. In
this case the half-life has been computed to be t1/2 ≈ 4 × 104 yr
by Fisker, Martı́nez-Pinedo & Langanke (1999). Once the temper-
ature decreases sufficiently that the inner K-shell orbit electrons
recombine, the decay proceeds at the laboratory measured rate
t1/2 ≃ 6.075(10) d (da Cruz et al. 1992).

The situation is different for neutron-rich r-process ejecta. First,
r-process nuclei decay by β− and hence the half-life is unaffected
by the ionization state of the matter. Secondly, the r-process results
in a rather broad distribution of nuclei with mass number spanning
the range A ∼ 110–210. Because the nuclei produced in NS mergers
likely follow a distribution similar to their solar system abundances
(see Fig. 2), maxima will occur at the second (A ∼ 130) and third
(A ∼ 195) r-process peaks. The overall r-process abundances peak
in our calculations (as in the Solar system) near the second peak,
which is why second-peak nuclei dominate the β-decay heating rate
(see Table 1).

We argue below, however, that the energy generation rate Ė is
approximately independent of the precise distribution of heavy nu-
clei, provided that the heating is not dominated by a few decay
chains and that statistical arguments can be applied. This conclu-
sion is supported by our results in Fig. 3, which show that Ė is
relatively insensitive to the composition of the ejecta, despite the
fact that different electron fractions can result in rather different
abundance distributions. Perhaps most striking, the heating rate is
similar whether the second r-process peak is produced via the fis-
sion of nuclei near the magic neutron numbers N = 184 (A ∼ 280),

C⃝ 2010 The Authors. Journal compilation C⃝ 2010 RAS, MNRAS 406, 2650–2662
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3 R A D I OAC T I V E H E AT I N G

3.1 Network calculations

In this section we present calculations of the radioactive heating of
the ejecta. We use a dynamical r-process network (Martı́nez-Pinedo
2008; Petermann et al. 2008) that includes neutron captures, pho-
todissociations, β-decays, α-decays and fission reactions. The latter
includes contributions from neutron-induced fission, β delayed fis-
sion and spontaneous fission. The neutron capture rates for nuclei
with Z ≤ 83 are obtained from the work of Rauscher & Thielemann
(2000) and are based on two different nuclear mass models: the
Finite Range Droplet Model (FRDM; Möller et al. 1995) and the
Quenched version of the Extended Thomas–Fermi with Strutinsky
Integral (ETFSI-Q) model (Pearson, Nayak & Goriely 1996). For
nuclei with Z > 83 the neutron capture rates and neutron-induced
fission rates are obtained from Panov et al. (2010). β-decay rates
including emission of up to three neutrons after β-decay are from
Möller, Pfeiffer & Kratz (2003). β-delayed fission and spontaneous
fission rates are determined as explained by Martı́nez-Pinedo et al.
(2007). Experimental rates for α and β decay have been obtained
from the NUDAT data base.1 Fission yields for all fission processes
are determined using the statistical code ABLA (Gaimard & Schmidt
1991; Benlliure et al. 1998). All heating is self-consistently added
to the entropy of the fluid following the procedure of Freiburghaus
et al. (1999). The change of temperature during the initial expan-
sion is determined using the Timmes equation of state (Timmes &
Arnett 1999), which is valid below the density ρ ∼ 3 × 1011 g cm−3

at which our calculation begins.
As in the r-process calculations performed by Freiburghaus et al.

(1999), we use a Lagrangian density ρ(t) taken from the NS–NS
merger simulations of Rosswog et al. (1999). In addition to ρ(t), the
initial temperature T , electron fraction Ye and seed nuclei properties
(Ā, Z̄) are specified for a given calculation. We assume an initial
temperature T = 6 × 109 K, although the subsequent r-process heat-
ing is not particularly sensitive to this choice because any initial ther-
mal energy is rapidly lost to P dV work during the initial expansion
before the r-process begins (Meyer 1989; Freiburghaus et al. 1999).
For our fiducial model we also assume Ye = 0.1, Z̄ ≃ 36, Ā ≃ 118
(e.g. Freiburghaus et al. 1999).

Our results for the total radioactive power Ė with time are shown
in Fig. 1. On time-scales of interest the radioactive power can be
divided into two contributions: fission and β-decays, which are
denoted by dashed and dotted lines, respectively. The large heating
rate at very early times is due to the r-process, which ends when
neutrons are exhausted at t ∼ 1 s ∼10−5 d. The heating on longer
time-scales results from the synthesized isotopes decaying back to
stability. On the time-scales of interest for powering EM emission
(tpeak ∼ hours–days; equations3), most of the fission results from
the spontaneous fission of nuclei with A ∼ 230–280. This releases
energy in the form of the kinetic energy of the daughter nuclei and
fast neutrons, with a modest contribution from γ -rays. The other
source of radioactive heating is β-decays of r-process product nuclei
and fission daughters (see Table 1 for examples corresponding to
our fiducial model). In Fig. 1 we also show for comparison the
radioactive power resulting from an identical mass of 56Ni and its
daughter 56Co. Note that (coincidentally) the radioactive power of
the r-process ejecta and 56Ni/56Co are comparable on time-scales
∼1 d.

1http://www.nndc.bnl.gov/nudat2/

Figure 1. Radioactive heating rate per unit mass Ė in NS merger ejecta
due to the decay of r-process material, calculated for the Ye = 0.1 ejecta
trajectory from Rosswog et al. (1999) and Freiburghaus et al. (1999). The
total heating rate is shown with a solid line and is divided into contributions
from β-decays (dotted line) and fission (dashed line). For comparison we
also show the heating rate per unit mass produced by the decay chain
56Ni → 56Co → 56Fe (dot–dashed line). Note that on the ∼day time-scales
of interest for merger transients (t ∼ tpeak; equation 3) fission and β-decays
make similar contributions to the total r-process heating, and that the r-
process and 56Ni heating rates are similar.

Table 1. Properties of the dominant β-decay nuclei at t ∼ 1 d.

Isotope t1/2 Qa ϵb
e ϵc

ν ϵd
γ Eavg e

γ

(h) (MeV) (MeV)

135I 6.57 2.65 0.18 0.18 0.64 1.17
129Sb 4.4 2.38 0.22 0.22 0.55 0.86
128Sb 9.0 4.39 0.14 0.14 0.73 0.66
129Te 1.16 1.47 0.48 0.48 0.04 0.22
132I 2.30 3.58 0.19 0.19 0.62 0.77
135Xe 9.14 1.15 0.38 0.40 0.22 0.26
127Sn 2.1 3.2 0.24 0.23 0.53 0.92
134I 0.88 4.2 0.20 0.19 0.61 0.86
56Nif 146 2.14 0.10 0.10 0.80 0.53

aTotal energy released in the decay.
b,c,dFraction of the decay energy released in electrons, neutrinos and γ -rays.
eAverage photon energy produced in the decay.
f Note: 56Ni is not produced by the r-process and is only shown for compar-
ison [although a small abundance of 56Ni may be produced in accretion disc
outflows from NS–NS/NS–BH mergers (Metzger et al. 2008b)].

In Fig. 2 we show the final abundance distribution from our
fiducial model, which shows the expected strong second and third
r-process peaks at A ∼ 130 and ∼195, respectively. For comparison,
we show the measured Solar system r-process abundances with
points. The computed abundances are rather different to the one
obtained by Freiburghaus et al. (1999) due to an improved treatment
of fission yields and freeze-out effects.

Although we assume Ye = 0.1 in our fiducial model, the ejecta
from NS mergers will possess a range of electron fractions (see
Section 2.1). To explore the sensitivity of our results to the ejecta
composition we have run identical calculations of the radioactive
heating, but varying the electron fraction in the range Ye = 0.05–
0.35. Although in reality portions of the ejecta with different compo-
sitions will undergo different expansion histories, in order to make
a direct comparison we use the same density trajectory ρ(t) as was
described earlier for the Ye = 0.1 case. Fig. 3 shows the heating rate

C⃝ 2010 The Authors. Journal compilation C⃝ 2010 RAS, MNRAS 406, 2650–2662
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Figure 5. Heating rates as functions of t (days after the merging) for selected trajectories (top left) and those mass-averaged (top right; also shown are those from
β-decay, fission, and α-decay). In each panel, the heating rates for the solar r-process pattern (q̇solar−r ) and the analytical approximation (q̇analytic) are shown by
black-solid and short-dashed lines, respectively. Lower panels are the same as the upper panels but for those relative to q̇analytic. Long-dashed lines indicate the factor
of two ranges from unity (short-dashed line).
(A color version of this figure is available in the online journal.)

In our result, the total heating rate is dominated by β decays
all the time because of the small ejecta amount of Ye < 0.15.
The radioactive heating after ∼1 day is mostly due to the β
decays from a small number of species with precisely measured
half-lives. Uncertainties in nuclear data are thus irrelevant. The
mass-averaged heating rate for t ∼ 1–10 days is smaller than
q̇analytic and q̇solar−r because of the overabundances near A =
100 (Figure 4, bottom) that do not significantly contribute to
heating. The differences are, however, well within about a factor
of two. In conclusion, if merger ejecta have a solar r-process-
like abundance pattern, q̇solar−r (and q̇analytic) serves as a good
approximation for kilonova emission.10

It is important to note that our merger simulation exhibits
different Ye distributions between the orbital and polar direc-
tions (Figure 3). Multi-dimensional information of nucleosyn-
thetic abundances will be necessary when we discuss the angler

10 These heating rates correspond to the heating efficiency, defined by
f ≡ Q̇ tpeak/Mej c

2 (Q̇, and tpeak are the total heating rate and peak time of a
kilonova transient, Li & Paczyński 1998), of f/10−6 ≈ 1 and 0.5 for tpeak = 1
and 10 days, respectively, with the thermalization factor of 0.5 (Metzger et al.
2010).

dependences of kilonova emission (Roberts et al. 2011;
Grossman et al. 2014).

5. SUMMARY

We examined r-process calculations based on the full GR,
approximate neutrino transport simulation of the NS–NS merger
with the equal masses (=1.3 M⊙) of NSs. In contrast to
previous studies, the merger ejecta exhibited a wide range of
Ye ≈ 0.09–0.45 that led to the nucleosynthetic abundance
distribution being in good agreement with the solar r-process
pattern. Given that the model is representative, our result (with
the present estimate of the Galactic event rate) implies that
NS–NS mergers can be the major origin of all the r-process
elements in the Galaxy.

Our result also indicates that the radioactive heating (which
powers a kilonova transient) after ∼1 day from the merging
is dominated by the β decays of a small number of species
with measured half-lives. The total heating rates are thus
well approximated by the β decays of the solar r-process-like
abundances as well as by the approximation of ∝ t−1.3. Detailed
multi-dimensional information of nucleosynthesis abundances
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1.   light	curve	of	the	kilonova/GW170817	
2.   r-process	and	radioactive	energies	(Wanajo	2018)	
3.   source	of	the	power	break	at	7	days	
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origin	of	the	1st	peak:	neutron-rich	NSE? �

Ye	=	0.5																			0.45																						0.4																					0.35�

merger	ejecta	achieve	
neutron-rich	NSE	conditions	
when	Ye	>	0.37	(Wanajo+2018)	
	
v nuclei	up	to	A	=	84	are	build	

up	in	NSE;	
84Se	at	Ye	≈	34/84	=	0.405	

	
v  lighter	nuclei	can	be	co-

produced,	e.g.,		
48Ca	at	Ye	≈	20/48	=	0.417	
66Ni	at	Ye	≈	28/66	=	0.424	
	

Hartmann+1985;		
NSE	composition	at	T	=	3.5	GK	and	ρ	=	107	g	cm-3�
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what	are	the	r-process	elements? �
r-process	“residuals”	
=	solar	abundances		
–	s-process	component	
	
v elements	of	A	>	84	

are	made	by	the	r-
process	(including	
2nd	and	3rd	peaks)	

v but,	those	of	A	≤	84,	
“light	trans-iron	
nuclei”,	can	be	made	
in	NSE	or	QSE	
(including	1st	peak)	

mass	number�

r-process	residuals	to	the	solar	system	abundances�
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free	expansion	(FE)	models	
v  free	expansion	(FE)	models	that	

mimic	the	physical	conditions	
of	merger	outflows	(either	of	
dynamical	and	disk	ejecta)	

v three	parameters:	
	(v/c,	S,	Ye)	
=	(0.05-0.30,	10-35,	0.01-0.50)	
with	intervals	(0.05,	5,	0.01)	
in	total	NFE	=	1800	models	
(S	is	in	units	of	kB/nuc)	
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Wanajo	2018		

boundaries:	
ρ0	=	1.4×109	g	cm-3	

R0	=	150	km	

parameters:	(v/c,	S,	Ye)	

radial	expansion	

ì	

î	í	

ë	

r-process and kilonovae 3

early “blue” emission indicates a lanthanide-free (Z <
57) component in the ejecta (Metzger & Fernández
2014; Kasen et al. 2015; Tanaka et al. 2018), the
late-time (> a few days) emission in red-optical
and near-infrared wavelengths confirms the pres-
ence of freshly synthesized lanthanides that have
high opacities (Barnes & Kasen 2013; Kasen et al.
2013; Tanaka & Hotokezaka 2013). However, the in-
ferred mass fraction of lanthanides and heavier in the
ejecta is only ≈ 10−4–10−2 (e.g., Arcavi et al. 2017;
Chornock et al. 2017; Nicholl et al. 2017; Waxman et al.
2017). It is questionable, therefore, if the merger made
heavy r-process elements such as gold and uranium.
Moreover, such photometric analyses alone cannot dis-
criminate between lanthanides and heavier elements.
Another problem is the large amount of ejecta from

the merger; the inferred masses of the blue and red
components are, respectively, ≈ 0.01–0.02M⊙ with the
outflow velocity of ≈ 0.2 c (c is the speed of light) and
≈ 0.04M⊙ with≈ 0.1 c (e.g., Cowperthwaite et al. 2017;
Nicholl et al. 2017). The total mass ≈ 0.05–0.06M⊙ is
too large to be fulfilled by the dynamical ejecta of
! 0.01M⊙ (Hotokezaka et al. 2013; Bauswein et al.
2013; Sekiguchi et al. 2016; Radice et al. 2016). The
disk outflows may eject more material of ∼ 0.01–0.1M⊙

but with smaller velocity (∼ 0.05 c, Dessart et al.
2009; Metzger & Fernández 2014; Just et al. 2015;
Siegel & Metzger 2017; Shibata et al. 2017; Fujibayashi et al.
2018). Note that most of the above estimates for
the kilonova ejecta were based on the power-law-type
heating rates (e.g., ≈ 2 × 1010 t−1.3 erg g−1 s−1,
Metzger et al. 2010; Wanajo et al. 2014) originating
from the decaying radioactivities with A ∼ 130.
In this paper we revisit the issue of the radioactive

heating rates in NS merger ejecta, which is supposed
to be the first of the series of papers that explore the
physical conditions for the r-process by using a multi-
component free-expansion model described in § 2. Nu-
cleosynthetic abundances are obtained by using free-
expansion models that cover a wide range of parame-
ters (expansion velocity, entropy, and electron fraction).
The heating rates are then calculated as an ensemble of
free-expansion models with their weighted abundances,
which fit the r-process residuals to the solar system
abundances (Goriely 1999) for two cases: a) A ≥ 69
and b) A ≥ 90 (§ 3). The resultant heating rates are
presented in § 4 with discussion on the contributions
from β-decay, α-decay, and fission. In § 5, the heating
rates for the two cases by adopting the thermalization
efficiencies in Barnes et al. (2016) are compared with
the kilonova light curve of the NS merger GW170817.
Summary and conclusions follow in § 6.

2. MULTI-COMPONENT FREE-EXPANSION
MODEL

First, we define a free expansion (FE) model to be
used throughout this study. Provided that a spherically
symmetric, homogeneous gaseous matter adiabatically
expands with time t, the temporal evolution of matter
density is given by

ρ(t) = ρ0

(

1 +
t

R0/v

)−3

, (1)

where ρ0 = 1.4×109 g cm−3 and R0 = 150 km are taken
as the density and radius at t = 0 (a similar approach
can be seen in Freiburghaus et al. 1999; Farouqi et al.
2010). Although the FE model (hereafter FE) itself is
site-independent, these boundaries are chosen according
to the result of the hydrodynamical simulation of a NS
merger in Wanajo et al. (2014). The radial expansion
velocity v in Eq. (1) is assumed to be constant, which is
one of free parameters in a FE described below.
An ensemble of FEs constitutes a multi-component FE

(mFE) model such that the nucleosynthetic abundances
satisfy

Yi =
NFE
∑

j=1

φjYFE,i,j , (2)

where Yi is the abundance of the ith isotope in the mFE,
YFE,i,j the abundance of the ith isotope in the jth FE,
and φj a weight for the jth FE (see a similar approach
in Bouquelle et al. 1996; Goriely & Arnould 1996). A
set of φj ’s will be determined in § 3.
Each FE involves three free parameters, namely, a

constant expansion velocity v, an initial entropy S
(in units of Boltzmann constant per nucleon, kB/nuc),
and an initial electron fraction (proton-to-nucleon ra-
tio) Ye. In this study the ranges of these parameters
are taken to be (v/c, S, Ye) = (0.05–0.30, 10–35, 0.01–
0.50) with the intervals of (∆(v/c),∆S,∆Ye) = (0.05, 5,
0.01). These cover the ranges in the bulk of dynamical
ejecta (e.g., Wanajo et al. 2014) and disk outflows (e.g.,
Fujibayashi et al. 2018). In Eq. (2), therefore, the total
number of FEs is NFE = 6× 6× 50 = 1800.
Nucleosynthetic abundances for each FE are ob-

tained by using a nuclear reaction network code, rNET,
described in Wanajo et al. (2001, 2014). rNET con-
sists of 6300 isotopes of Z = 1–110 with experimen-
tal rates when available (e.g., JINA REACLIB V2.01,
Cyburt et al. 2010; Nuclear Wallet Cards2) and theo-
retical estimates otherwise (e.g., TALYS, Goriely et al.

1 https://groups.nscl.msu.edu/jina/reaclib/db/index.php.
2 http://www.nndc.bnl.gov/wallet/



fitting	to	the	solar	r-residuals	
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Wanajo	2018;	r-residuals	from	Goriely	1999	

fit	to	A	≥	69	
v Xlan	=	0.014	(consistent	with	obs.)	
v  lighter	nuclei	are	co-produced	

(A	=	48-68)	

fit	to	A	≥	88	
v Xlan	=	0.086	(inconsistent	with	

obs.)	
v r-process	nuclei	only	



heating	rates	
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Wanajo	2018	

fit	to	A	≥	69	
v not	scaled	by	a	power	law	but	

rather	by	an	exponential	
during	1-15	days	

fit	to	A	≥	88	
v well	scaled	by	a	power	law	as	

in	previous	studies	(e.g.,	
Metzger	et	al.	2010)	



heating	rates	from	individual	β-decays	

MMGW2019	 14	Shinya	WANAJO	

Wanajo	2018	

fit	to	A	≥	69	
v two	decay	chains	are	identified:	

66Ni	(2.3	d)	à	66Cu	(5.1	m)	à	66Zn	
72Zn	(1.9	d)	à	72Ga	(14	h)	à	72Ge	

fit	to	A	≥	88	
v a	number	of	A	~	130	nuclei	

contribute	as	in	previous	
studies	(e.g.,	Metzger+2010)	



comparison	with	kilonova	of	GW170817	
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Wanajo	2018;	thermalization	factors	in	Barnes+2016	adopted	

fit	to	A	≥	69	
v  light	curve	can	be	well	explained	

by	the	decays	of	66Ni	(and	72Zn)	

fit	to	A	≥	90	
v thermalization	effect	is	

insufficient	to	account	for	the	
power	break	at	7	days	
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1.   light	curve	of	the	kilonova/GW170817	
2.   r-process	and	radioactive	energies	(Wanajo	2018)	
3.   source	of	the	power	break	at	7	days	



thermalization	effect	
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Hotokezaka+2019;	Mej/M¤	=	0.05,	vej/c	≈	0.1	

β-decay	energies	from	the	solar	r-isobars	with	thermalization	effects	
v thermalization	effects	play	a	role	gradually	at	late	times	(>	10	days)	

that	cannot	be	the	source	of	the	power	break	at	7	days	
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Figure 4. Radioactive power and heating rate of �-decay in electrons and �-rays. The solar r-process abundance pattern with a
minimum atomic mass number of Amin = 85 (left) and 141 (right) is assumed. Also shown in both panels is an analytic heating rate,
1010(t/day)�4/3 erg/s/g. For the thermalization processes, we assume an ejecta mass of 0.05M�, v0 = 0.1c, vmax = 0.4c and n = 4.5.

Figure 5. Same as figure 4 but for ↵-decay (left) and spontaneous fission (right). Here we assume the initial abundance of ↵-decay
nuclei of (Y (222Rn), Y (223Ra), Y (224Ra), Y (225Ra)) = (4.0 · 10�5, 2.7 · 10�5, 4.1 · 10�5, 2.7 · 10�5) (Wu et al. 2019). 254Cf with an initial
abundance of 2.0 · 10�6 is used. The ejecta profile same to that of figure 4 is used.

t0 (Swartz et al. 1995; Je↵ery 1999; Wygoda et al. 2019). This time scale, t0, is defined by the time at which the
e↵ective optical depth for �-rays is unity, ⌧�,e↵ = 1:

⌧�,e↵ = �,e↵⌃m(t), (20)

where �,e↵ is the purely absorptive e↵ective opacity and the mass-weighted column density of the ejecta is

⌃m(t)=

Z
d3x

⇢(t, ~x)

Mej

Z
d⌦̂

4⇡

Z 1

0
ds⇢(t, ~x + s~̂⌦), (21)

=C⌃Mejv
�2
0 t�2, (22)

where ~̂⌦ is the unit solid angle vector. C⌃ is a constant that depend on the structure of the ejecta and can be found
by carrying out the integral in the equation 21. For the ejecta power-law profile that we consider (equation 12) the
integration should be carried out numerically. The analytic formula

C⌃ ⇡ 0.1w + 0.003
k

w
. (23)

provide a good approximation (up to a factor of order unity) for 0 < k < 5 and 0.1 < w < 0.5, which is the most
relevant range for the merger ejecta.

The e↵ective opacity �,e↵ accounts for the fraction of the energy that �-rays deposit when they propagate through
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Figure 9. Bolometric light curves for di↵erent nuclear compositions. The ejecta mass is chosen to be 0.1M� for 141  A  209 and
0.05M� for the others. The values of the opacity are the followings: 0.3 cm2/g (v > 0.18c) and 3 cm2/g (v  0.18c) for Amin = 72,
0.5 cm2/g (v > 0.2c) and 3 cm2/g (v  0.2c) for Amin = 85, and 0.1 cm2/g (v > 0.18c) 3 cm2/g (v  0.18c) for Amin = 141.

for this di↵erence is, at least in part, due to the fact that Waxman et al. (2018, 2019) assume that the energy of the
deposited electrons is 1MeV, while experimental data show that at the relevant time it is typically lower (see figure
1), which corresponds to a larger value of tth,� .

An interesting point that we find in the attempt to fit the data with di↵erent compositions is that including a
�-decay chain, 88Kr!88Rb!88Sr, enhances the peak luminosity, where 88Kr and 88Rb have a half-life of 2.83 hr and
17.8 min, respectively. This decay chain releases ⇠ 5 MeV in electrons and �-rays. For example, the peak luminosity
with Amin = 85 is higher by a factor of ⇠ 2 than that with Amin = 90. The high peak luminosity of the macronova
GW170817 may indicate that this decay chain significantly contributes to the heat around the peak.

The dependence of the heating rate on the composition may provide some clues about the ejecta. Figure 9 shows
the bolometric light curves powered by �-decay with di↵erent atomic mass ranges (assuming a solar abundance ratio).
The light curve model with 85  A  140, where there are no elements beyond the second peak, is similar to the
one with 85  A  209. The reason is that the contribution of elements with A > 140 to the heating is minor.
Thus, at least for heating, these elements are not required, although the late time spectrum and color evolution of the
macronova GW170817 suggest that the ejecta contains elements beyond the second peak (e.g., Chornock et al. 2017).
In the case that only the first peak elements are included (72  A  85), the luminosity is too low to reproduce the
late-time Spitzer data (see Kasliwal et al. 2019 for details). The reason is that during the first week the heat deposition
is dominated by a single chain of the elements with A = 72 and there are no element with a significant contribution
at late times. When heavier elements are added, 72  A  209, the emission at late time is brighter and marginally
consistent with the strict Spitzer lower limits. The reason for the rather low late-time heating (compared to the case
with 85  A  209) is that also here the large mass carried by first peak elements that do not contribute to the late
time emission is coming on the expense of the heavier elements that contribute to the late-time heating. Given that
the Spitzer lower limits account only for the emission seen within the Spitzer band, it is most likely that the actual
bolometric luminosity is at least a factor of a few brighter than these lower limits and therefore it is most likely that
the ejecta did not contain a significant fraction of first peak elements. Finally, when only elements beyond the second
peak are included (140  A  209), the luminosity at early times is lower by a factor of ⇠ 5 than the observed data.
This suggests that while elements above the second peak are probably present in the ejecta (based on their opacity
signature), the total ejecta mass is dominated by elements with atomic mass 85  A  140.

Figure 10 depicts the bolometric light curve and temperature in the case that ↵-decay heating is included assuming
the abundances of ↵-decaying nuclei used for figure 5. Because the heating rate at later times is significantly enhanced
by the ↵-decay contribution, the total ejecta mass required to fit the data is reduced to ⇡ 0.023M�. Here, we use
the density profile same to the above and the opacity of 0.5 cm2/g for v > 0.14c and 3 cm2/g for v  0.14c. In this
model, the light curve at 1 . t . 10 days declines with / t�1 resulting from that the ↵-decay heating kicks in around
2 days. Then the model light curve turns to declines as / t�2.8 due to the thermalization ine�ciency. However, the
observed light curve falls more quickly than the model light curve, although this may be a result of underestimate of
the observed bolometric luminosity at t & 7 days.

5. EJECTA MASS ESTIMATE BASED ON THE KATZ INTEGRAL

Estimate of the ejecta mass that uses light curve modeling are degenerated with the opacity, heating rate, density
profile, as well as the outflow geometry and the viewing angle. Katz et al. (2013) suggest a powerful method to obtain
the total mass of radioactive elements, Mrad, from observed bolometric light curve data, Lbol(t), as long as the heat
deposition rate is known. The following relation between the heating rate and the bolometric light curve should be

photon	diffusion	effect	

MMGW2019	 18	Shinya	WANAJO	

Hotokezaka+2019;	Mej/M¤	=	0.05,	vej/c	≈	0.1	

β-decay	energies	from	the	solar	r-isobars	with	the	improved	Arnett-
type	light	curve	model	(with	photon	diffusion	effects)	
v power	break	at	7	days	for	both	A	≥	72	(with	trans-Fe)	and	A	≥	85	(r-

only)	cases	(the	authors	favor	the	latter	)	but	with	α-decay	or	fission	
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Figure 8. Bolometric light curve and temperature evolution of the macronova associated with GW170817. The total and electron heating
rates are also shown. The temperature is evaluated at the photosphere by assuming local thermodynamic equilibrium. Here we use a total
ejecta mass of 0.05M�, the beta-decay heating rate with the solar r-process abundance (85  A  209), and the ejecta profile with n = 4.5,
v0 = 0.1c and vmax = 0.4c (see equation 12). The opacity is assumed to be 0.5 cm2/g for v > 0.2c and 3 cm2/g for v  0.2c. The bolometric
data are taken from Waxman et al. (2018). The Spitzer 4.5µm detections �⌫-L⌫ are considered as lower limits on the bolometric luminosity
(Kasliwal et al. 2019) (see discussion in the text). The observed temperature is shown only up to day 7 (Waxman et al. 2018; Arcavi 2018),
when the spectrum is quasithermal.

Then the bolometric luminosity is calculated by adding the contribution of all the shells.
Figure 8 shows the bolometric light curve of the macronova of GW170817 according to the the analysis of the

observation of Waxman et al. (2018). Also shown are the black-body temperature data obtained by Waxman et al.
(2018) and Arcavi (2018). The bolometric luminosity shows a roughly steady decay as /⇠ t�1 up to day 7 at which
point there is a sharp break to a steep decay as t�3. It is important to note that the analysis is robust up to day 7
but at later times it is less certain. The reason is that until day 7 almost the entire emission is within the observable
bands while at later time a significant fraction of the emission is in unobservable IR bands. Moreover, after day 7 also
the spectrum is becoming highly non-thermal making any extrapolation of the emission to the IR bands uncertain.
Thus, while there is most likely a break around day 7 it is unclear that the post-break slope is as steep as t�3. Figure
8 include also two data point which are the IR detection in a single band, 4.5µm, by Spitzer (Kasliwal et al. 2019).
The spectrum at these times is clearly not thermal (there are simultaneous non-detection at 3.6µm) and cannot be
used for a reliable estimate of the bolometric luminosity. Therefore, we consider here only the actual luminosity which
was observed within the Spitzer 4.5µm band, which is a strict lower limit of the bolometric luminosity.

Figure 8 shows also a semi-analytic model of the bolometric light curve and the evolution of temperature at the
photosphere. Here, we assume a total ejecta mass of 0.05M� composed of r-process elements with the solar abundance
of 85  A  238. The density profile is assumed to be ⇢ / v�4.5 for 0.1c < v < 0.4c. To calculate the bolometric light
curve, we use radially varying opacity of 0.5 cm2/g for v > 0.2c and 3 cm2/g for v  0.2c. With these parameters, the
calculated light curve and temperature agree with the observed data reasonably well including the early peak at 0.5
day and the break of the light curve around a week3. The reason for this break in our modeling can be understood
by comparison of the observed luminosity at any time to the heating rate at the same time. At early times, the
photon di↵usion wave is at the outer part of the ejecta so that only a small fraction of the total radioactive deposited
energy di↵use out and the emergent luminosity is lower than the total heating rate. Thus, during this time energy
is accumulated within the ejecta and due to adiabatic losses the energy in the ejecta is comparable to the energy
deposited over the last dynamical time. On a time scale of a few days, the di↵usion wave proceeds deeper in the ejecta,
so the di↵usion time through most of the ejecta becomes comparable to the dynamical time. In this phase, all the
deposited photons escape to the observer and together with these photons, also radiation that was deposited at earlier
times di↵use out from the ejecta, leading to a bolometric luminosity that is higher than the instantaneous heating
rate. At later times, where the di↵usion wave has crossed all the ejecta, deposited heat escapes on time that is shorter
than the dynamical time and the bolometric luminosity approaches the instantaneous heating rate. Just before this
last phase, there must be a phase where the bolometric light curve declines faster than the heating rate, corresponding
to the break around a week in figure 8. The same behaviour is seen in all type I SNe where after the peak there is
an episode where the bolometric luminosity drops much faster than the 56Ni heating rate before it convergences to
the late time 56Ni tail. Note that in our model the break is unrelated to any change in the thermalization e�ciency.
After a week the contribution of the �-rays is already negligible while the coupling of the electrons is still e�cient.
The break in the heating rate that corresponds to ine�cient electron coupling is seen only at tth,� ⇡ 30 days. These
results are di↵erent than those of Waxman et al. (2018, 2019) that attribute the break at day 7 to tth,� . The reason

3 The black-body temperature at ⇠ 0.5 day depends on how to extrapolate the ultraviolet data at 4 hours. Including the ultraviolet data
reduces the temperature. The two data points at ⇠ 0.5 day from Arcavi (2018) in figure 8 correspond to with and without the ultraviolet
data.

85	≤	A	≤	209	



with	α-decay	and	fission	
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Wanajo	2018;	light	curve	model	(with	thermalization	effects)		in	Hotokezaka+2019	adopted	

fit	to	A	≥	69	
v  light	curve	can	be	well	explained	

with	the	β-decays	of	66Ni	and	
α-decay	and	fission	of	trans-Pb	

fit	to	A	≥	90	
v  light	curve	is	inconsistent	

with	the	heating	rate		
at	~10	days	



v  light	curve	of	kilonova/GW170817	
-	dominant	energy	from	the	β-decay	of	66Ni	at	early	times	(<	10	days)	
-	late-time	heating	from	α-decay	and	fission	of	trans-Pb	nuclei	
-	power	break	at	7	days	because	of	photon	diffusion	and	radioactive		
		decay	(of	66Ni)		

v key	to	the	future	observation	
-	determination	of	light	curves	at	late	times	(>	10	days)	to	be	a	
		“smoking	gun”	of	heavy	(trans-Pb)	r-process	nuclei	production	

summary	and	outlook	
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