
Steplike electric conduction in a classical
two-dimensional electron system through a narrow

constriction in a microchannel

Moto Araki

1





Acknowledgments

Foremost, I would like to acknowledge my PhD supervisor, Professor Hisao Hayakawa
in Kyoto University for providing me with the opportunity to complete my PhD the-
sis. I really appreciate him advice, encouraging, and constructive feedback he gave
me. Besides my supervisor, I am grateful to Associate Professor Takeaki Araki in Ky-
oto University for him insightful advice on my research. I want to thank all members
of Professor Hayakawa’s group for their fruitful comments on research. I also thank
all staffs of Yukawa institute for theoretical physics (YITP) and Division of Physics
and Astronomy, Graduate School of Science, Kyoto University for their kindness.

I thank Professor Kimitoshi Kono and Doctor David Rees in RIKEN for fruitful
discussions on their experiment. Without their help, my research would not have
been possible.

This work was partially supported by the Ministry of Education, Culture, Science
and Technology (MEXT), Japan (Grant No. 21540384), and by the Global COE
program, The Next Generation of Physics, Spun from Universality and Emergence,
from MEXT Japan. The author also thanks the Yukawa International Program for
Quark-Hadron Sciences at Yukawa Institute for Theoretical Physics, Kyoto Univer-
sity. The numerical calculations were carried out on the SR16000 and Altix3700 BX2
at YITP in Kyoto University.

Finally, I thank my parents for their faith and support.

3



Abstract

Using molecular dynamics simulations, we investigate transport properties of clas-
sical two-dimensional electrons through a microchannel with a narrow constriction.
The electrons are confined by and interact with each other through electric potential
derived from the Poisson equation under boundary conditions to imitate a device
structure in a recent experiment [D. G. Rees et al., Phys. Rev. Lett. 106, 026803
(2011)]. The electron system of our simulation is a realistic model for strongly cor-
related electrons on liquid helium in the microscale device. In the simulations, the
electrons are driven by the chemical potential difference between two particle baths.
As a function of the confinement strength of the constriction, the calculated conduc-
tance in the simulations exhibits steplike increases as reported in the experiment.
It is confirmed that the number of the steps corresponds to the number of stream
lines formed by the flow of self-organizing distributed electrons at the constriction.
For the strong confinement, the conductance is affected by the temporal potential
fluctuation which induces intermittent disappearances of a potential barrier to exist
in the constriction. We also observe the temporal change of the number of electrons
to pass through the constriction, which may be due to short-wavelength density fluc-
tuations. Therefore, we suppose that the change of the stream lines, forced by the
strong electron correlation and the change of the confinement strength, causes the
steplike behavior in the conductance, and the density fluctuation plays a certain role
in smoothing the steps.
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Chapter 1

Introduction

1.1 Transport in confined geometry

Electric conduction in confined geometry has been an important subject of study to
characterize properties in the mesoscopic scale [1], and its study has a wide possibility
of applications to electronics [2, 3]. Transport properties in confined geometry are
roughly determined by the scale of geometry, W , the mean free path lm, the de
Broglie wavelength λD, and the phase-relaxation length lφ [1, 4]. Here, W is, for
example, the width of channel geometry or the separation of a point contact, and
lφ is the average distance in which the quantum-mechanical phase of the carrier is
randomized by inelastic scattering.

From these characteristic lengths, the transport can be classified whether dy-
namics is classical (W ≫ λD and lm > lφ) or quantum, and transport is ballistic
(lm ≫ W ) or diffusive (lm ≪ W ) [4–11]. In the classical diffusive transport to
show ohmic behavior, the geometrical effects in point-contact geometry was studied
firstly by Maxwell [12]. In the quantum diffusive region, quantum interference effects
such as electron localization or universal conductance fluctuations is may observed
in transport [4]. On the other hand, Sharvin studied electron transport in point-
contact geometry in the classical ballistic region, and shows the existence of non-zero
resistance in the system without scatterers [13–15]. Under the condition W ≈ λD in
the ballistic region, quantum size effects is observed, in which conductance quantiza-
tion in two-dimensional (2D) electron gas confined in point-contact geometry is well
known [1, 16,17].

To understanding clearly these transport properties, correlation effects between
electrons are also important, and investigated mainly with kinetic approaches which
are the framework for rarefied gas [4, 18–22]. However, the object we study is one of
strongly correlated electron systems, and so it is not clear whether the transport in
the systems can be discussed in the above classification.
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1.2 Many-particle transport in confined geometry

Transport for inhomogeneous dense liquids in which the exclusion effects between
particles are important has been studied only experimentally and computationally
because of theoretical difficulties. As strong correlation effects to affect the transport,
layers formed by colloidal particles in channel geometry [23,24], pinning and depinning
at a constriction [25], and anisotropic and non-uniform mobility in thin film geometry
between two parallel planar boundaries [26–28] are observed.

1.3 Steplike electric conduction in strongly corre-

lated electrons on liquid helium

Recently, Rees et al. have found the existence of steplike conductance in the conduc-
tion of classical 2D electrons on liquid 4He (Refs. [29] and [30]) using a device with
point-contact geometry [31]. For the 2D electrons on liquid 4He known as a strongly
correlated classical electron system, they have measured the conductance at the var-
ious confinement strengths of the contact. The conductance and the corresponding
derivative show, respectively, steplike increase and characteristic oscillation as the
strength is weakened (Fig. 1.1). They suggest that the origins of the conductance
are not quantum effects, as in the conductance quantization [16], but are attributed
to the increment of the number of electrons that can pass simultaneously through the
constriction. We find it necessary to justify their suggestion and to clarify the mech-
anisms of the dynamics behind the steplike conduction of electrons on liquid 4He.
The main goal of this paper, thus, is to understand the mechanisms of the steplike
conduction in classical 2D electron systems, and investigate transport properties of
strongly correlated classical electron systems in confined geometry

1.4 Overview of this thesis

In this paper, we investigate the electric conduction of the classical 2D electron system
through a narrow constriction in a microchannel using a molecular dynamics (MD)
simulation with two particle baths under a Nosé-Hoover thermostat. The electrons
in the MD simulations are confined in a point-contact-like shape and interact with
each other, in terms of electric potential derived from the Poisson equation under
a boundary condition given so as to imitate the device in Ref. [31] (see Fig. 2.1).
Our model and method stand on the presumption that the many-body effects in the
confined geometry are essential for the steplike electric conduction (see Sec. 2.1 and
Appendix B). We calculate conductance as a function of the confinement strength
of the constriction. To confirm the suggestion by Rees et al. [31] and to develop the
understanding of the steplike conduction, we investigate the static and dynamical
properties of electrons near the constriction from the spatial distribution of electron
density, electrostatic potential, and potential fluctuation.
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Figure 1.1: (a) The device structure in the experiment, taken from [31]. The device
consists of the guard, split-gate, left reservoir, and right reservoir electrodes, in which
the region of the reservoir electrodes is filled with liquid 4He. The lower voltage than
the reservoir electrodes is applied to the guard electrodes, thereby the electrons are
confined in channel geometry, and the gate voltage VG is applied to the split-gate
electrodes. (b) The measured conductance GE in the experiment vs the gate voltage
VG, taken from [31]. (c) The corresponding derivative dGE/dVG vs the gate voltage
VG, taken from [31].

This paper is also closely related to the molecular dynamics simulation for non-
charged particles through a bottleneck, driven by an external force [32]. The present
paper can be regarded as a realistic version of their model.

1.5 Organization of this thesis

The organization of the paper is as follows. In Chapter 2, our model, methods, and
simulation details are provided. The conductance and the other quantities calculated
in our simulations are presented in Chapter 3, in which the suggestion by Rees et
al. [31] is also verified. Based on the results of our simulations in Chapter 3, we
discuss the mechanisms causing the observed conductance in Sec. 4.1. In Sec. 4.2,
we compare our results with the observed conductance in the experiment. We also
present the result of the Langevin dynamics (LD) simulation method which is the
molecular dynamics using the Langevin thermostat in Sec. 4.3. The results and the
discussions are summarized in Chapter 5. In appendices, we present some detailed
descriptions of our model and method. In Appendix A, we derive electric potential for
the 2D electron system over liquid 4He on metal electrodes in the confined geometry,
and introduce Hamiltonian which reduces classical 2D Hamiltonian on the liquid
surface for strongly correlated electrons. In Appendix B, we calculate the conductance
for the scattered electrons by helium vapor atoms and ripplons in idealized geometry.
In Appendix C, the details on molecular dynamics simulation method is described,
where the comparison of the driving field we adopt with that for the experiment
is performed [31]. In Appendix D, we show the obtained conductance from the
simulations for the various parameters. In Appendix E, we give the details of the
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method to calculate physical quantities. In Appendix F, we investigate fluctuation
dynamics in our MD simulations, and compare it with previous studies.
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Chapter 2

Model, and Numerical Methods

In this chapter, we introduce our model with a demonstration to justify our treatment
for the electrons in the device in Ref. [31] and explain the method of the MD, including
how to provide the simulation setup and to calculate observed quantities.

2.1 Electron states and transport properties in the

confined electron system over liquid 4He on

metal electrodes

In this section, we briefly explain the electron state and the transport process of
electrons in the device in Ref. [31]. The former and the latter are described in detail
in Appendix A and B, respectively.

The system of electrons over liquid 4He on metal electrodes studied by Rees et al.
[31] is an ideal system to investigate strongly correlated classical 2D electron systems
[28–31,33,34]. The electrons are excluded at the liquid surface, and interact polarized
liquid 4He and charges induced in the metal electrodes [35]. We also apply a holding
electric field E⊥ normal to the liquid surface. For surface density ns ∼ 108−109cm−2,
temperature T ∼ 1 K, and liquid thickness zHe ∼ 1 µm, the inter-electron separation,
rs = 2/

√
πns ∼ 10−1 µm, is much larger than the thermal de Broglie wavelength,

λD ∼ 10−2 µm, and the energy gap between the ground and the first excited state,
∆ ∼ 19 K, is sufficiently larger than the temperature [36]. Hence, the electrons
occupy the ground state of the independent quantum states for the vertical motion,
whereas the parallel motion in the 2D plane at the position of the ground state is
classical.

For the bulk 2D electrons, it is known that the mobility on the surface is little
affected by the scatterings by roughness on the interface liquid substrate for zHe ∼
1 µm [37–40], but is dominated by the scatterings between electrons and helium gas
atoms for T > 1 K or between electrons and ripplons at lower temperature [28,29,35,
41]. The correlation effects between electrons on the transport have been discussed
by the kinetic equation method under the complete control approximation [42–46],
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the force-balance method [40,47,48], and more sophisticated theory [29,49,50].
In confined geometry, the classical transport is roughly classified into the ballistic

and the diffusive region [5–11]. For the transport in the ballistic region, we need
to calculate directly the observed macroscopic transport coeficients from microscopic
theories. In the diffusive region, we can approximately separate the dynamics into
macroscopic and microscopic process for the transport relaxation realized within much
smaller spatial extent than the scale of geometry, W .

In Appendix B, we briefly estimate the conductance for the 2D electron system
over liquid 4He on metal electrodes in idealized channel geometry of the device struc-
ture in Ref. [31]. The result supports that the many-body effects in the confined
geometry are dominant for the steplike electric conduction.

2.2 Interaction and confining potentials

In this section, we present the forms of interaction potential between electrons and
confining potential for our MD (see Appendix A for more detail). The electric po-
tential energy for the i−th electron on liquid 4He is given by [52]

ϕ(ri, t) =
∑
j(̸=i)

ϕI [rij(t)] + ϕC [ri(t)] , (2.1)

where ri(t) = [xi(t), yi(t)] is the position of the i−th electron at z = zh at time t,
rij(t) ≡ |ri(t) − rj(t)|, ϕI(r) is the interaction potential energy between two surface
electrons, and ϕC(r) is the confining potential energy. We solve the three-dimensional
(3D) Poisson equation for ϕ in the semi-infinite domain z ≥ 0, and presume the
electrons to be confined at the height z = zh from the plane z = 0, where this

x

yO

hz

z
D2

x

yO

hz

z
D2

Figure 2.1: A schematic view of our simulation setup of a classical 2D electron system
confined on the plane at z = zh, taken form [51]. On the boundary plane z = 0, the
yellow region and the red regions, respectively, correspond to the reservoir electrode
and the split-gate electrodes in the experiment [31]. The system consists of a left and
a right reservoirs, and a channel of length 2D, where the reservoirs are connected
with the channel.
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treatment is justified in Appendix A. Here, we set zh as the thickness of liquid 4He,
zh = 1.5 µm, which follows the experimental setup [31] (Fig. 2.1). Therefore, the
potential is obtained from an analytic solution at z = zh of the Poisson equation.
Then, ϕI(r) is given by [53,54]

ϕI(r) = e2

[
1

r
− 1√

r2 + 4z2h

]
, (2.2)

where e is the elementary electric charge. The right-hand side in Eq. (2.2) consists
of the bare Coulomb interaction and the dominant screening effects between surface
electrons which represents the contribution of the image charge induced in the metal
electrodes (see Appendix A.1).

The boundary conditions we impose on the Poisson equation are

ϕ(r, z = 0) =


V0 (r ∈ S0)
VG (r ∈ SG)
0 (r /∈ S0 ∪ SG)

(2.3)

and
ϕ(r, z) = 0 (|r| or z → ∞) (2.4)

where S0, SG, and the outside of S0 ∪ SG at z = 0, respectively, represent the reser-
voir, the split gate, and the guard electrodes [31] [see Fig. 2.2(a)]. Then, ϕC(r) is
represented as

ϕC(r) = −eV0

4π

∫
S0

dx0dy0

[
2zh

[|r− r0|2 + z2h]
3/2

]
−eVG

4π

∫
SG

dx0dy0

[
2zh

[|r− r0|2 + z2h]
3/2

]
, (2.5)

where V0 and VG are the voltages of a reservoir and a split-gate, respectively. It should
be noted that each integration in Eq. (2.5) can be performed exactly if we assume
that the integration range consists of rectangles and triangles, as in Fig. 2.2(a) (see
Appendix A.3).

We also adopt V0 = 0.38 V and VG of the range from −0.05 V to 0.38 V, which
imitates the device in Ref. [31]. When VG is set to V0, ϕC works as the confinement
without the point contact, and when VG is set to a voltage lower than V0, ϕC addi-
tionally generates the point contact due to a voltage induced between S0 and SG, as
seen in Figs. 2.2(b) and (c).

2.3 Constant temperature and chemical potential

molecular dynamics

Our MD is built on a hybrid scheme of a constant temperature MD (CTMD) with
a Nosé-Hoover thermostat [55–57] and a constant chemical potential MD (CCMD)
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[58–61]. The reason we adopt the Nosé-Hoover thermostat is as follows: This method
is the established one to reproduce the precise equilibrium state, and the equation of
motion for electrons can keep the local time-reversal symmetry (see Appendix C.1).
In CCMD, we introduce a fractional particle characterized by an extended number
variable (ENV) for a particle bath, where the integer part of the ENV denotes the
number of particles, and the fractional part represents the value of the fractional
particle. The ENV couples with the system through the fractional particle interacting
with the rest of the system.
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Figure 2.2: (a) The boundary condition at z = 0: S0 and SG, respectively, are the
yellow and red regions, taken form [51]. The electric potential in S0 and the outside
of the colored regions are V0 and 0, respectively. The gate voltage VG is imposed
to SG. (b) The confining potential energy ϕC for V0 = 0.38 V, VG = 0.38 V, and
zh = 1.5 µm in Eq. (2.5), taken form [51]. (c) The contour plot of ϕC in the channel,
which is the region of |y| < D = 15 µm, taken form [51].
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In our simulation, the system consists of a left and a right reservoir, and a channel
of length 2D with D = 15 µm, where the reservoirs are connected with the channel
(see Figs. 2.1 and 2.2). The left (right) reservoir has an electrochemical potential µL

(µR) which can be divided into two parts as,

µγ = µ0
γ + µ1

γ, (2.6)

with γ = L,R, where µ0
γ is the intrinsic part of the ideal chemical potential [62],

and µ1
γ, which is the control parameter in our MD, is the sum of the excess chemical

potential and the confining potential energy. The left (right) reservoir consists of one
fractional particle and temporally variational NL (NR) electrons in SL (SR), where
SL (SR) is the region y < −H (y > H) with H = 15 µm (see Fig. 2.3).

The equation of motion for the electrons in our MD is given by

m
d2rαi
dt2

= −∂ϕ(ri)

∂rαi
−mζ̇ṙi

α − θ(−yi −H) [νL −NL]
∂ϕI(riL)

∂rαi

− θ(yi −H) [νR −NR]
∂ϕI(riR)

∂rαi
, (2.7)

where rαi and rαL(R) are, respectively, the α component（α = x, y）of the position of

the i−th electron and the fractional particle belonging to the left (right) reservoir,
riL(R) ≡ |ri − rL(R)|, νL (νR) is the ENV of the left (right) reservoir, m is the electron
mass, and θ(x) is a step function, i.e., θ(x) = 1 for x > 1, and θ(x) = 0 otherwise.
Here, the “friction” coefficient ζ is adjusted according to the following equation [57]:

Qζ
d2ζ

dt2
= 2

[∑
i

mṙ2i
2

−NkBTK

]
, (2.8)

whereQζ is the “mass parameter” of ζ, N is the temporally variational total number of
electrons, kB is the Boltzmann constant, and TK is the expected kinetic temperature.
The time evolutions of the fractional particle coordinate rαγ and the ENV νγ are
respectively given by

m
d2rαγ
dt2

= −(νγ −Nγ)

∑
i⊂Sγ

∂ϕI(rγi)

∂rαγ
+

∂ϕC(rγ)

∂rαγ

 , (2.9)

Qν
d2νγ
dt2

= µ1
γ −

∑
i⊂Sγ

ϕI(rγi) + ϕC(rγ)

 , (2.10)

where Qν is the mass parameter of νγ.
The temporal variations of NL and NR are governed by the following protocol [61].

When νγ−Nγ becomes zero, we delete the fractional particle, and replace one electron
in the reservoir by a new fractional particle satisfying ν̈old

γ = ν̈new
γ , when the coordinate
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and the velocity for the deleted fractional particle are discarded, and those of the
replaced electron are given over to the new fractional particle. When νγ−Nγ becomes
one, we convert the fractional particle into an electron, and insert a new fractional
particle at the position where the fractional particle satisfies ν̈old

γ = ν̈new
γ and the

potential energy also satisfies a local minimum condition r̈γ ≃ 0, when the coordinate
and the velocity of the converted fractional particle are given over to the new electron,
and the velocity of the new fractional particle is set to zero. The condition ν̈old

γ = ν̈new
γ

ensures the temporal continuity of ν̈γ, and r̈γ ≃ 0 works so as not to change the
average velocity of the system due to the insertions of a fractional particle. Moreover,
the inserting place of the fractional particle in the left (right) reservoir is selected from
the squares created by dividing area AL (AR) in SL (SR) into 0.01 µm square mesh,
based on the condition described above (see Fig. 2.3). The behavior of electrons in the
channel is not disturbed by the fractional particles, because if the fractional particles
try to enter the channel, ν̈γ increases, and thus the fractional particle is converted
into an electron according to the above protocol for the particle conversion.

2.4 Simulation setup

Throughout our MD simulations the initial total number of electrons NI is 1284,
and the initial positions of electrons are located in the ground-state configuration
which forms a classical 2D Wigner crystal deformed by the confinement at each VG.
The initial velocities of electrons are randomly assigned from the Maxwell-Boltzmann
distribution at TK = 1.2 K corresponding to the experimental setup [31]. The initial
positions of the fractional particles are determined based on the protocol in the case
of ν̈γ = 0, and their initial velocities are set to zero, ṙγ = 0. The extension variables
are initially set to: νγ = Nγ + 0.5, ν̇γ = 0, ζ = 0, and ζ̇ = 0.

We choose Qζ as: Qζ = kBTKNIτ
2
N = 6.02×10−20 meV·s2, where τN = 2.13×10−11

x

y

H

x

y

H

Figure 2.3: A schematic view for the range SL (SR) of interaction of the fractional
particles with electrons in the left (right) reservoir (cross-hatched regions), and the
insertion area AL (AR) of the fractional particle in the left (right) reservoir (green
areas). Here, the blue circles indicate the position of electrons in the ground-state
configuration for VG = 0.38 V, and µL = µR = 48.96 meV.
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is the Nosé-Hoover relaxation time. The value of τN is to make the thermostat work
effectively [63], and is close to the characteristic period of short-wavelength vibra-
tions of the bulk 2D Wigner crystal [64], τs = 8.52 × 10−11 s. It is believed that
the temporal variation of temperature does not affect long-wavelength conductivity
directly because the temperature fluctuation induces only short-wavelength fluctu-
ations in the momentum of electrons. We also carry out the MD simulations with
another mass parameter Q′

ζ = 16Qζ , and then obtain quantitatively similar results
for all quantities calculated in the following. Although it is known that Qν affects the
cycle of fluctuation in the number of particles, we use one parameter Qν = E0t

2
0 with

E0 = 1.44 meV and t0 = 6.28× 10−11 s which are our MD units of energy and time,
respectively, and verify that time-averaged quantities are unchangeable for 10Qν and
0.1Qν . Because of the restriction of our computer resources, we have to limit the
insertion areas AL and AR to the regions

AL = {(x, y)| − ymax ≤ y ≤ −ymin, |x| ≤ xmax}
AR = {(x, y)| ymin ≤ y ≤ ymax, |x| ≤ xmax}

with ymin = 31.7 µm, ymax = 32.2 µm, and xmax = 7 µm, where −ymin (ymin) corre-
sponds to the average position of the electron present at the furthest left (right) in
all of the electrons in the left (right) reservoir (see Fig. 2.3).

We fix µ1
L and µ1

R as µ1
L = 49.16 meV and µ1

R = 48.96 meV, where we set the
minimum of the confining potential energy to zero. Thus the chemical-potential
difference ∆µ1 ≡ µ1

L − µ1
R induces a direct current (dc) between the reservoirs. The

difference of the driving field between our system and the experiment [31] is discussed
in Appendix C.1. We also confirm the linearity of the current in ∆µ1 (see Fig. D.1
in Appendix D). For the µ1

γ we set, the electron density n̄ = 4/πr̄2 in the channel
is n̄ ≈ 2.2 × 108 cm−2 for VG = 0.38 V, where r̄ ≈ 0.77 µm is the inter-electron
separation in the channel. Thereby, the 2D electrons belong to a liquid state for
the bulk system [65] because the plasma parameter Γ = e2

√
πn̄/kBTK ≈ 37 is much

smaller than the critical plasma parameter Γc = 137 [66].

2.5 Conductance calculation

Under the above setup, we calculate the electric current, density distribution, poten-
tial energy, fluctuation of potential energy, etc. in a steady state after 500,000 steps
from the initial state (see Appendix E for details). In order to obtain the conductance

G(VG) = −eI(VG)/∆µ, (2.11)

as a function of VG, we compute the electric current in the y direction in the channel
at each VG,

I(VG) = −e
⟨
∑

i θ [D − |yi(t)|] ẏi(t)⟩
2D

, (2.12)
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under the assumption ∆µ = ∆µ1. In this paper, ⟨· · · ⟩ represents both the ensemble
and the time averages, where the ensemble is generated with the different random
seeds for the initial velocity distribution. Through the current calculation, it is con-
firmed that the replacement ofD in Eq. (2.12) by ymin or ymax lowers I at each VG only
by 1% or 2%. The contribution of ∆µ0 to G is negligible because the corresponding
quantity

∆µ̂0 =

{∫
y<0

−
∫
y>0

}
d2r f(r)kBTK ln

[
λ2
Dn(r)

]
, (2.13)

is of the order of 10−3∆µ1. We also calculate G in the system with the reservoirs
widened from the 20 × 20 µm2 squares to the 20 × 25 µm2 rectangles. G in the
widened system is in the range of the error bar of G in the original system all over
VG. Moreover, we calculate G of the widened system with H = 20 µm, in which the
obtained G in the widened system is in agreement with G in the original system.
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Chapter 3

Results of the simulations

In this chapter, we present the obtained results from our simulations. The results
clarify the origin of the steps [31], and give clues for understanding the electron
dynamics behind the steplike conduction.

In Fig. 3.1(a), we plot G under the time average over 4, 300, 000 time steps and
the ensemble average over 170 different initial conditions, where G exhibits weak
steplike increases. Moreover, dG/dVG in Fig. 3.1(b) shows a characteristic oscillation
similar to that in Ref. [31].

The insulation for low VG is due to the existence of a potential barrier in the gate;
on the other hand, the increase in G for high VG is for expansion of the width of a
constriction in the gate. Figure 3.2 depicts the spatial distribution of the effective
potential energy Φ(r) near the gate [see Eq. (E.2)]. We should keep in mind that
Φ(r) is the sum of the confining potential and averaged electrostatic potential from
self-organizing distributed electrons. As seen in Fig. 3.2(a), the existence of the high-
energy barrier can be verified for low VG. Figures 3.2(b)-(d) also display the decrease
of the barrier height and the increase in the constriction width as VG increases.

With the aid of Φ(r), we introduce the energy barrier defined by

EB(VG) ≡ Φ(rG)−
∫
SF

d2rf(r;SF)Φ(r), (3.1)

which represents the potential energy difference between the center position in the
gate, rG = (0, 0), and the region in front of the gate, SF = {(x, y)|yF ≤ y ≤ 0},
with yF = −1.7 µm. Here, yF is selected so as to include an average position of the
electron just in front of the gate, and

f(r;SF) = n(r)/N̄(SF), (3.2)

with N̄(SF) =
∫
SF

d2rn(r) is the normalized single-particle distribution function in

SF. Figure 3.3 shows that EB becomes zero at VG = 0.15 V (≡ VG(1)) and the barrier
exists for VG < VG(1). However, a tiny current exists at VG = 0.05 V in Fig. 3.1(a),
although the electrons cannot get over the barrier (EB = 2.02 meV) because of the
small kinetic energy kBTK = 0.103 meV at TK = 1.2 K. The origin of the current
will be discussed in Sec. 4.1.
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The steplike behavior in G is roughly understood by examining the density distri-
bution function n(r) [see Eq. (E.1)]. Figure 3.4 illustrates typical density patterns of
electrons near the gate, corresponding to the s−th step of G. For low VG, as seen in
Fig. 3.4(a), the electrons seem to stay in front of the gate but flow slightly through
the barrier. We can directly observe that the electrons flow through the gate in one
line at the first step of G [Fig. 3.4(b)]), two lines at the second step [Fig. 3.4(c)]
and three lines at the third step [Fig. 3.4(d)]. Therefore, it is confirmed that the
steplike increases are not originated from the conductance quantization [16], but the
effects can be attributed to the increment in the number of stream lines of electron
flow in the constriction, as suggested by Rees et al. [31]. However, the smooth steps
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Figure 3.1: (a) The dc conductance G obtained from the MD simulations versus
the gate voltage VG, where each error bar represents the standard deviation of the
ensemble average for each G, taken form [51]. Here, VG(1) = 0.15 V is the gate voltage
at which the potential barrier EB disappears, and G(1) is G at VG(1). The solid line
is the approximate conductance G̃ in Eq. (4.3). The vertical dashed lines and the
number between them indicate the number of the stream lines organized by electrons
in the gate, observed directly in the density distribution n(r). (b) dG/dVG with
respect to VG (red triangles) and the derivative of five-point unweighted smoothed G
(red solid line), taken form [51]. Here, the range ∆VS = 0.202 V between the vertical
dashed lines runs from the first to the fourth peak in dG/dVG.
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in G cannot be understood only with the discrete increments in the number NG of
electrons to pass simultaneously through the gate.

As a possible mechanism for the smoothing, we can indicate the observed temporal
variation of NG in our simulations. To clarify this mechanism, we calculate the mean
nearest-neighbor distance

r̄m(VG) =

⟨
θ

[
3

2
r̄ − rij(t)

]
rij(t)

∣∣∣∣ (SCL)
m
2

⟩
, (3.3)
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Figure 3.2: The spatial distribution of the potential energy Φ(r) near the gate at
VG = (a) 0.09 V, (b) VG = 0.18 V, (c) VG = 0.25 V, and (d) VG = 0.31 V. Here,
the blue spheres are placed at an electron configuration of a step in our simulations.
These figures are taken form [51].
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among the electrons forming the m-electron current, which is the current when m
electrons pass side by side through the constriction [see Eq. (E.5)]. Here, the region
SCL = {(x, y)||y| ≤ 0.05 µm } is set in order to measure the separations in the confined
direction. It is also to be noted that the average of rij in Eq. (3.3) is limited to the
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middle distance of the nearest-neighbor and the second-neighbor distance. From r̄m
for m = 2, 3, 4, and 5 plotted in Fig. 3.5, we find that the two-, three-, four-, and
five-electron currents appear only in more than VG = 0.13, 0.25, 0.32, and 0.36 V,
respectively. These VG are lower than the VG at which the m lines are observed in
n(r) [see Fig 3.1(a)]. In addition, we find intermediate states in which the m-electron
current with long separations and the (m+1)-electron current with short separations
coexist. Since G in the intermediate states takes between m- and (m + 1)-electron
current conductance, the effect can lead to the gradual change in G. These results also
reveal that the separations between electrons to pass side by side through the gate
have a fluctuation margin about 0.1 µm from the average inter-electron separation
r̄ ≈ 0.77 µm. A major factor in the temporally fluctuational separations will be
specified in Sec. 4.1.
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Chapter 4

Discussion

In this chapter, we first discuss the origin of the current under the existence of the
potential barrier and the mechanism smoothing the steps in the conductance. Next,
we compare the conductance in our system with the observed conductance in the
device [31]. Finally, the obtained conductance from the LD simulations is briefly
compared with that from the MD simulations.

4.1 Density-fluctuation-affected transport proper-

ties

In this section, we propose two mechanisms of smoothing the steps in G. We attribute
the current for VG < VG(1) to the intermittent disappearances of the barrier due to
temporal fluctuation of the potential at both rG and SF. This mainly results from
the following two reasons. First, the standard deviation of temporally variational
potential energy in the channel

σ̄ =

∫
|y|<D

d2rf(r; |y| < D)σ(r) ≈ 0.7meV, (4.1)

with Eq. (E.3), is much larger than kBTK. Second, the velocity distribution in the y
direction near the gate for VG < VG(1) has the nearly zero mean value (∼ 10−4−10−7

meV in terms of the kinetic energy), and thus does not deviate from the equilibrium
distribution. Therefore, the conductor-insulator transition in our system is not caused
by pinning and depinning of electrons at the constriction [25].

From the conservation of energy, it is clear that electrons can pass through the gate
only when the potential energy exceeds the barrier. Therefore, G up to VG(1) may
be approximately represented as G ≈ G̃ = G(1)P (1), where G(1) is the conductance
at VG(1) and P (1) is the probability that the potential energy of the front electron
exceeds the potential energy at rG. From the direct calculations in terms of the MD
(see Appendix F), we verify that the temporal change of ϕ(r, t) almost satisfies the
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normal distributions as follows:

⟨δ [ϵ− ϕ(r, t)] |(δr)1 ⟩ ≈
exp

{
− [ϵ−Φ(r)]2

2σ(r)2

}
√
2πσ(r)2

, (4.2)

as in the case of the fluctuating electric field [64]. Furthermore, it is probable that
the temporal changes of ϕ(r, t) are uncorrelated between the two points of space.
This is because the potential of the electron just in front of the barrier is fluctuated
mostly by two electrons in the rear [see Figs. 3.2(a) and 3.4(a)]; on the other hand,
the potential at rG is fluctuated mostly by the electron of the other side across the
barrier. Hence, G̃ can be estimated as

G̃ ≈ G(1)

C

∫ ∞

−∞
dϵ

∫ ∞

ϵ

dϵ′
exp

[
− ϵ′2

2σ2
F

]
√
2πσ2

F

exp
[
− (ϵ−EB)

2

2σ2
G

]
√
2πσ2

G

= G(1) erfc

[
EB√

2(σ2
F + σ2

G)

]
, (4.3)

where

C = erfc

[
EB√

2(σ2
F + σ2

G)

]∣∣∣∣∣
EB=0

,

is the probability for EB = 0; σG(VG) = σ(rG) and σF(VG) =
∫
SF

d2rf(r;SF)σ(r)

are, respectively, the standard deviation of the potential energy at rG and in SF (see
Fig. 3.3); and erfc[x] is the complementary error function [solid line of Fig. 3.1(a)].
Although G̃ is estimated on the basis of only the one necessary condition, nevertheless
G̃ is in good agreement with G calculated in our simulations.

It should also be noted that the rising of G takes place at VG at which EB, σF,
and σG satisfy the relation

EB ≃ 2σF + 2σG, (4.4)

where tails of the potential distribution at the two different points touch just each
other. Therefore, this may give a method of an approximate estimation of the poten-
tial fluctuation from the potential energy.

Concerning the choice of yF in SF [see Eq. (3.1)], the discussion on G̃ holds
well for the range of −2.3 µm ≤ yF ≤ −1.3 µm in which the deviation |G̃ − G| at
each VG is less than 0.04 MΩ−1. Outside the range, G̃ becomes discrepant from G
because of large spatial variation in σ(r). Figure 4.1 illustrates that σ(r) increases
in incommensurate regions in which two structures with the different number of the
lines in n(r) are frustrated [23,24,67,68].

As seen in Sec. 3, the temporal variation of NG arises from the fluctuational inter-
electron separations in the confined direction. The variational separations can be
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understood from an effect of the density fluctuation. The root-mean-square displace-
ment δx in the x direction estimated from the harmonic approximation by equalizing
δ2x∇2ϕI(r̄) to kBTK/2 [64,69], i.e.,

δx =

√
kBTK

2∇2ϕI(r̄)
. (4.5)

is given by δx = 0.119 µm, which is comparable with the fluctuation margin. The
observed crystal-like ordering in the confined direction in the density patterns in Fig.
3.4 also supports of our estimation. Therefore, we attribute grounds for the temporal
change of NG to the short wave-length density fluctuation.

In the above discussion, we suppose that the smooth rising from the insulating
state to the first step in G is due to the potential fluctuation, and the smooth steps
in G are caused by the vibration in the confined direction. These dynamics can be
commonly attributed by the density fluctuations. Therefore, the magnitude of the
density fluctuation seems to determine whether the steps in G can be observed.
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Figure 4.1: The spatial distribution of potential fluctuation σ(r) (upper figure), and
the density distribution n(r) (lower figure) at VG = 0.05 V in the region of −10 µm
≤ y ≤ 0 µm. These figures are taken form [51].
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4.2 Comparison of our result with the observed

conductance

In this section, we illustrate the qualitative consistency between our and experiment
conductance in order to stress the suitability of our approach for the electron system
in the device [31].

The scaled and shifted G are similar to the measured conductance GE in Ref. [31]
as seen in Fig. 4.2. First, we select a scale factor g = 1.414 so that the magnitude
of G at the first step fits into that of GE. For our system, the magnitude of G is
dependent on the insertion areas AL and AR. This is caused by the change of space
distribution of the chemical potential in the reservoirs (see Fig. D.2 in Appendix D).

Second, we select a constant ∆VE/∆VS = 3.3 as a scale factor for G in the VG

direction, where ∆VS and ∆VE are the amount of increase in VG with an increment of
NG from 1 to 4 in the simulation and the experiment [31], respectively [see Figs. 3.1(b)
and 4.2(b)]. The choice of the scale factor stands on the consensus that a steplike
increase in conductance is determined by NG. Because ∆VE decreases with decreasing
electron density, as observed in Ref. [31], and the density n̄ ≈ 2.2× 108 cm−2 in the
simulations is lower than the experimental density n̄E = 1.5 × 109 cm−2 [31], the
result of ∆VS < ∆VE is reasonable.

Third, we shift G so that VG(1) agrees with the first-minimum-gate voltage V E
G (1)

which corresponds to the minimum between the first and the second peak in dGE/dVG

[see Fig. 4.2(b)]. Because the guard voltage 0.62 V in the device corresponds to 0 V in
our system, VG(1) is practically larger than V E

G (1) by {V E
G (1)−0.62}−{VG(1)−0} =

0.135 V. The shift is also valid. Indeed, the shift of conductance into the lower VG

direction with increasing electron density is observed both in the experiment [31] and
our system (see Fig. D.3 in Appendix D).

As a result of the above discussion, G transformed into GT in Fig. 4.2(a) is
almost in agreement with GE for VG > V E

G (1), but is not good for VG < V E
G (1). The

disagreement for VG < V E
G (1) is also reasonable, for the amount of increase in VG

with the growth in conductance from the threshold of current flow to the first step
is almost invariant with respect to electron density [31] (see Fig. D.3 in Appendix
D). For VG < VG(1), the shifted G without scaling of ∆VE/∆VS is actually coincident
with GE for VG < V E

G (1) as seen in Fig. 4.2 (c).
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and G(VG) in Fig. 3.1(a) transformed into GT(VG) = G{[VG + VG(1)]∆VS/∆VE −
V E
G (1)}/g (red triangles) vs the gate voltage VG, taken form [51]. Here, VG(1) and

∆VS are given in Fig. 3.1, and ∆VE and V E
G (1) are shown below. (b) dGE/dVG (blue

solid line) [31] and dGT/dVG (red solid triangles), with respect to VG, taken form [51].
Here, the range ∆VE = 0.750 V between the vertical dashed lines runs from the first
to the fourth peak in dGE/dVG. V E

G (1) = 0.63 V indicates VG, corresponding to the
experimental counterpart of VG(1) in the simulations. (c) GE (blue solid line) and
G(VG) in Fig. 3.1(a) transformed into GS(VG) = G(VG + ∆VG)/g (red triangles) vs
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4.3 Langevin dynamics simulation

We also calculate the conductance in the molecular dynamics under the Langevin
thermostat, which is known as the Langevin dynamics, to check how the results
depend on our choice of the Nosé-Hoover thermostat.

Firstly, we explain the method of LD simulation to calculate the conductance of
electrons [89]. The equation of motion for the electrons in the LD simulations is given
by

m
d2rαi
dt2

= F α
i −mξṙi

α + F̃α
i , (4.6)

associated with Eqs. (2.9) and (2.10), where Fα
i consists of the first, third, and

fourth terms of the right-hand side in Eq. (2.7), ξ is the friction constant, and F̃α
i

is a random force, reproducing the thermal noise with zero mean value and variance
⟨F̃α

i (t)F̃
β
j (t

′)⟩ = 2mkBTξδijδαβδ(t − t′). If we regard ξ as the collision frequency
through the Einstein’ relation, we may estimate ξ as ξ ≃ νse (see Appendix B.1 for
νse). For the value to be ξ ≪ νee, we have no reason to neglect the inertial term, where
νee is the electron-electron collision frequency (see Appendix B.1). To integrate Eq.
(4.6), we adopt the Ermak’s approach [89,90], which performs properly the stochastic
integration [91]. This LD simulation is reduced to an overdamped LD simulation for
t0ξ ≫ 1, and our MD simulation without the Nosé-Hoover thermostat in the limit
ξ → 0. The other numerical methods and the simulation setup are unchanged from
those of the MD simulations (see Sec. 2).

Figure 4.3 is the corresponding plot to Fig. 3.1(a) for the LD simulations. The
obtained GL in Fig. 4.3 under the averages of 4, 300, 000 time steps and 16 different
initial conditions reproduces the steplike conductance as observed in Ref. [31], and
shows qualitatively similar behavior to G in Fig. 3.1(a). However, we can find the
sharper rising to the first step of GL than that of G. This deference reflects on the
observed smaller potential fluctuation in the LD simulations than that in the MD
simulations (see Sec. 4.1). Because the characteristic time scale of the relaxation of
electron motion is 1/ξ, which is introduced in Eq. (C1) [71], the reduction in potential
fluctuation may result from the damping. A more detailed comparison between MD
and LD will be discussed in future work.
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Figure 4.3: (a) The dc conductance GL obtained from the LD simulations versus
the gate voltage VG, where each error bar represents the standard deviation of the
ensemble average for each GL, taken form [51].
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Chapter 5

Conclusion

In conclusion, we reproduce the steplike conductance in a classical 2D electron sys-
tem confined in the point-contact device on liquid 4He by the molecular dynamics
simulation. Conductance in two-dimensional electrons confined in the shape of a mi-
crochannel with a point contact by electric fields is calculated as a function of the
confinement strength of the contact. It is confirmed that the number of the steps
corresponds to the number of stream lines formed by the flow of self-organizing dis-
tributed electrons at the contact. This result supports the expectation by Rees et
al. [31] in which the conductance does not originate from quantum effects but from
classical many-particle effects at the contact. We verify that a potential barrier exists
in the contact for the stronger confinement than that at the first step, and disappears
for the weaker confinement in which the constriction width of the contact increases
with weakening confinement. In the strong confinement, the rising of the conduc-
tance can be attributed to intermittent disappearances of the barrier due to temporal
fluctuation of the electrostatic potential. In the weak confinement, the number of
electrons to pass simultaneously through the contact varies temporally, which plays
a certain role in smoothing the step in conductance. This change may result from
the short wave-length density fluctuation in the confined direction at the contact.
Therefore, we suppose that the discontinuous properties by the strong correlation
effects are enhanced in confined geometry, which affects the transport.

As a final remark, we briefly comment on a recent paper on the same subject based
on both the experiment and MD [70]. Although our work differs in temperature range
from the paper, which makes a study of the transport of the Wigner crystal [70], the
electron dynamics clarified by our investigations also provides information to help
them understand the mechanism.
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Appendix A

Electric potential, quantized
electron states, and classical 2D
Hamiltonian

In this appendix, we first derive electric potential for electrons over liquid 4He on
metal electrodes, and evaluate the contribution of screening effects in the potential
due to the existence of liquid 4He. Next, we introduce Hamiltonian for the electrons
from the electric potential based on the numerical evaluations, investigate electron
states in the vertical direction against the liquid surface, and derive effective 2D
Hamiltonian for motion on the liquid surface. Finally, we discuss the difference of
electric potential between our system and the device structure in the experiment [31].

A.1 Derivation of electric potential

In this subsection, we derive electric potential for electrons over liquid 4He on metal
electrodes. First of all, we consider an electron system in the 3D space occupied
by metal electrodes for 0 ≥ z and filled with liquid 4He with the dielectric constant
ϵh ≈ 1.057 for zh > z > 0 (see Fig. A.1). The electrons are artificially added over
liquid 4He [28, 31] and do not penetrate liquid 4He due to the exclusion effect of the
helium atoms [72,73], and thus are distributed for z > zh.

For this system, the electric potential at the position R at time t is determined
by the Poisson equation

ϵ(z)∇2ϕEP(R, t) = −4πρ(R, t), (A.1)

under boundary conditions, with the electron density

ρ(R, t) = −e
N∑
i=1

δ [R−Ri(t)] , (A.2)

where ϵ(z) = ϵh for zh > z > 0 and ϵ(z) = 1 for z > zh, Ri(t) is the position of
the i-th electron at time t, e is the elementary electric charge, and N is the particle
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number of electrons. At the interface of the liquid 4He at z = zh, ϕ
EP must satisfy

the boundary condition

ϕEP[r, z(> zh) → zh] = ϕEP[r, z(< zh) → zh]

∂ϕEP[r, z(> zh) → zh]

∂z
= ϵh

∂ϕEP[r, z(< zh) → zh]

∂z
. (A.3)

We also impose the electric voltages VS and 0 upon a region S and the outside of S
on the electrode surface at z = 0, i.e., the boundary conditions at z = 0 are 1

ϕEP(r, z = 0) =

{
VS (r ∈ S)
0 (r /∈ S).

(A.4)

From these boundary conditions and the natural supposition of a field satisfying
ϕEP(r, z) = 0 for |r| or z → ∞, the solution of Eq. (A.1) is given by [52,53]

ϕEP(R, t) = 4π

∫
z≥0

dV0ρ(R0)G(R,R0)− VS

∫
S

dS0 · ∇0G(R,R0) |z0=0 . (A.5)

Here, G is the Green function which satisfies the equation

ϵ(z)∇2G(R,R0) = −δ(R−R0). (A.6)

This equation is subject to the boundary conditions:

G[r, z(> zh) → zh;R0] = G[r, z(< zh) → zh;R0]

∂G[r, z(> zh) → zh;R0]

∂z
= ϵh

∂G[r, z(< zh) → zh;R0]

∂z
, (A.7)

x

y
hz

z

S

x

y
hz

z

S

Figure A.1: A schematic view of our system with the screening effect due to the
existence of liquid 4He. In the system, the 3D space is occupied with metal electrodes
0 ≥ z and filled with liquid 4He zh > z > 0, in which electrons are distributed in
z > zh (blue circles). On the conductor surface at z = 0, the electric voltages VS and
the 0 are imposed upon the colored regions S and the outside of S, respectively.

1Here, we consider the case of S = S0 ∪ SG and VS = V0 = VG for the boundary conditions in
Eq. (2.4)
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and

G(r, z; r0, z0) =


0 (z or z0 = 0)
0 (z or z0 → ∞)
0 (|r| or |r0| → ∞).

(A.8)

The Green function G(R;R0) for z > zh is explicitly given by [74]

G(R;R0) =
1

4π

[
1√

|r− r0|2 + (z − z0)2
− 1√

|r− r0|2 + (z + z0)2

+
∞∑
n=1

{
(−σ)n√

|r− r0|2 + {z + z0 + 2zh(n− 2)}2
− (−σ)n√

|r− r0|2 + {z + z0 + 2zhn}2

}]
,

(A.9)

with

σ =
ϵh − 1

ϵh + 1
. (A.10)

In the bracket [· · · ] of the right-hand side of Eq. (A.9), the first term is the bare
Coulomb potential at R when a unit charge is placed at R0, and the second and
the third terms are, respectively, the contribution of the induced charge in the metal
electrode and the liquid 4He, The contribution works as the screening effects for the
bared Coulomb potential. It should also be noted that Eq. (A.10) satisfies the charge
neutrality condition at each degree of σ. From Eqs. (A.5) and (A.9), ϕEP(R, t) for
z > zh can be represented as

ϕEP(R, t) = ϕEP
I (R, t) + ϕEP

C (R) (A.11)

with

ϕEP
I (R, t) = −e

N∑
i=1

[
1√

|r− ri|2 + (z − zi)2
− 1√

|r− ri|2 + (z + zi)2

+
∞∑
n=1

{
(−σ)n√

|r− ri|2 + {z + zi + 2zh(n− 2)}2
− (−σ)n√

|r− ri|2 + {z + zi + 2zhn}2

}]
(A.12)

and

ϕEP
C (R) =

VS

4π

∫
S

dx0dy0

[
2z

[|r− r0|2 + z2]3/2

−
∞∑
n=1

{
(−σ)n{z + 2zh(n− 2)}

[|r− r0|2 + {z + 2zh(n− 2)}2]3/2
− (−σ)n{z + 2zhn}

[|r− r0|2 + {z + 2zhn}2]3/2

}]
(A.13)
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A.2 Evaluation of the screening effect due to the

existence of liquid 4He

In this subsection, we evaluate the magnitude of the the screening effect due to the
existence of liquid 4He, and show the smallness of the effect. In Eq. (A.9), the terms
including to σ become smaller as the exponent of σ increases because of σ ≈ 0.028.
In order to evaluate the contribution of the terms, we divide G(R;R0) into the four
terms: the zeroth-degree term of σ is given by

G0(r, zh) =
1

4π

[
1

r
− 1√

r2 + 4z2h

]
, (A.14)

the first-degree term of σ is

G1(r, zh) = − σ

4π

[
1

r
− 1√

r2 + 16z2h

]
, (A.15)

the second-degree term of σ is

G2(r, zh) =
σ2

4π

[
1√

r2 + 4z2h
− 1√

r2 + 36z2h

]
, (A.16)

and the all terms over the second-degree term of σ are summarized as

G≥3(r, zh) =
1

4π

∞∑
n=3

[
(−σ)n√

r2 + {2zh(n− 1)}2
− (−σ)n√

r2 + {2zh(n+ 1)}2

]
. (A.17)

Here, we presume that all electrons place at z = zh, whose validity will be demon-
strated in Sec. A.3. The ratio of G1(r, zh) to G0(r, zh), and G2(r, zh) to G0(r, zh) are,
respectively, given by

|G1(r, zh)|
G0(r, zh)

<
|G1(r → ∞, zh)|
G0(r → ∞, zh)

≃ 4σ ≈ 0.11, (A.18)

and

G2(r, zh)

G0(r, zh)
<

G2(r → ∞, zh)

G0(r → ∞, zh)
≃ 10σ2 ≈ 0.0078. (A.19)

We can also evaluate the upper limit of G≥3(r, zh) as follows:

|G≥3(r, zh)| <

∣∣∣∣ σ3

4πzh

3− 2σ

12

∣∣∣∣ ≈ 4.3× 10−7

zh
[µm−1]. (A.20)

This contribution is significantly smaller than G0(r, zh) for the inter-electron separa-
tions in the system we treat, r ∼ 0.1zh.
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A.3 Quantized electron states in the vertical di-

rection against the liquid surface and effective

2D Hamiltonian

In this subsection, we constitute Hamiltonian for the electrons from the electric po-
tential obtained in Sec. A.1 based on the numerical evaluations in Sec. A.2. We
also investigate electron states in the vertical direction against the liquid surface, and
derive an effective 2D Hamiltonian for motion along the liquid surface.

The Hamiltonian for the electrons interacting through ϕEP under the first-order
approximation of σ is given by

H ≃ − h̄2

2m

N∑
i=1

∂2

∂R2
i

+
∑
i>j

e2√
r2ij + (zi − zj)2

+ EHeθ(zh − zi)

− 1

2

∑
i,j

 e2√
r2ij + (zi + zj)2

+
σe2√

r2ij + (zi + zj − 2zh)2
− σe2√

r2ij + (zi + zj + 2zh)2


− eVS

4π

N∑
i=0

∫
S

d2r0

[
2zi

[r2i0 + z2i ]
3/2

− σ{zi − 2zh}
[r2i0 + {zi − 2zh}2]3/2

+
σ{zi + 2zh}

[r2i0 + zi + 2zh
2]3/2

]
,

(A.21)

where the term EHeθ(zh − zi) is the effective representation of the exclusion effect of
the helium atoms [72], and the prefactor 1/2 of the interaction between the electrons

METAL ELECTRODE

z

r
hz

O
Liquid 4He

0
z

Dλ Dλ Dλ

METAL ELECTRODE

z

r
hz

O
Liquid 4He

0
z

Dλ Dλ Dλ

Figure A.2: A schematic view of the electron states for the electrons over liquid 4He
on metal electrodes. All electrons are placed at the average position in the quantum
ground state, ⟨z⟩0. The corn-shaped dotted lines represent the schematic electron
wavefunction in the direction parallel to the liquid surface.
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and the induced charges comes from the self energy of the induced charges [75] [the
step function θ is introduced in Eq. (2.7)]. We also suppose zi = zj (i ̸= j) and
|zi − zh| ≪ rij, zi, zh, and apply the first-order approximation of σ and |zi − zh| to
H. Consequently, H reduces to

H = − h̄2

2m

N∑
i=1

∂2

∂r2i
+
∑
i>j

 e2

rij
− e2√

r2ij + 4z2h

+
8e2σz2h
r3ij


− eVS

4π

N∑
i=0

∫
S

d2r0

[
(2 + σ)zh
[r2i0 + z2h]

3/2
+

3σzh
[r2i0 + 9z2h]

3/2

]

+
N∑
i=1

[
− h̄2

2m

∂2

∂z2i
− σe2

4(zi − zh)
+

{
e2

4z2h
+ eF⊥(ri)

}
(zi − zh) + EHeθ(zh − zi)

]
,

(A.22)

with the holding electric field

F⊥(ri) =
VS

4π

∫
S

d2r0

[
6z2h

[r2i0 + z2h]
5/2

− 2

[r2i0 + z2h]
3/2

]
, (A.23)

which is the positive-definite function for ri ⊂ S and VS ≥ 0, and zero for S being
the infinite region. Here, the step function θ is introduced in Eq. (2.7). Thus, the
electrons are confined on the liquid surface by the repulsive exclusion force EHeδ(zh−
zi), the attractive forces due to the induced charge in the liquid 4He and the metal
electrodes, −σe2/4(zi − zh)

2 − e2/4z2h, and the holding field −eF⊥(ri).

Here, we investigate the motion in the z direction under the adiabatic approxi-
mation for the degree of freedom along the liquid surface. The Hamiltonian of each
electron in the z direction is

H⊥ = − h̄2

2m

∂2

∂z2
− σe2

4(z − zh)
+ eF

′

⊥(z − zh) + EHeθ(−z + zh), (A.24)

where F
′

⊥ = F⊥ + e/4z2h. Because of EHe ∼ 1 eV [73, 76], we can practically approx-
imate EHe by the infinite barrier EHe = ∞ [72]. Then, we obtain the ground-state
energy

⟨H⊥⟩0 =
h̄2κ2

0

2m
− e2κκ0

m
+

3eF
′

⊥
2κ0

, (A.25)

the first-excited-state energy

⟨H⊥⟩1 =
h̄2κ2

1

6m

[
1 +

6κ2
1

κ2
01

]
− h̄2κ0κ1

2m

[
1 +

2κ2
1 − κ0κ1

κ2
01

]
+

eF
′

⊥
2κ1

[
1 +

4κ2
0 − κ0κ1 + κ2

1

κ2
01

]
,

(A.26)
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the average distance of the electrons in the ground state

⟨z⟩0 =
3

2κ0

, (A.27)

and the kinetic energy in the z direction of the electrons in the ground state

⟨Kz⟩0 ≡
⟨
− h̄2

2m

∂2

dz2

⟩
0

=
h̄2κ2

0

2m
, (A.28)

by the variational method with the trial wavefunctions [36,77]

χ0(z) = 2κ
3
2
0 (z − zh)e

−κ0(z−zh), (A.29)

and

χ1(z) =
2
√
3κ

5
2
1

κ01

[
1−

{
κ0 + κ1

3

}
(z − zh)

]
(z − zh)e

−κ1(z−zh). (A.30)

Here, κ = me2σ/4h̄2 is the inverse of the effective Bohr radius [41], κn is the varia-
tional parameter to minimize ⟨H⊥⟩n, κ01 = κ2

0 − κ0κ1 + κ2
1, and ⟨·⟩n represents the

nth-excited average:

⟨·⟩n =

∫ ∞

0

dzχn(z) · χn(z). (A.31)

Incidentally, the variational parameter in the ground state is given by [36]

κ0 =
3κ

4

(κ⊥

κ

) 3
2
sinh−1

[
1

3
arcsinh

{
9

4

(κ⊥

κ

) 3
2

}]
, (A.32)

with

κ⊥ =

(
2meF

′

⊥

h̄2

)
. (A.33)

In Figs. A.3 (a), (b), and (c), we plot F⊥, the energy gap ∆H⊥ = ⟨H⊥⟩1−⟨H⊥⟩0,
and the average distance from the liquid surface ∆z = ⟨z⟩0 − zh of the electrons in
the ground state, across the channel at y = 0 for VS = 0.38 V and zh = 1.5 µm. From
∆H⊥ and temperature T = 1.2 K, the probability of finding the electrons occupying
the first-excited state is e−∆H⊥/kBT ∼ 10−4 − 10−7, and the inter-electron separation
rs ∼ 10−1 µm is much larger than the thermal de Broglie wavelength λD ∼ 10−2 µm.
Therefore, all electrons occupy the ground state in the independent electron states
and thus are located at ⟨z⟩0, whereas the parallel motion is classical (see Fig. A.2).
We also note that the presumptions zi = zj (i ̸= j) and |zi − zh| ≪ rij, zi, zh are
valid, and the adiabatic approximation is appropriate because the expected kinetic
energy in the z direction

⟨Kz⟩ =
1∑∞

n=0 e
− ⟨H⊥⟩n

kBT

∞∑
n=0

e
− ⟨H⊥⟩n

kBT ⟨Kz⟩n ≃ ⟨Kz⟩0 , (A.34)

41



)(a

4− 42− 20

)µm(x

4− 42− 20

4− 42− 20
8

10

11

9

18

8
10

12

16
14
12

0
100
200
300
400
500
600

)
V

/c
m

(
⊥F

)(b

)(c

)
nm(

z∆
)

K(
⊥

∆H

)(a

4− 42− 20

)µm(x

4− 42− 20

4− 42− 20
8

10

11

9

18

8
10

12

16
14
12

0
100
200
300
400
500
600

)
V

/c
m

(
⊥F

)(b

)(c

)
nm(

z∆
)

K(
⊥

∆H

Figure A.3: The holding electric field F⊥ (a), the energy gap ∆H⊥ between the
ground-state and the first excited state (b), and the average distance from the liquid
surface ∆z of the electrons in the ground state (c), across the channel at y = 0 for
VS = 0.38 V and zh = 1.5 µm. Under the reported holding field F⊥ = 6.5×102 V/cm
in a very similar device [34] to that used in Ref. [31], ∆H⊥ is 19 K, and ∆z is 8.6 nm.

is of the order of 10 K which is much larger than the classical kinetic energy T/2 = 0.6
K for the parallel motion.

For the difference of the time scale between the vertical and the parallel motion,
we can decouple the motion in the z direction as follows:

H∥ ≃ ⟨H⟩0

= − h̄2

2m

N∑
i=1

∂2

∂r2i
+
∑
i>j

 e2

rij
− e2√

r2ij + 4z2h

+
8e2σz2h
r3ij

+ eF⊥(ri)∆z

− eVS

4π

N∑
i=0

∫
S

d2r0

[
(2 + σ)zh
[r2i0 + z2h]

3/2
+

3σzh
[r2i0 + 9z2h]

3/2

]
. (A.35)
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If we apply the zeroth-order approximation of σ and ∆z to H∥, H∥ reduces to

H∥ = − h̄2

2m

N∑
i=1

∂2

∂r2i
+
∑
i>j

 e2

rij
− e2√

r2ij + 4z2h


− eVS

4π

N∑
i=0

∫
S

d2r0
2zh

[r2i0 + z2h]
3/2

, (A.36)

which is the underlying Hamiltonian for the simulation in the body of this thesis. The
integration over S in Eq. (A.36) can be performed exactly if S consists of rectangles
and triangles. The explicit representations are∫ X2

X1

dx0

∫ Y2

Y1

dy0
zh

[(x− x0)2 + (y − y0)2 + z2h]
3/2

=arctan

[
(x−X2)(y − Y2)

zh
√

(x−X2)2 + (y − Y2)2 + z2h

]
−arctan

[
(x−X1)(y − Y2)

zh
√

(x−X1)2 + (y − Y2)2 + z2h

]

− arctan

[
(x−X2)(y − Y1)

zh
√

(x−X2)2 + (y − Y1)2 + z2h

]
+arctan

[
(x−X1)(y − Y1)

zh
√
(x−X1)2 + (y − Y1)2 + z2h

]
,

(A.37)

for rectangles, and∫ X2

X1

dx0

∫ Y2

x0+Y1−X1

dy0
zh

[(x− x0)2 + (y − y0)2 + z2h]
3/2

=arctan

[
(x−X2)(y − Y2)

zh
√
(x−X2)2 + (y − Y2)2 + z2h

]
−arctan

[
(x−X1)(y − Y2)

zh
√
(x−X1)2 + (y − Y2)2 + z2h

]

+arctan

[
ℑ{C2(x, y)}
ℜ{C2(x, y)}

]
− arctan

[
ℑ{C1(x, y)}
ℜ{C1(x, y)}

]
, (A.38)

with

Cn(x, y) =
zhβn − iαγn

α2βn

, (A.39)

α(x, y) = x− y + Y1 −X1 − izh, (A.40)

βn(x) = x−Xn − izh, (A.41)

γn(x, y) = Xn−y+Y1−X1+
√
(x−Xn)2+(y−Y1+X1−Xn)2+z2h, (A.42)

for isosceles triangles (see Fig. A.4), where ℜ{C} and ℑ{C} represent the real and
the imaginary parts of the complex number C, respectively.
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Figure A.4: The integration range for a isosceles triangle in Eq. (A.38).
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A.4 Regarding of the difference between our model

and the device structure

In this subsection, we show the difference between our model and the device struc-
ture in the experiment [31], and discuss the change of electric potential due to the
difference. We depict the structures of our model and the device in Figs A.5 (a) and
(b) respectively. From the distinction of the position of the guard electrodes, it may
be assumed that the screening effect between electrons, the confining field, and the
holding field for our system are weaker than those for the device. However, we can-
not explicitly obtain electric potential from the Poisson equation with such complex
boundary conditions. On the other hand, the arrangement of the gate electrodes
for our system is almost similar to that for the device structure [31]. Therefore, we
believe that the electric field by the point contact in our system reproduces that in
the device.

electrodeGuard

electrodeReservoir

Insulator InsulatorLiquid 4He

electrodeGuard

Liquid 4He

electrodeReservoir

)(a )(b electrodeGuard

electrodeReservoir

Insulator InsulatorLiquid 4He

electrodeGuard

electrodeReservoir

Insulator InsulatorLiquid 4HeInsulator InsulatorLiquid 4He

electrodeGuard

Liquid 4He

electrodeReservoir
electrodeGuard

Liquid 4He

electrodeReservoir

)(a )(b

Figure A.5: (a) The structure of the channel in our model. In the model, the reservoir,
the guard, and the gate electrodes are placed at the same plane, where the two red
regions in the center of the reservoir electrode correspond to the gate electrodes. On
the plane, liquid 4He fills over the whole. (b) The structure of the channel in the
device in the experiment [31]. In the device, the reservoir and the gate electrodes
are placed at the same plane, where the two gate electrodes are indicated by the
red regions in the center of the reservoir electrode. On the other hand, the guard
electrodes fixed on the insulators are placed on the plane apart from each other by
the channel width. The formed hollow by the fixing of the guard electrodes is filled
with liquid 4He.
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Appendix B

2D electron transport over liquid
4He in idealized geometry

In this appendix, we investigate 2D electron transport over liquid 4He on metal elec-
trodes. Based on the analysis, we estimate transport coefficients for the electrons in
idealized geometry of the device structure [31].

B.1 Bulk 2D electron transport over liquid 4He on

metal electrodes

In this subsection, we investigate the transport process for bulk 2D electron systems
over liquid 4He on metal electrodes. For zHe ∼ 1 µm and T ∼ 1 K, the electrons
in the system are scattered by helium gas atoms, and ripplons [29, 35, 41]. We first
calculate the effective collision frequencies, which are defined by the relaxation time
in the Drude formula, with the known kinetic theory under the single electron (SE)
approximation [28,29,35,41]. The frequency under the theory is given in Ref. [46] as

1

νse
=

∫ ∞

0

dx
xe−x

νeg + νse
er(x)

, (B.1)

with the collision frequency of the electron-helium gas atom collisions [41]

νeg =
3π2a2Heh̄ngκ0

2m
, (B.2)

and the collision frequency of the electron-ripplon collisions [46]

νse
er(x) ≃

e2

4h̄α

[
F 2
p +

4
√
2

π

FpF⊥√
x

+
F 2
⊥
x

]
. (B.3)

Here, aHe is the scattering length of 4He, ng = (MkBT/2πh̄
2)3/2 exp(−EHe/kBT )

is volume concentration of helium atom with the vaporization energy EHe and the
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4He mass M , Fp = eσκ0

√
mkBT/(6h̄), and α is the surface tension of liquid 4He.

From Eqs. (B.1)-(B.3) and the material constants of 4He in Table B.1, we obtain
νse ≈ 7.2 × 109 s−1 for F⊥ = 6.5 × 102 V/cm, and νse ≈ 4.4 × 109 s−1 for F⊥ = 0
V/cm.

Table B.1: Material constants of 4He [41].
aHe = 6.1 × 10−9 cm
M = 6.65 × 10−24 g
EHe = 9.90 × 10−16 erg
α = 3.7 × 10 dyn/cm

On the other hand, the electron-electron (EE) collision frequency [46,78]

νee = 2.1 n̄
3/4
E

√
e2/m ≈ 2.5× 1011s−1, (B.4)

for the density n̄E = 1.5 × 109 cm−2 in Ref. [31] is much larger than νse. In the
complete control region νee ≫ νse, the momentum relaxation of the electron dis-
tribution is governed by the EE collisions; accordingly the equilibrium distribution
function Ψ0(Ev/kBT ) is shifted to the direction of the drift velocity vD as follows:
Ψcc

0 [(Ev − mv · vD)kBTe], where Ev = mv2/2 is the kinetic energy, and Te is the
effective temperature of electrons [42–46]. We can also approximate Te ≃ T because
of Te − T ≪ 1 for the weak driving field in the systems we treat [41]. From the ki-
netic equation based on this treatment, which is called by the complete control (CC)
approximation, we obtain the effective collision frequency as

νcc = νeg + νcc
er . (B.5)
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Figure B.1: The effective collision frequency νcc across the channel at y = 0 under
the holding field F⊥ in Eq. (A.23) [Fig. A.3 (a)] and κ0 in Eq. (A.32) for VS = 0.38 V
and zh = 1.5 µm. Under the reported holding field F⊥ = 6.5× 102 V/cm in Ref. [34],
νcc is 7.3× 109 s−1.
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with [46]

νcc
er ≃

e2

4h̄α

[
F 2
p +

4√
2π

FpF⊥ + F 2
⊥

]
. (B.6)

In Fig. B.1, we plot νcc across the channel at y = 0 under the holding field F⊥ in Eq.
(A.23) [see Fig. A.3 (a)]. Under the reported holding field F⊥ = 6.5 × 102 V/cm in
Ref. [34], νcc is 7.3× 109 s−1.

To obtain the value of the mean free path

lm =
vD
νcc

=
e

m

F∥

[νcc]2
, (B.7)

we estimate the driving field F∥ for the experiment [31]. As seen in Fig. C.1, F∥
is induced by the applied voltage between the left and the right reservoir electrode.
We can imitate the field by changing the boundary conditions for ϕC in Eq. (2.5) as
follows:

ϕD
C(r;VL, VR) = −eVL

4π

∫
S̄L

dx0dy0

[
2zh

[|r− r0|2 + z2h]
3/2

]
−eVR

4π

∫
S̄R

dx0dy0

[
2zh

[|r− r0|2 + z2h]
3/2

]
, (B.8)

where S̄L and S̄R, respectively, represent the left and the right reservoir electrodes
(see Fig. B.2), and VL and VR are the applied voltage to S̄L and S̄R, respectively.
Using ϕD

C, we define the effective driving field as

F∥(r) =
1

e

∣∣∣∣∂ϕD
C(r;V0 −∆V, V0)

∂y
− ∂ϕD

C(r;V0, V0)

∂y

∣∣∣∣ (B.9)

where ∆V = 2.0 mV is the applied voltage in the experiment [31]. The average value
of F∥(x, y) over −D ≤ y ≤ D at x = 0 is 0.57 V/cm, which leads to lm ≈ 0.19 µm.
Therefore, the system is diffusive [5–11].
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Figure B.2: The boundary condition at z = 0 for ϕD
C: S̄L and S̄R are, respectively,

the light yellow and yellow regions. The electric potential in S̄L and S̄R are VL and
VR, respectively.
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B.2 Estimation of conductance for the electrons in

idealized channel geometry

In this section, we calculate transport coefficients (TC) for the electron system in
idealized geometry of the device structure [31]. In diffusive regions under weak driving
field, the relaxation of electron distribution is realized within much smaller spatial
extent than the scale of the geometry. Therefore, we can adopt the linear relation
j∥(r) = σ(r)F∥(r) with the conductivity σ(r) = n(r)e2/mνcc(r) which consists of
the density n(r) and the derived frequency νcc(r) from the bulk kinetic equation
at each position on the liquid surface [11]. Here, j∥(r) is the current density in
the sureface direction at r. We also ignore the dependence of σ on space, and set
n(r) ≃ n̄E and νcc(r) ≃ 7.3 × 109 s−1, namely disregards the gradual variation of
electric potential as seen in Fig. 2.2 (c) and Ref. [31]. In Fig. B.3 (a), we depict
channel geometry defined by ideal hard walls, with bottlenecks and a gate, which is the
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Figure B.3: (a) The idealized channel geometry with the bottlenecks and the gate.
The channel is defined by only ideal hard walls. (b) The conductance GA and G̃A

as a function of WG under the parameters: LL = 30µm, LS = 20µm, LG = 1.4µm,
WW = 20µm, and WN = 10µm.
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idealized geometry of the device structure [31]. In the following, we call the portion
of −LL/2 ≤ y ≤ LL/2, LS/2 ≤ |y| ≤ LL/2, and −LG/2 ≤ y ≤ LG/2, respectively, the
channel, the bottleneck, and the gate. Here, LL and LS are, respectively, the length
of the channel with and without the bottlenecks, and LG is the length of the gate.

Based on the Poisson equation in the geometry and the Ohm’s law, the resistance
for the bottlenecks and the gate is calculated in Ref. [53] as

RB(ρ)=
ρ

π

{
W 2

W+W 2
N

WWWN

arctanh

[
WN

WW

]
+
W2

W−W2
N

WWWN

arctan

[
WN

WW

]
+log

[
W4

W−W4
N

8W2
WW2

N

]}
,

(B.10)

and

RG(ρ,WG)=ρ
LG

WG

+
ρ

π

{
W 2

N +W 2
G

WNWG

log

[
WN +WG

WN −WG

]
+ 2 log

[
W 2

N −W 2
G

4WNWG

]}
, (B.11)

respectively. Here, ρ is the resistivity, WN and WW are, respectively, the widths at
the narrow and the wide section of the bottleneck, and WG is the gap width of the
gate. Therefore, the resistance in the channel is given by

RA(WG) = ρ0
LS − LG

WN

+ 2RB(ρ0) +RG(ρ0,WG), (B.12)

where ρ0 = mνcc/n̄Ee
2.

In addition, we take into account the change of microscopic TC due to the ex-
istence of hard-wall boundaries with the boundary scattering theory [1, 79–84]. We
calculate the correction of νcc with the Boltzmann equation under the first order ap-
proximation of an in-plane driving field F∥ and a deviation of an electron distribution
function, Ψ1, from an equilibrium electron distribution function Ψ0. Here, Ψ0 is the
product of an equilibrium density distribution function and the Maxwell-Boltzmann
distribution function M(v). Applying F∥ in the y axis direction, the equation is given
by [19,20,80]

v · ∂Ψ1(r,v)

∂r
−

eF∥

m

∂Ψ0(v)

∂vy
= −νccΨ1(r,v), (B.13)

which can be solved under the channel geometry defined by hard walls at x = W/2
and x = −W/2. We assume inelastic electron scattering at the boundaries, which is
called by the diffusive boundary scattering [79,80]. Then, Ψ1 is explicitly given by

Ψ1(r,v) =
eF∥vy
νcckBT

M(v)×

{
[1− e−νcc(x+W )/vx ] (vx ≥ 0)

[1− e−νcc(x−W )/vx ] (vx < 0).
(B.14)

Therefore, we obtain the corrected collision frequency as follows:

ν̃cc(W ) = νcc/

{
1− vth√

πνccW
+

vth√
πνccW

2

∫ ∞

0

dηη exp

[
−
(
η2 +

νccW

vth

1

η

)]}
,

(B.15)
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where vth =
√
2kBT/m is the thermal velocity. We define the resistance under this

correction as

R̃A(WG) = ρ(WN)
LS − LG

WN

+ 2RB[ρ(WW)] +RG[ρ(WG),WG], (B.16)

where ρ(W ) = mν̃cc(W )/n̄Ee
2. For the resistivity in RB in Eq. (B.16), we simply

adopt WW as the channel width.
In Fig. B.3 (b), we plot the conductance GA = 1/RA and G̃A = 1/R̃A as a

function of WG under the parameters:

LL = 30 µm,
LS = 20 µm,
LG = 1.4 µm,
WW = 20 µm,
WN = 10 µm.

(B.17)

In the comparison between GA and the experimental resistance GE [31], GA is about
10 times larger than GE. Although the qualitative behavior between them is similar,
it is not clear whether the linear relation between WG and VG is established. In the
comparison between G̃A and GA, G̃A is almost similar to GA, and thus, the boundary
scattering effect little affect the channel conductance. For these results, we suppose
that both of the non-uniformity by the external potential and the electron correlations
are essential to reproduce the value of and the steplike structure in GE.
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Appendix C

Details on molecular dynamics
simulation method

In this appendix, we give the reason to select constant temperature molecular dynam-
ics (CTMD) with Nosé-Hoover thermostat and constant chemical potential molecular
dynamics (CCMD) to investigate dynamics of the electrons in the experiment, with
the comparison between our method and the experimental setup [31]. In addition,
we propose new grand canonical ensemble molecular dynamics, though the method
is not used for the calculation results in this thesis.

C.1 Reason to select constant temperature and

chemical potential molecular dynamics

In this subsection, we explain why we select CTMD with Nosé-Hoover thermostat and
CCMD to investigate the transport of the electrons in the experiment. The CTMD
we adopt is the established one to reproduce the precise equilibrium state [55–57].
The equations of motions in the CTMD are given by [57]

m
d2rαi
dt2

= −
∑
j(̸=i)

∂ϕI(rij)

∂rαi
− ∂ϕC(ri)

∂rαi
−mζ̇ṙi

α, (C.1)

Qζ
d2ζ

dt2
= 2

[∑
i

mṙ2i
2

− gkBTK

2

]
, (C.2)

where g is the number of degree of freedom of the system. These equations are derived
from the Hamiltonian

H̃T =
∑
i

p̃2i
2ms2

+
∑
i>j

ϕI(rij) +
∑
i

ϕC(ri) +
p2s
2Qζ

+ gkBTK log s, (C.3)

under the transformations: p̃i/s = pi = mṙi, dt̃/s = dt, and log s = ζ. Here, p̃i,
s, ps, and t̃ are, respectively, the conjugate momentum of ri, an involved variable
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with temperature control, the conjugate momentum of s, and time, for the extended
system described by H̃T . On the trajectory along the time evolutions described by
Eqs. (C.1) and (C.2), HT is conserved, and moreover, we can obtain the canonical
ensemble average of any physical quantity as the trajectory is ergodic [57].

We select the chemical-potential gradient by the chemical-potential difference be-
tween two reservoirs as the driving field to imitate the inhomogeneous electric field
and the huge reservoirs in the experiment [31] (see Sec. 2.3. In Fig. C.1, we depict
the setup in the experiment in which the driving field is a time- and space-dependent
field induced by the applied voltage between the left and the right reservoir electrode
under liquid 4He. First, in spite of the dependence of it on time for the experiment,
we select the driving field independent on time. This is because the cycles applied
in the experiment [31], 5.0 × 10−6 s, corresponding to 107 steps of our MD are too
long. Next, we give the formal connection of the driving field between our MD and
the experiment. In our MD, the equations of motion for the electrons in the channel
can be represented as

m
d2rαi
dt2

= −
∑

j(̸=i)⊂SC

∂ϕI(rij)

∂rαi
− ∂ϕC(ri)

∂rαi
−mζ̇ṙi

α − ∂ϕD(ri)

∂rαi
, (C.4)

Qζ
d2ζ

dt2
= 2

[∑
i

mṙ2i
2

−NkBTK

]
, (C.5)

Figure C.1: A schematic view to explain what driving field is used in the experiment
[31]. In the experiment, an alternative voltage is applied between two electrodes
under liquid 4He. The arrangement of the two reservoir electrodes is asymmetric
with regard to the center of the channel. Here, the two red regions under liquid
4He indicate the arrangement of the gate electrode, and the blue circles represent
electrons. The size of each reservoir is about a hundred longer than the channel.
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where SC = {(x, y)| −D < y < D is the region of the channel, and

ϕD(ri) =
∑
j⊂SL

ϕI(rij) +
∑
j⊂SR

ϕI(rij), (C.6)

is the potential due to the electrons in the left and the right reservoirs (see Eqs.
(2.7) and (2.8) in Sec. 2.3). For the state µL > µR, ϕD generates the gradient of the
electric potential to the channel. Thus, the chemical-potential difference has an effect
similar to the inhomogeneous electric potential formally. In addition, the reservoirs
with the varying number of particles is also to imitate the huge reservoirs in the
experiment [31].

To introduce the chemical-potential difference, we select CCMD instead of the
grand canonical ensemble MD (GCEMD) [58,61] because the equations of motion of
GCEMD include to a factor making the system unstable. The equations of motion
in CCMD we adopt are given by

m
d2rαi
dt2

= −
∑
j(̸=i)

∂ϕI(rij)

∂rαi
− ∂ϕC(ri)

∂rαi
− (ν −N)

∂ϕI(rif)

∂rαi
, (C.7)

m
d2rαf
dt2

= −(ν −N)

[∑
i

∂ϕI(rfi)

∂rαf
+

∂ϕC(rf)

∂rαf

]
, (C.8)

Qν
d2ν

dt2
= µ1 −

∑
i

ϕI(rfi)− ϕC(rf), (C.9)

which are derived from the Hamiltonian

HC =
∑
i

p2i
2m

+
∑
i>j

ϕI(rij) +
∑
i

ϕC(ri)

+
p2f
2m

+ (ν −N)

[∑
i

ϕI(rfi) + ϕC(rf)

]
+

p2ν
2Qν

− Uν . (C.10)

Here, rf is the position of the fractional particle, pf is the conjugate momentum of
rf , ν is the ENV, pν is the conjugate momentum of ν, and the potential energy for
ENV is represented as follows:

Uν = N(µ0 + µ1) + kBT log

[
λ2
D

AS

]
+ (ν −N)µ1, (C.11)

with the ideal part µ0 and the excess part µ1 of the chemical potential µ, and the
system area AS. On the other hand, the equations of motion of GCEMD are given
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by

m
d2rαi
dt2

= −
∑
j( ̸=i)

∂ϕI(rij)

∂rαi
− ∂ϕC(ri)

∂rαi
− (ν −N)

∂ϕI(rif)

∂rαi
−mζ̇ṙi

α, (C.12)

m
d2rαf
dt2

= −(ν −N)

[∑
i

∂ϕI(rfi)

∂rαf
+

∂ϕC(rf)

∂rαf

]
−mζ̇ṙf

α, (C.13)

Qζ
d2ζ

dt2
= 2

[∑
i

mṙ2i
2

+
mṙ2f
2

− gkBTK

2

]
, (C.14)

Qν
d2ν

dt2
= e2ζ

[
µ1 −

∑
i

ϕI(rfi)− ϕC(rf)

]
−Qν ζ̇ ν̇, (C.15)

which are derived from the Hamiltonian

H̃G =
∑
i

p̃2i
2ms2

+
∑
i>j

ϕI(rij) +
∑
i

ϕC(ri) +
p2s
2Qζ

+ gkBTK log s

+
p̃2f

2ms2
+ (ν −N)

[∑
i

ϕI(rfi) + ϕC(rf)

]
+

p2ν
2Qν

− Uν , (C.16)

under the transformations: p̃i/s = pi = mṙi, p̃f/s = pf = mṙf , dt̃/s = dt, and
log s = ζ. In comparison between Eq. (C.9) and Eq. (C.15), the latter equation is
dependent on ζ. In non-equilibrium steady states, this brings the system unstable
because ζ increases with time.

To demonstrate the increase, we consider the simulation with GCEMD instead
of our MD with CCMD (see Sec. 2.3). In the simulation with GCEMD, a rate of
change in the internal energy including to the contribution of the fractional particles
is given by

dH0

dt
=

d

dt

[∑
i

mṙ2i
2

+
∑
i>j

ϕI(rij) +
∑
i

ϕC(ri)

+
∑

γ=L,R

{
mṙ2γ
2

+ (νγ −Nγ)
∑
i

ϕI(rγi) + ϕC(rγ)

}]

=
∑
i

mṙi · r̈i +
∑
i̸=j

ṙi ·
∂ϕI(rij)

∂ri
+
∑
i

ṙi ·
∂ϕC(ri)

∂ri

+
∑

γ=L,R

mṙγ · r̈γ + ν̇γ

∑
i⊂Sγ

ϕI(rγi) + ϕC(rγ)


+ (νγ −Nγ)

∑
i⊂Sγ

ṙγ ·
∂ϕI(rγi)

∂rγ
+

∑
i⊂Sγ

ṙi ·
∂ϕI(rγi)

∂ri
+ ṙγ ·

∂ϕC(rγ)

∂rγ


 ,

(C.17)
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which is about zero for steady states. From Eqs. (C.12) and (C.13), the rate reduces
to

dH0

dt
= −2ζ̇

[∑
i

mṙ2i
2

+
∑

γ=L,R

mṙ2γ
2

]
+

∑
γ=L,R

ν̇γ

{∑
i

ϕI(rγi) + ϕC(rγ)

}
. (C.18)

In Eq. (C.18), the kinetic energy in the bracket [· · · ] of the right-hand side is roughly
constant for constant temperature, and the sum over γ = L,R of the right-hand side
is non-zero and positive because ν̇L ≃ −ν̇R and [

∑
i ϕI(rLi) + ϕC(rL)] > [

∑
i ϕI(rRi) +

ϕC(rR) for µ
1
L > µ1

R, i.e.,

∑
γ=L,R

ν̇γ

{∑
i

ϕI(rγi) + ϕC(rγ)

}

≃ ν̇L

[{∑
i

ϕI(rLi) + ϕC(rL)

}
−

{∑
i

ϕI(rRi) + ϕC(rR)

}]
> 0. (C.19)

Therefore, ζ̇ is also non-zero and positive, and thus ζ increases with time, which also
imply that the work to remove the electron with low potential energy and to insert
the electron with high potential energy accumulates to ζ as the heat gkBTKζ. Thus,
we cannot adopt GCEMD to simulate the system in non-equilibrium steady states.

C.2 New grand canonical ensemble molecular dy-

namics

In this subsection, we propose the new Hamiltonian for GCEMD. The equations of
motion derived from the new Hamiltonian do not include the problematic factor for
our purpose. The new Hamiltonian we propose is

H̃NG =
∑
i

p̃2i
2ms2

+
∑
i>j

ϕI(rij) +
∑
i

ϕC(ri) +
p2s
2Qζ

+ gkBTK log s

+
p̃2f

2ms2
+ (ν −N)

[∑
i

ϕI(rif) + ϕC(rf)

]
+

p̃2ν
2Qνs2

− Uν ,

(C.20)

where p̃ν is the conjugate momentum of ν in the extended system described by H̃NG.
In the virtual phase space for the extended system, the equations of motion are
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obtained through canonical equations as

∂ri

∂t̃
=

p̃i

ms2
, (C.21)

∂p̃i

∂t̃
= −

∑
j(̸=i)

∂ϕI(rij)

∂ri
− ∂ϕC(ri)

∂ri
− (ν −N)

∂ϕI(rif)

∂ri
, (C.22)

∂rf

∂t̃
=

p̃f

ms2
, (C.23)

∂p̃f

∂t̃
= −(ν −N)

[∑
i

∂ϕI(rfi)

∂rf
− ∂ϕC(rf)

∂rf

]
, (C.24)

∂s

∂t̃
=

ps
Qζ

, (C.25)

∂ps

∂t̃
=

1

s

[∑
i

p̃2i
ms2

+
p̃2f
ms2

+
p̃2ν
ms2

− gkBTK

]
, (C.26)

∂ν

∂t̃
=

p̃ν
Qνs2

, (C.27)

∂p̃ν

∂t̃
= µ1 −

∑
i

ϕI(rif)− ϕC(rf). (C.28)

We transform these equations with the relations: p̃i/s = pi, p̃f/s = pf , p̃ν/s = pν ,
dt̃/s = dt, and thus obtain the canonical equations in the real phase space as

∂ri
∂t

=
pi

m
, (C.29)

∂pi

∂t
= −

∑
j(̸=i)

∂ϕI(rij)

∂ri
− ∂ϕC(ri)

∂ri
− (ν −N)

∂ϕI(rif)

∂ri
− pi

ps
Qζ

, (C.30)

∂rf
∂t

=
pf

m
, (C.31)

∂pf

∂t
= −(ν −N)

[∑
i

∂ϕI(rfi)

∂rf
− ∂ϕC(rf)

∂rf

]
− pi

ps
Qζ

, (C.32)

∂s

∂t
= s

ps
Qζ

, (C.33)

∂ps
∂t

=
∑
i

p2i
m

+
p2f
m

+
p2ν
m

− gkBTK, (C.34)

∂ν

∂t
=

pν
Qν

, (C.35)

∂pν
∂t

= µ1 −
∑
i

ϕI(rif)− ϕC(rf)−
pνps
Qζ

. (C.36)
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From these equations and the transformation ζ = log s, the equations of motion are
given by

m
d2rαi
dt2

= −
∑
j(̸=i)

∂ϕI(rij)

∂rαi
− ∂ϕC(ri)

∂rαi
− (ν −N)

∂ϕI(rif)

∂rαi
−mζ̇ṙi

α, (C.37)

m
d2rαf
dt2

= −(ν −N)

[∑
i

∂ϕI(rfi)

∂rαf
+

∂ϕC(rf)

∂rαf

]
−mζ̇ṙf

α, (C.38)

Qζ
d2ζ

dt2
= 2

[∑
i

mṙ2i
2

+
mṙ2f
2

+
Qν ν̇

2

2
− gkBTK

2

]
, (C.39)

Qν
d2ν

dt2
= µ1 −

∑
i

ϕI(rfi)− ϕC(rf)−Qν ζ̇ ν̇, (C.40)

which do not include to ζ. Another difference of the equations of motion between
the new and the original GCEMD [61] is the presence of the kinetic energy of ν in
Eq. (C.39), which affects temperature of the system. Therefore, we should select the
value of Qν to be Qν ≃ kBTK/⟨ν̇2⟩. The derived thermodynamic properties from H̃NG

and the grand canonical ensemble average in dynamics described by H̃NG are almost
same as those of H̃G [61]. We also apply the MD described by H̃NG to our model,
and then obtain conductance similar to that in Fig. 3.1 (a).
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Appendix D

Conductance under the various
parameters

In this appendix, we show the conductance in our MD with changing the chemical-
potential difference, the insertion areas of the fractional particles, the electron density,
and the strength of the confining potential. Unless otherwise specified, the parameters
for the simulations is the same as those for the original in the following (see Sec. 2).

First, we show the conductance for the various differences of the chemical poten-
tials. In Fig. D.1, we plot the calculated conductance G in our MD simulations for
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Figure D.1: The DC conductance G versus the gate voltage VG for the chemical-
potential differences ∆µ = 0.1, 0.2, 0.4, 1.0, and 2.0 meV from bottom to top. Here,
the each error bar represents the standard deviation of the ensemble average for each
G.
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the chemical-potential differences ∆µ = 0.1, 0.2, 0.4, 1.0, and 2.0 meV (see Sec. 2.4).
Here, G is ensemble-averaged over 32 different initial conditions. From Fig. D.1, we
can find no steps in the conductance with smaller error bar for each conductance for
the higher difference, and the existence of the steps with larger error bars for the
lower difference. Because the conductance for ∆µ = 0.2 meV is almost identical to
those for ∆µ = 0.1 and 0.4 meV, we verify the linearity of the current in ∆µ for the
certain range.

Second, we carry out the MD simulations with changing the insertion areas AL

and AR, under the chemical potentials µL = 50.1 meV and µR = 50.0 meV. We
calculate the conductance in the simulations for ∆y = 0.0, 0.1, 0.2, 0.3, 0.4, and
0.5 µm of the defined areas as

AL = {(x, y)| − (ymax +∆y) ≤ y ≤ −(ymin +∆y), |x| ≤ xmax}
AR = {(x, y)| (ymin +∆y) ≤ y ≤ (ymax +∆y), |x| ≤ xmax},

(D.1)

with ymin = 31.50 µm, ymax = ymin + 0.5 µm, and xmax = 7.0 µm [see Fig. D.2 (a)].
Here, we set −ymin as the position of the electron present at the furthest left in all of
the electrons for the ground-state configuration depicted in Fig. D.2 (a). In Fig. D.2
(b), we plot the conductance G under the ensemble average over 8 different initial
conditions. We can find the larger magnitude of G as ∆y is smaller. This is natural
for our system in which the electrons in the reservoirs interact each other. For channel
systems connecting two reservoirs, the average current over time in the channel would
be determined by the chemical potential at the two boundaries between the channel
and the reservoir. Furthermore, the modification of the insertion areas AL and AR

changes the space distribution of the chemical potential in the reservoir. In particular,
the shift of AL and AR to the direction of the channel increases the chemical-potential
difference between the two boundaries, which increases the current in the channel.
We also confirm the change of the chemical potential distribution with changing ∆y,
by calculating the chemical potential

µ̂(r) = kBTK ln
[
λ2
Dn(r)

]
+ ϕC(r)− kBTK ln

⟨
exp

[
−ϕW(r, t)

kBTK

]⟩
, (D.2)

which stems from Widom [85–88]. Here, n(r) is the density distribution function [see
Eq. E.1 in Sec. E], and

ϕW(r, t) =
∑
i

ϕI(|r− ri(t)|) (D.3)

is the interaction energy when an electron is hypothetically placed to the position r,
and then the electron does not actually interact with the other electrons.

Third, we calculate the conductance in the MD simulations under V0 = 0.50 V
for the chemical potential of the right reservoir, µR = 50.0, 60.0, 70.0, and 80.0 meV,
where the chemical potential of the left reservoir, µL, is defined as µL = µR + 0.1
meV. For these chemical potentials, the density in the channel is n̄ = 2.2, 2.5, 2.9,
and 3.4 × 108 cm−2 from the low to the high chemical potential. For the insertion

62



areas AL and AR in this calculations, we adopt Eq. (D.1) with ymax = ymin +0.5 µm,
∆y = 0.35 µm, and the obtained ymin as ymin = 30.85, 31.33, 31.71, and 31.95 µm
from the ground-state configuration for µL = µR = 50.0, 60.0, 70.0, and 80.0 meV,
respectively. In Fig. D.3, we show the conductance G under the ensemble average
over 8 different initial conditions. In this figure, G for the higher density shifts to the
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Figure D.2: (a) A schematic diagram for the insertion areas AL (AR) of the fractional
particle in the left (right) reservoir (green areas). Here, ∆y is the separation from the
edge of AL (AR) to the position of the electron present at the furthest left (right) in all
of the electrons. The blue circles indicate the position of electrons in the ground-state
configuration for µL = µR = 50.00 meV. (b) The DC conductance G versus the gate
voltage VG for ∆y = 0.0, 0.1, 0.2, 0.3, 0.4, and 0.5 µm from top to bottom. Here, the
each error bar represents the standard deviation of the ensemble average for each G.
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lower VG direction. This is because the potential energy of the electrons for higher
density exceeds the higher potential barrier in the gate (see Sec. 3).

Fourth, we show the conductance for the reservoir voltage V0 = 0.4, 0.5, 0.6,
and 0.7 V, under the chemical potentials µL = 70.1 meV and µR = 70.0 meV.
For the insertion areas AL and AR in this simulations, we adopt Eq. (D.1) with
ymax = ymin + 0.5 µm, ∆y = 0.35 µm, and the obtained ymin as ymin = 32.17, 31.71,
31.32, and 30.90 µm from the ground-state configuration under µL = µR = 70.0 meV
for V0 = 0.4, 0.5, 0.6, and 0.7 V, respectively. In Fig. D.4, we plot the conductance G
under the ensemble average over 8 different initial conditions. The conductance G for
these voltages shifts to the higher VG direction as V0 is higher. This shift is because the
strength of the point contact is almost determined by the electric potential difference
V0 − VG.
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Figure D.3: The DC conductance G versus the gate voltage VG under V0 = 0.50 V
for the channel density n̄ = 2.2, 2.5, 2.9, and 3.4× 108 cm−2 from right to left. Here,
the each error bar represents the standard deviation of the ensemble average for each
G.

64



0

1

0.0 2.0 4.02.0− 6.0
)V(VG

2

)
M(

1−
Ω

G

V)(7.00 =V
6.00 =V
5.00 =V
4.00 =V

0

1

0.0 2.0 4.02.0− 6.0
)V(VG

2

)
M(

1−
Ω

G

V)(7.00 =V
6.00 =V
5.00 =V
4.00 =V
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Appendix E

Calculation method of physical
quantities

The one-particle quantities we calculate are the density distribution function averaged
over the 0.1 µm square δr centered around the position r:

n(r) =

⟨∑
i

δ(r− ri(t))

⟩
, (E.1)

the average potential energy of electrons in δr,

Φ(r) = ⟨ϕ(ri, t) |(δr)1 ⟩ , (E.2)

the standard deviation of temporal fluctuation of Φ(r),

σ(r) =
{⟨

|ϕ(ri, t)− Φ [ri(t)]|2
∣∣∣ (δr)1⟩} 1

2
, (E.3)

and the root mean square (RMS) of the electric field,

F (r) =
{⟨

|∇iϕ(ri, t)|2
∣∣∣ (δr)1⟩} 1

2
, (E.4)

where ⟨· · · |(δr)1⟩ represents the ensemble average under a conditional time average
for electrons in δr, when electrons are present in δr. Here, δr is created by dividing
the xy plane into 0.1 µm square mesh, and n in (δr)n denotes that the averaged
quantity is the n-particle quantity. The conditional time average is defined by

1

tP(δr)

∫ tT

0

dt

∫
δr

d2r′
∑
i

δ [r′ − ri(t)] · · · ,

where tT is the calculation time, and

tP(δr) ≡
∫ tT

0

dt

∫
δr

d2r′′
∑
k

δ [r′′ − rk(t)]
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is the total presence time of electrons in δr. We also confirm that the quantities are
almost in agreement with those calculated with δr to be 0.05 µm squares. In addition,
we use another conditional average for a two-particle quantity as follows:

⟨· · · |(S)m2 ⟩=

⟨
1

t2P(S;m)

∫ tT

0

dtδ(m−NS(t))

∫
S

d2r′
∫
S

d2r′′
∑
i>j

δ[r′−ri(t)]δ[r
′′−rj(t)] · · ·

⟩
E

,

(E.5)

where ⟨· · · ⟩E is the ensemble average, NS(t) is the number of electrons in an area S
at time t:

NS(t) =

∫
S

d2r′
∑
k

δ [r′ − rk(t)] ,

and t2P(S;m) is the product of the number of pairs among m electrons and the
presence time when just m electrons are present in S,

t2P(S;m) =

∫ tT

0

dtδ [m−NS(t)]

∫
S

d2r′
∫
S

d2r′′
∑
k>l

δ [r′ − rk(t)] δ [r
′′ − rl(t)] .

Thus, ⟨· · · |(S)m2 ⟩ describes the ensemble and the conditional time averages, among
m electrons in S, when just m electrons are present in S. Incidentally, all of the
introduced quantities in this chapter are time and ensemble averaged over 1,200,000
time steps and 32 different initial conditions, respectively.
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Appendix F

Fluctuation properties

In this appendix, we first show the distribution of temporal variation of electric
potential, to demonstrate that the Gaussian approximation in Sec. 4.1 is appropriate.
Next, we compare the calculated electric field in our MD with one of the previous
studies [64].

In Fig. F.1, we compare the directly calculated potential distribution in terms
of the MD simulation with the normal distribution with the calculated standard
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Figure F.1: The potential distributions φ(ϵ;SF) (red circles), and the normal dis-
tributions with σF as the standard deviation (black line), at (a) VG = 0.05 V, (b)
VG = 0.10 V, (c) VG = 0.15 V, and (d) VG = 0.28 V.
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deviation. The potential distribution is calculated with the following equations;

φ(ϵ; r) = ⟨δ [ϵ− {ϕ(ri, t)− Φ(ri(t))}] |(δr)1 ⟩ , (F.1)

and

φ(ϵ;SF) =

∫
SF

d2rf(ϵ;SF)φ(ϵ; r), (F.2)

where ⟨. . . |(δr)1 ⟩ and Φ in Eq. (F.1) are introduced in Appendix E, and SF and
f(ϵ;SF) in Eq. (F.2) are defined in Eq. 3.1. The normal distribution with the
standard deviation σF in Fig. 3.3 is given by

1√
2πσ2

F

exp

[
− ϵ2

2σF

]
. (F.3)

From Fig. F.1, we believe that the Gaussian approximation for the potential distri-
bution in Sec. 4.1 is quite reasonable.

We next demonstrate that our simulation semi-quantitatively reproduces temporal
fluctuation of the electric field which occurs from density fluctuation [64], as with the
potential fluctuation. In Ref. [64], the fluctuational field for classical 2D electrons
interacting through the bared Coulomb potential is introduced as

FC =
√⟨

|FC|2
⟩
=

√
ΞC(Γ)n

3/2
s kBT (F.4)

with the numerical factor ΞC(Γ)

ΞC(Γ) =

∫
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Figure F.2: The RMS of electric field F (r) in the region of |y| ≤ 5 µm in the channel
at VG = 0.38 V. The curve at the right of the field distribution shows the averaged

density profile across the channel, nx(x) =
1
L

∫ L/2

−L/2
dy n(r) with L = 10.0 µm.
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where g̃(rn
1/2
s ; Γ) is the pair correlation function of the inter-electron distance scaled

by n
−1/2
s . They examined the above expressions by Monte Carlo simulations in ex-

tensive plasma parameters in the range of 10 < Γ < 200. To simplify the comparison
between the fluctuation in our MD and Eq. (F.4), we investigate the electric field
in the region of |y| ≤ 5 µm without the point contact, where the calculated density
from the inter-electron separation r̄ = 0.809 µm in the region is 1.94× 108cm−2.

Under the density, Γ, and TK, Eq. (F.4) yields FC = 19.5 V/cm. On the other
hand, the directly calculated electric field with Eq. (E.4) in our simulations is given
by

F̄ =

∫
|y|<5µm

d2rf(r; |y| < 5µm)F(r) ≈ 11.9 V/cm, (F.5)

where the normalized distribution function f(r; |y| < 5µm) is introduced in Eq. (3.2).
The difference 7.6 V/cm originates partially in the screening effects for our system,
and the existence of edges in the channel. First, we estimate the ratio of the electric
field in our system to the bare Coulomb field, in the approximation that the pair
correlation function is the step function of |r| − r̄. The ratio is given by√∫∞

0
drrθ(r − r̄) |∇ϕI(r)|2√∫∞

0
drrθ(r − r̄)

∣∣∇1
r

∣∣2 ≈ 0.906. (F.6)

where the step function θ is introduced in Eq. (2.7). Therefore, FC may reduces to
0.906 × FC = 17.7 V/cm as the screening exists. We next consider the reduction of
electric field of the electrons at the edges. Electrons along the edges are surrounded by
four electrons against interior electrons with the six neighboring electrons on average.
Because of the dominant contribution of the neighboring electrons on the fluctuational
field [69], the edge electrons ought to have two third times as strong fluctuational
field as the interior electrons have. This is reasonably confirmed from F (r) and n(r),
depicted in Fig. F.2. In addition, it is found from the figure that electrons in the
channel are organized into five high-density lines. From this discussion, the value
of FC in the channel should be {(3/5) + (2/5)× (2/3)} × 0.906 × FC = 15.3 V/cm
whose difference from F̄ is about 20 percent. Therefore, we expect that fluctuation
dynamics of electrons in our system is consistent with that of the previous studies
and thus the potential fluctuation shows valid values.
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