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origin	of	gold	(r-process	elements)	is	sWll	unknown…	
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who	made	the	r-process	elements?	

neutron-star	mergers	
(since	LaZmer+1974;	 	 	

	 	 					Symbalisty+1982)	
v n-rich	ejecta	from	coalescing	

NS-NS	or	BH-NS		
v recent	studies	show	promise	

core-collapse	supernovae	
(since	Burbidge+1957;		

	 					Cameron	1957)	
v n-rich	ejecta	nearby	proto-NS	
v typical	SNe	appear	to	make	

only	weak	r-process	nuclei	
NPCSM2016	 Wanajo	 3	



“universality”	of	the	r-process	
surviving	old	stars	record	
nucleosynthesis	memories	
in	the	early	universe	
	
v r-process	enhanced	

stars	show	constant	
abundance	paaerns		
for	50	<	A	<	80	

v the	r-process	appears	
to	be	robust	for	A	≥	56	
and	to	have	variaWons	
for	A	<	50	and	A	>	80	
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HD 115444: Westin et al. (2000) 
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HE 1523-0901: Frebel et al. (2007)

Individual stellar abundance offsets with respect to Simmerer et al. (2004)

Figure 11
(a) Comparisons of n-capture abundances in six r-process-rich Galactic halo stars with the Solar-system r-only abundance distribution.
The abundance data of all stars except CS 22892-052 have been vertically displaced downward for display purposes. The solid light
blue lines are the scaled r-only Solar-system elemental abundance curves (Simmerer et al. 2004, Cowan et al. 2006), normalized to the
Eu abundance of each star. (b) Difference plot showing the individual elemental abundance offsets; abundance differences are
normalized to zero at Eu (see Table 1 and Table 2) for each of the six stars with respect to the Solar-system r-process-only abundances.
Zero offset is indicated by the dashed horizontal line. Symbols for the stars are the same as in panel a. (c) Average stellar abundance
offsets. For individual stars all elemental abundances were first scaled to their Eu values, then averaged for all six stars, and finally
compared to the Solar-system r-only distribution.
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supernovae:	not	such	neutron-rich?		

v supernova	models	(ECSN	and	
neutrino-driven	wind)	explain	
producWon	of	only		weak	r-
elements	up	to	A	~	110	

NPCSM2016	 5	Wanajo	

Nishimura,	Takiwaki,	Thielemann	2015	
The r-process in the various jet-like explosions of MHD-SNe 17
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Fig. 13.— The final abundances of all explosion models are
plotted with the solar r-process pattern (Arlandini et al. 1999).
Rad lines indicate the results for the prompt-jet and a green line
corresponds to the delayed-jet, respectively.

B12β4.00, successfully produce heavy r-process nuclei,
including the second and the third peaks and actinides,
although the abundances of lighter isotopes have disper-
sion. On the other hand, the final abundance curve of
a delayed-model (B11β0.25) reaches up to the second r-
process peak, where heavier nuclei (A > 100) are severely
underproduced. These similarities and difference in the
final abundances among our MHD-SN models are con-
sistent with discussion in Section 3.3, which is based on
Ye-histograms in Figure 10.
The final abundances of Figure 13 are results of nucle-

osynthesis calculations based on the same nuclear physics
input, i.e., experimental and theoretical masses, reaction
rates, and decay properties. Therefore, each nucleosyn-
thesis abundance pattern reflects the property of each
hydrodynamical model, determined by stellar rotation
and magnetic fields. Our results clearly indicate that ro-
tation and magnetic fields of stellar models change the
r-process nucleosynthesis, i.e., the nucleosynthesis signa-
ture of MHD-SNe have a wide variety caused by dynam-
ical properties of stellar evolution models. In particular,
the prompt and delayed models appears to have individ-
ual characteristics in r-process yields.
All of the prompt-jet models, which are energetic jet-

like explosions, have the similar feature of the r-process
yields, although initial conditions and the details of fol-
lowing explosion process are different. On the other
hand, the weaker explosion of the delayed-jet, produces
elements up to the second peak. The physical properties
of MHD-SN explosion models continuously vary depend-
ing on initial rotation and magnetic fields. Thus, the
transition of nucleosynthesis yields from the prompt-jet
to the delayed-jet appears to indicate the existence of
a threshold for the production of r-process nuclei. Al-
though we found qualitative difference between prompt
and delayed jets, the number of explosion models in the
current study is insufficient to identify these thresholds.
Further systematic parameter studies are necessary for
the clarification.

4.1.2. Physical uncertainties

The calculated r-process yields have uncertainty due
to nuclear physics input for the reaction network. As

TABLE 5
Masses of r-process elements and the total ejecta

Model r-process mass ejected mass
(10−2M⊙) (10−2M⊙)

B11β0.25 0.957 2.68
B11β1.00 1.53 2.15
B12β0.25 1.26 3.55
B12β1.00 1.66 4.37
B12β4.00 2.45 8.57

Note. — The amount of r-process elements in ejecta and the
total ejected mass in the solar mass for our MHD-SN explosion
models.

described in the previous section, the prompt-jet repro-
duces solar r-process abundances well, while there ex-
isted deviations around the second and the third peak
and an underproduction of the rare-earth peak region
(Figure 13). It has been pointed out that the deficiency
is mostly caused by nuclear physics uncertainty (compare
with, e.g., Winteler et al. 2012, utilizing the same FRDM
(1995) mass model). Improvement of this mass model,
which is a new FRDM (see, Möller et al. 2012; Kratz
et al. 2014), or different mass models, e.g., HFB (Goriely
et al. 2009, 2010) are expected to solve this problem. Of
course, resolving these nuclear physics uncertainties is
important, however, as long as we focus on global fea-
tures of abundance patterns, e.g., the relative amounts
of the second and third peaks and the heaviest nuclei
produced r-processes, the difference due to explosion dy-
namics is much larger. Therefore, the current discussion
on the r-process in the MHD-SNe models, i.e., the impact
of explosion dynamics on nucleosynthesis, are expected
to be applicable to results by different reaction networks
as demonstrated in previous studies (see, e.g., Nishimura
et al. 2006; Fujimoto et al. 2008).
Beside the nuclear reaction network, the physics

of proto-neutron stars has additional uncertainties.
The evolution of neutron-richness (or Ye) during core-
collapse, bounce and the early phase of ejection is in-
fluenced by weak interactions. As shown in Figure 11,
the Ye of ejecta has significant changes within a reason-
able range of variation for the radius of PNS, adopting
±20% of the standard value. Following this evaluation,
we recalculate r-process nucleosynthesis, of which results
are shown in Figure 14. Each explosion model has the
final abundances of the “standard Ye” (the case of high
resolution in Figure 12) with different sets of Ye’s that
correspond to the small-Rν and large-Rν (described in
Section 3.3), respectively.
For prompt-jet models (B11β1.00, B12β0.25,

B12β1.00, and B12β4.00), the global feature of abun-
dance patterns remains, although effects of the Ye
variation on final abundances appear in the amount
of the rare earth peak, actinides, and digs around the
second and the third peaks. We should recall that these
isotopes are also sensitive to nuclear physics inputs for
reaction network calculations. Therefore, we can argue
that the prompt-jet of MHD-SNe produces and ejects
heavy r-process nuclei, reproducing the solar abundance
curve within the uncertainty of Ye. Although, we need
further studies, based on more sophisticated treatment
of the neutrino transport, in order to determine the

The Astrophysical Journal Letters, 770:L22 (6pp), 2013 June 20 Wanajo
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Figure 3. Top: mass-integrated nuclear abundances, which are compared with
the solar r-process abundances (circles) that shifted to match the third peak
height (A ∼ 200) for the 2.4 M⊙ model. Bottom: ratios of mass-integrated
abundances relative to the solar r-process abundances (scaled at A = 90).
(A color version of this figure is available in the online journal.)

M = 2.4 M⊙ model. As anticipated from the lower panel of
Figure 2, only the extreme model of M = 2.4 M⊙ satisfactorily
accounts for the production of heavy r-process nuclei up to Th
(A = 232) and U (A = 235 and 238). The 2.2 M⊙ model reaches
the third peak abundances but those beyond. The 2.0 M⊙ model
reaches the second (A ∼ 130) but the third peak abundances. We
find no strong r-processing for the models with M < 2.0 M⊙.

We find, however, quite robust abundance patterns below A ∼
110, which appears a fundamental aspect of nucleosynthesis in
PNS winds. The double peaks at A ≈ 56 and 90 with a trough
between them are formed in quasi-nuclear equilibrium (QSE;
!4 GK). Note also that the overproduction of N = 50 species
88Sr, 89Y, 90Zr (Woosley et al. 1994; Wanajo et al. 2001) is
not prominent in our result. This is due to the short duration
of moderate S (<100 kB nucleon−1; Figure 1) with Ye ∼ 0.45
(Figure 3), in which the N = 50 species copiously form in QSE.
The lower panel of Figure 3 shows the ratios of nucleosynthetic
abundances relative to their solar r-process values (normalized
at A = 90). For 2.2 M⊙ and 2.4 M⊙ models, the ratios are more
or less flat between A = 90 and 200, although deviations from
unity are seen everywhere.

Table 1 provides the masses (in units of 10−5 M⊙) of the total
ejecta, 4He, those with A > 100, Sr, Ba, and Eu, for all the
PNS models. The total ejecta masses span a factor of six with
smaller values for more massive PNSs. The larger fractions of
4He in more massive models, however, lead to the ejecta masses

Table 1
Ejecta Masses (in Units of 10−5 M⊙)

M/M⊙ 1.2 1.4 1.6 1.8 2.0 2.2 2.4

Total 219 143 100 74.1 56.7 44.6 36.0
4He 122 92.7 71.9 56.9 45.8 37.4 31.0
A > 100 2.19 2.75 2.76 2.27 1.78 1.37 0.893
Sr 3.61 1.92 1.09 0.627 0.346 0.177 0.0764
Ba 0.00 0.00 0.00 0.00 0.0420 0.0373 0.0199
Eu 0.00 0.00 0.00 0.00 0.00452 0.00585 0.00305

for A > 100 (total masses of r-process nuclei) ranging only
a factor of 2.5. The masses of Sr range a factor of 50 with the
greater amount for less massive models. Ba and Eu are produced
only in the massive models with M " 2.0 M⊙.

Studies of Galactic chemical evolution estimate the average
mass of Eu per CCSN event (if they were the origin) to be
∼10−7 M⊙ (Ishimaru & Wanajo 1999), that is, ∼a few 10−5 M⊙
for the nuclei with A > 100. Taken at the face value, the Eu
masses for M " 2.0 M⊙ reach 30%–60% of this requirement.
The fraction of events with such massive PNSs would be limited
to no more than ∼20% of all CCSN events (e.g., !25 M⊙). The
masses of Eu from these massive PNSs are, therefore, about
10 times smaller than the requirement from Galactic chemical
evolution (the same holds for Ba). Note that, for massive PNS
cases, the ejecta masses would be further reduced by fallback
or black hole formation (Qian et al. 1998; Boyd et al. 2012).
For Sr, the required mass per CCSN event is estimated to be
∼2 × 10−6 M⊙ from the solar r-process ratio of Sr/Eu = 16.4
(Sneden et al. 2008). The low-mass PNS models, which may
represent the majority of CCSNe, thus overproduce Sr by about
a factor of 10. The amount of QSE products such as Sr, Y, and
Zr is, however, highly dependent on the multi-dimensional Ye
distribution in early times (t < 1 s; Wanajo et al. 2011b).

Figure 4 compares the mass-integrated abundances with those
of Galactic halo stars. Two well-known objects are taken as
representative of r-process-poor (HD 122563, left panels; Honda
et al. 2006; Roederer et al. 2012) and r-process-rich (CS 31082-
001, right panels; Siqueira Mello et al. 2013) stars with the
metallicities [Fe/H] = −2.7 and −2.9, respectively. These stars
have [Eu/Fe] = −0.52 and +1.69, respectively, well below
and above the average value of ≈ +0.5 at [Fe/H] ≈ −3. The
top and bottom panels show, respectively, the mass-integrated
abundances and their ratios relative to the stellar abundances,
which are normalized to the stellar abundances at Z = 40.

In the left panels, we find that the 1.2 M⊙ and 1.4 M⊙ models
result in reasonable agreement with the stellar abundances
between Z = 38 (Sr) and Z = 48 (Cd). The 2.0 M⊙ model nicely
reproduces the abundance pattern of HD 122563 up to Z = 68
(Er) but somewhat overproduces the elements of Z = 46–48 (Pd,
Ag, Cd). It could be thus possible to interpret that the abundance
signatures of r-process-poor stars were due to a weak r-process
that reaches Z ∼ 50 (M < 2.0 M⊙) or 70 (M = 2.0 M⊙)
with or without additional sources for Z > 50, respectively. In
the right panels, we find that the stellar abundances between
Z = 38 (Sr) and Z = 47 (Ag) are well reproduced by massive
models with M " 1.6 M⊙. The models with M = 2.2 M⊙ and
2.4 M⊙ produce the heavier elements with a similar pattern to
that of CS 31082-001 but with a smaller ratio. Because of the
insufficient production of Eu (Table 1), our PNS models would
not account for the high [Eu/Fe] value in this star. The winds
from such massive PNSs (M ! 2.0 M⊙) could be, however,
still the source of the low-level abundances (factor of several

4

Wanajo	2013	

v magneWcally	driven	explosions	
may	produce	heavy	r-process	
elements	(but	depending	on	
unconstrained	free	parameters)	



NS	merger	scenario:	most	promising?	
v coalescence	of	binary	NSs	

expected	~	10	–	100	per	Myr	in	
the	Galaxy	

v first	~	0.1	seconds	
dynamical	ejecWon	of	n-rich	
maaer	up	to	Mej	~	10-2	M¤	
(today’s	talk)	

v next	~	1	second	
neutrino	or	viscously	driven	wind	
from	the	BH	accreWon	torus	up	to	
Mej	~	10-2	M¤	??	
(see	the	talk	by	R.	Fernandez)	
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neutron	star	mergers:	too	neutron-rich?	

v fission	cycle	leads	to	robust		
r-paaern	for	only	A	>	120	with	
too	small	A	<	120	nuclei	

v fission	cycle	itself	is	not	“the”		
r-process	

4 Goriely et al.
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Fig. 2.— Representation of dominant fission regions in the (N,Z)
plane. Nuclei for which spontaneous fission is estimated to be faster
than �-decays are shown by full squares, those for which �-delayed
fission is faster than �-decays by open squares, and those for which
neutron-induced fission is faster than radiative neutron capture at
T = 109 K by diamonds.

jor role.
The final mass-integrated ejecta composition is shown

in Fig. 4. The A = 195 abundance peak related to
the N = 126 shell closure is produced in solar distri-
bution and found to be almost insensitive to all input
parameters such as the initial abundances, the expansion
timescales, and the adopted nuclear models. In contrast,
the peak around A = 140 originates exclusively from
the fission recycling, which takes place in the A ' 280–
290 region at the time all neutrons have been captured.
These nuclei are predicted to fission symmetrically as vis-
ible in Fig. 4 by the A ' 140 peak corresponding to the
mass-symmetric fragment distribution. It is emphasized
that significant uncertainties still a↵ect the prediction of
fission probabilities and fragment distributions so that
the exact strength and location of the A ' 140 fission
peak (as well as the possible A = 165 bump observed
in the solar distribution) depend on the adopted nuclear
model.
While most of the matter trajectories are subject to a

density and temperature history leading to the nuclear
flow and abundance distribution described above, some
mass elements can be shock-heated at relatively low den-
sities. Typically at ⇢ > 1010 g/cm3 the Coulomb e↵ects
shift the NSE abundance distribution towards the high-
mass region (Goriely et al. 2011), but at lower densities,
the high temperatures lead to the photodissociation of all
the medium-mass seed nuclei into neutrons and protons.
Nucleon recombination may occur during the decompres-
sion provided the expansion timescale of the trajectories
is long enough. For a non-negligible amount of ejected
material, this recombination is indeed ine�cient so that
light species (including D and 4He) are also found in the
ejecta (Fig. 4). The final yields of A < 140 nuclei re-
main, however, small and are not expected to contribute
to any significant enrichment of the interstellar medium
compared to the heavier r-elements.

4. ELECTROMAGNETIC COUNTERPARTS

Radioactive power through �-decays, fission processes
as well as late-time ↵-decays will heat the expanding
ejecta and make them radiate as a “macro-nova” (Kulka-
rni 2005) or “kilo-nova” (Metzger et al. 2010) associ-
ated with the ejection of nucleosynthesis products from
the merger (Li & Paczyński 1998). The time evolu-
tion of the corresponding total mass-averaged energy re-
lease rate available for heating the ejecta (i.e., energy
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solar r-abundance distribution (dotted circles).

escaping in neutrinos is not considered) is plotted in
Fig. 3 for both the 1.35–1.35M� and 1.2–1.5M� bina-
ries. While hQ(t)i and the average temperature evolu-
tion di↵er only slightly between both NS-NS systems, the
ejecta masses M

ej

and mass-averaged expansion veloci-
ties v

exp

di↵er considerably. While we find for the sym-
metric system v

exp

⇡ 0.31c (c being the speed of light)
and M

ej

⇡ 3 ⇥ 10�3 M�, corresponding to a total heat-
ing energy of E

heat

⇡ 2 ⇥ 1049 erg or 3.4MeV/nucleon,
the numbers for the asymmetric case are v

exp

⇡ 0.23c,
M

ej

⇡ 6 ⇥ 10�3 M� and E
heat

⇡ 4 ⇥ 1049 erg (again
3.4MeV/nucleon)1. This must be expected to lead to
significant di↵erences in the brightness evolution of the
kilo-nova because its peak bolometric luminosity scales

with L
peak

/ v1/2
exp

M1/2
ej

and, for free expansion (v
exp

=

const), is reached on a time-scale t
peak

/ v�1/2
exp

M1/2
ej

(Metzger et al. 2010; Arnett 1982).
We calculate an approximation of the light-curves of

1 In the simulations with the LS220 EOS we obtain v
exp

⇡ 0.28c
for the symmetric and v

exp

⇡ 0.24c for the asymmetric binary.

Goriely+2011	(also	similar	results	by	Korobkin+2011;	Rosswog+2013)	
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Wdal	(or	weakly	shocked)	ejecWon	
of	“pure”	n-maaer	with		Ye	<	0.1	

The Astrophysical Journal Letters, 738:L32 (6pp), 2011 September 10 Goriely, Bauswein, & Janka
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(A color version of this figure is available in the online journal.)

Figure 2. Representation of dominant fission regions in the (N, Z) plane. Nuclei for which spontaneous fission is estimated to be faster than β-decays are shown by
full squares, those for which β-delayed fission is faster than β-decays by open squares, and those for which neutron-induced fission is faster than radiative neutron
capture at T = 109 K by diamonds.
(A color version of this figure is available in the online journal.)

et al. 2009). The main fission region is illustrated in Figure 2.
The fission fragment distribution is taken from Kodoma &
Takahashi (1975), and the fragment mass and charge asymmetry
are derived from the HFB-14 prediction of the left–right asym-
metry at the outer saddle point. Due to the specific initial condi-
tions of high neutron densities (typically Nn ≃ 1033–1035 cm−3

at the drip density), the nuclear flow during most of the neutron

irradiation will follow the neutron-drip line. For these nuclei at
T ! 2–3 × 109 K, (n, 2n) and (2n, n) reactions are faster than
(γ ,n) and (n,γ ) reactions and must be included in the reaction
network. The (n, 2n) rates are estimated with the TALYS code
and the reverse rates from detailed balance expressions.

For drip-line nuclei with Z " 103, fission becomes efficient
(Figure 2) and recycling takes place two to three times before
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1.3+1.3 M¤  neutron star merger with 
full-GR and neutrino transport (SFHo)  
 

     simulation by Yuichiro Sekiguchi	
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r-process	in	merger	ejecta	(Ye	=	0.09)	
(n,	γ)	and	β-decay	based	on	HFB-21		



NPCSM2016	

weak	interac?on	saves	merger	scenario	

v positron	capture	and	neutrino	
absorpWon	on	free	nucleons	
result	in	less	neutron-rich	
ejecta	with	Ye	~	0.1-0.45	

Wanajo	 11	
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nucleosynthesis	abundances	in	the	ejecta	Wanajo+2014	



Recent result with finite-temperature EOS 
` Multi-EOS study (Thanks to M. Hempel) 
` GR  approximate  ν-rad                                                                                    

hydro simulation 

` Adopted EOS 
 

` TM1 (Shen EOS) 
 

` TMA 
 

` DD2 
 

` IUFSU 
 

` SFHo 
     Consistent with 

` NS radius estimation 
` Chiral effective theory 
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Sekiguchi+2015;	1.35+1.35	M¤	NSs	
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NPCSM2016	

dependence	on	EOSs	

v soqer	EOS	predicts	less	heavy	r-process	products,	but	
v effects	of	EOSs	are	mild	to	r-process		(good	for	universality?)	
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Wanajo+2016;	in	prep.	



NPCSM2016	

uniqueness	of	double	NS	binaries	

v binaries	have	various	NS	masses	(1.2-2.0	M¤),	but	for	
v double	NS	binaries	(~	1.21-1.43	M¤,	but	see	MarWnez+2015)	
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Kiziltan+2013	

The Astrophysical Journal, 778:66 (12pp), 2013 November 20 Kiziltan et al.

Figure 1. Measured masses of radio pulsars. All error bars indicate the central
68% confidence limits. Vertical solid lines are the peak values of the underlying
mass distribution for DNS (m = 1.33 M⊙) and NS–WD (m = 1.55 M⊙)
systems. The dashed and dotted vertical lines are the central 68% and 95%
predictive probability intervals of the inferred mass distribution in Figure 2.
Systems marked with asterisks are found in globular clusters.

inclusion of mass estimates of NSs in X-ray binaries along with
these more secure measurements would potentially perturb the
homogeneity of the sample and the coherence of the inference.

For an all-inclusive assessment of NS masses, more sophis-
ticated hierarchical inference methods may be required. For
sparse data, a proper statistical treatment of different systematic
effects and a priori assumptions is not trivial. Also, the expected
loss in precision may outweigh the gain obtained from a more
detailed approach. Without properly tested and calibrated tools,
further inclusion of NSs whose masses are not measured by
pulsar timing in radio may just contaminate the sample and can
therefore be misleading (e.g., see Steiner et al. 2010).

4.1. Statistical Model

Here, we present the statistical model to estimate the NS
mass distribution. The approach is based on a formulation that
incorporates errors in the measurements of NS mass estimates.
Specifically, the model formulation:

mi = Mi + wi, i = 1, . . . , n, (12)

where, for the ith NS, mi is the estimate of the NS mass Mi

and wi is the associated error. We thus need a model for the
NS mass distribution and the measurement error distribution.
Evidently, the key focus of inference is the NS mass distribution,

but a flexible specification for the error distribution is needed
to ensure that this inference is not biased. At the same time,
the model specification must take into account the limited
amount of data. The proposed modeling approach achieves a
balance between these considerations and, importantly, enables
a relatively straightforward implementation of inference through
posterior simulation computational methods.

Visual inspection of the pulsar mass estimates (see Tables 1
and 2 and Figure 1) suggests that skewness may be present in
the NS mass distribution, at least for the NS–WD systems. It is
therefore important to extend the normality assumption, which
is implicit in the existing estimation methods. Furthermore, it
is clear from the error bars of the pulsar mass estimates that
an asymmetric measurement error distribution is needed for
some of the observations, especially for the DNS systems. The
statistical model developed below allows for skewness both
in the NS mass distribution and the error distribution while
encompassing the normal distribution for either as a special
case.

The pulsars in less constrained systems (e.g., with only one
PK parameter determined) typically have asymmetric measure-
ment errors. The flexibility of the statistical modeling approach
developed here allows us to take full advantage of all available
mass measurements in Tables 1 and 2. It is noteworthy that the
model is generic enough so it can be adopted to other similar
astrophysical problems and serve as a useful reference.

Regarding the model for the NS mass distribution, we work
with a skewed normal distribution with a density function
given by

SN(M | µ, σ,α) = 2
σ

φ

(
M − µ

σ

)
Φ

(
(M − µ)α

σ

)
, (13)

where φ(·) and Φ(·) denote the density function and cumulative
distribution function (CDF), respectively, of the standard normal
distribution. Here, µ ∈ R is a location parameter, σ ∈ R+ is a
scale parameter, and α ∈ R is a skewness parameter. This model
was studied by Azzalini (1985) and is one of the more commonly
used skewed normal distributions. Note that α = 0 yields the
normal distribution with mean µ and standard deviation σ as a
special case of Equation (13), which highlights the role of α as a
skewness parameter. In particular, positive/negative values of α
result in right/left skewness for the density in Equation (13).
Hence, an appealing feature of this model is that, within
the context of Bayesian inference, we can make probabilistic
assessments for skewness of the NS mass distribution relative
to a normal distribution through, for instance, a posterior interval
estimate for parameter α. As we will discuss in Section 4.2, we
find some evidence for skewness in the NS mass distribution
corresponding to the NS–WD systems, but not for the DNS
systems.

Next, we describe the model for the error distribution, which
is motivated by the process used to produce the pulsar mass
estimates and the associated error bars. For each pulsar (either
from a NS–WD or a DNS system), an empirical density
curve for its mass is constructed based on how well the PK
parameters of the system can be constrained. We generically
denote the final constructed density for the ith pulsar as hi(m)
and note that, although it is unimodal, it may be asymmetric
(especially for pulsars that are in a system for which only one
PK parameter can be constrained), resulting in the asymmetric
error bars reported for some of the systems in Tables 1 and 2.
The pulsar mass estimate, mi, is obtained as the mode of
this density, whereas the error bars, +ui / − ℓi , define the
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Figure 2. Posterior predictive density estimates for the NS mass distribution.
DNS systems (dashed line) and NS–WD systems (solid line) mass densities
have respective peaks at 1.33 M⊙ and 1.55 M⊙. The 68% and 95% posterior
predictive intervals are given by (1.21 M⊙, 1.43 M⊙) and (1.10 M⊙, 1.55 M⊙)
for the DNS systems, and by (1.35 M⊙, 1.81 M⊙) and (1.13 M⊙, 2.07 M⊙) for
the NS–WD systems.

1.55 M⊙, respectively. We can also sample from the posterior
predictive distribution by sampling from the SN(M0 | µ, σ,α)
distribution (using its normal mixture stochastic representation)
for each posterior sample of (µ, σ,α). The resulting samples
quantify the posterior predictive uncertainty around the NS mass
density peaks. In particular, for the DNS systems, the 68%
and 95% posterior predictive intervals are (1.21 M⊙, 1.43 M⊙)
and (1.10 M⊙, 1.55 M⊙), whereas for the NS–WD systems the
corresponding intervals are given by (1.35 M⊙, 1.81 M⊙) and
(1.13 M⊙, 2.07 M⊙).

It is noteworthy from Figure 2 that the NS–WD systems
posterior predictive density suggests positive skewness in the
NS mass distribution. This is also reflected in the posterior
distribution for the skewness parameter α given the NS–WD
systems data; specifically, the posterior mean for α is 0.90
and Pr(α > 0 | data) = 0.78. In contrast, the corresponding
results for the DNS systems data are E(α | data) = −0.03 and
Pr(α > 0 | data) = 0.49 supporting symmetry (and normality)
for the DNS systems mass distribution.

Next, we supplement the point estimates in Figure 2 with
uncertainty bands for the NS mass density. To this end, using
a grid of mass values in 0.5 M⊙ to 2.5 M⊙, we evaluate the
skewed normal NS mass density in Equation (13) at each of the
posterior samples for its parameters (µ, σ,α). This produces a
sample of densities that can be averaged to obtain the posterior
mean NS mass density estimate, given by the solid lines in
Figure 3. (Formally, the posterior mean estimate is equivalent
to the posterior predictive density and thus the solid lines in
Figure 3 agree with the estimates in Figure 2.) However, we
can now also depict the posterior uncertainty for the entire NS
mass density through percentiles from the posterior sample of
densities. In Figure 3, we use the 0.025 and 0.975 percentiles
and thus the gray bands depicting the posterior uncertainty
correspond to 95% interval estimates for the NS mass density.

Finally, Figure 3 also plots the prior point and the 95%
interval estimates for the NS mass density. These are produced
as discussed above for the posterior inference results, but in

this case using samples from the prior distribution assigned to
the model parameters. Hence, Figure 3 shows the prior guess
at the NS mass density (the prior mean estimate given by the
dashed line), as well as the extent of variability in the prior
(encapsulated by the dotted lines). This provides an effective
means to summarize the extent of prior information for the NS
mass density incorporated into the model through the specific
priors for the model parameters. Moreover, the comparison with
the corresponding estimates given the data illustrates the amount
of prior-to-posterior learning, which is evidently significant for
both the DNS and NS–WD systems.

4.3. Model Checking

The predictive performance of the statistical model developed
in Sections 4.1 and 4.2 was evaluated using a well-founded
technique for Bayesian model checking (see, for example,
Chapter 6 of Gelman et al. 2003). Briefly, for each data point
(mi, ci, di), we obtained the posterior predictive distribution,
P(mrep

i | data), for replicated response m
rep
i , that is, the pulsar

mass estimate that we would observe if the experiment that
produced the data was to be replicated. Details on sampling
from these posterior predictive distributions are included in
Appendix B. An indication of how well the model is performing
predictively can be obtained by checking where the observed
pulsar mass estimate mi lies within the corresponding posterior
predictive density. A relatively large number of observations
falling in the tails of the respective predictive densities is
indicative of a poor model fit. Under the proposed model, all
pulsar mass estimates from both the DNS and NS–WD systems
were effectively captured within their corresponding posterior
predictive distributions; see the plots in Appendix B. These
results provide a further illustration of the predictive power of
the model as it replicates the appropriate type of asymmetry for
the responses with asymmetric measurement errors.

5. SUMMARY

We reviewed the physical processes that tune masses of
NSs in Section 2. In order to theoretically estimate the viable
range for NS masses, we derived the birth mass (Section 2.1,
Mbirth = 1.08–1.57 M⊙) and the amount of mass expected
to be transferred onto recycled NSs during the binary phase
(Section 2.2, ∆macc ≈ 0.1–0.2 M⊙). We then discussed why the
constraints on the maximum NS mass (Mmax = 1.5–3.2 M⊙)
are less stringent and comment on the sources of uncertainties
in Section 2.3.

In order to maintain a uniform approach in our analysis, we
refrained from including additional constraints that may arise
from assumptions such as the possible relationship between
the binary period and the mass of the remnant WD (i.e., the
Pb–m2 relationship) suggested by Rappaport et al. (1995). While
more elaborate and hierarchical implementation methods may
be utilized in deducing implication of other assumptions, a use
of more inclusive approaches may only convolute the mass
inference, which is contrary to the goal of this work. Throughout
our analysis, we only assume that Einstein’s prescription for
general relativity is correct and include mass measurements that
are considered secure (Section 3).

We then subject the pulsar mass measurements to a detailed
statistical analysis. In Section 4, we showed that a Bayesian
approach offers an effective means for inference (for a detailed
derivation, see Appendix A), using a model that accommodates
skewness in distributions for both the underlying NS masses and
the measurement errors.
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Unequal mass NS-NS system: SFHo1.25-1.45 
` Orbital plane : Tidal effects play a role, ejecta is neutron rich 
` Meridian plane : shock + neutrinos play roles, ejecta less neutron rich  
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1.25	+	1.45	M¤	

Sekiguchi+2016;	1.35+1.35,	1.30+1.40,	1.25+1.45	M¤	



NPCSM2016	

dependence	on	mass	ra?os	(SFHo)	

v small	asymmetry	predicts	small	variaWon	in	light	r-process	products	
v uniqueness	of	the	double	NSs	may	be	the	origin	of	the	universality?	
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Wanajo+2016;	in	prep.	
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Argast+2004�

Long merger timescale (～100 Myr) could cause 
the “delayed” appearance of Eu !? Europium production 5
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Figure 1. Predicted SNII, SNIa and CBM rates (black solid, orange dashed
and red dotted curves, respectively) as functions of cosmic time for the
Milky Way. Also shown are the observational present-time values (squares;
SN rates: Li et al. 2011; CBM rate: Kalogera et al. 2004).

4 MODEL RESULTS

We run several models with neutron stars as the only Eu source,
models with SNeII as the only Eu source as well as models with
both sources acting at the same time. We vary the yield from merg-
ing neutron stars as well as the time delay for merging and the
yields from SNeII. In Table 1 we show the model parameters: in
column 1 we report the name of the model, in column 2 the as-
sumed coalescence timescale, in column 3 the assumed yield for
CBM and in column 4 the literature source for the assumed yields
for SNeII. All models assume the same SFR and the same IMF (see
Sect. 2).

In Fig. 1 we show the predicted SNII and SNIa rates, which are
common to all the models, and the predicted CBM rate. As one can
see, the CBM rate follows strictly the SNII rate in shape, although
it is smaller in absolute value. In the same figure we report the
observed values of the three rates at the present time in the Galaxy
and the agreement between model predictions and observations is
good.

In Fig. 2 we show the predicted (lines) and observed (sym-
bols) [Eu/Fe] versus [Fe/H] relations: the model predictions refer
to the three sets of models with Eu production only from CBM (see
Table 1 from Mod1NS to Mod3NS′′). The data are a large compila-
tion including the most recent ones. It is clear from this figure that
if ∆tCBM ! 10 Myr the CBM cannot explain the [Eu/Fe] ratios at
low [Fe/H]. In any case, even if the minimum value for ∆tCBM is
assumed, i.e. 1 Myr, it is not possible to explain the observed points
at [Fe/H]< −3.5 dex. This suggests that another Eu source should
be active on very short timescales, such as SNeII of high mass (up
to 50 M⊙). Moreover, if the CBM are the only source of Eu, then
the best yield should be 3 × 10−7 M⊙, which is the value that best
fits the average trend of the data in Fig. 2. In fact, although a spread
is present in the data, especially at low metallicities, our model is
aimed at fitting the average trend.

In Fig. 3 we show the results of the three models with Eu pro-
duction only from SNe II. We consider two different yield sets (see
Table 1, models labelled Mod1SN, Mod2SN and Mod3SN). The
model with the yields from Cescutti et al. (2006; model Mod1SN)
fits reasonably well the data for [Fe/H] ! −2.0 dex, but it does
not explain the [Eu/Fe] ratios in stars at lower metallicities. The
model with the yields from Argast et al. (2004; model Mod2SN)
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Figure 2. Predicted and observed [Eu/Fe] versus [Fe/H] relations for solar
neighbourhood stars. The dotted lines all refer to models with ∆tCBM =

1 Myr, the dashed ones to models with ∆tCBM = 10 Myr and the solid
ones to models with ∆tCBM = 100 Myr. The lowermost (black) lines re-
fer to models that assume MEu

CBM = 10−7 M⊙, the middle (green) lines to
models that assume MEu

CBM = 3 × 10−7 M⊙ and the uppermost (orange)
ones to models that assume MEu

CBM = 9 × 10−7 M⊙ (see Table 1). Data
(circles are for halo stars, squares for thick-disc members, upside-down tri-
angles for thin-disc members, crosses for transition objects and ‘+’ signs
for objects with no assigned kinematic membership) are from: Burris et
al. (2000; yellow circles); Fulbright (2000; orange ‘+’ signs); Reddy et al.
(2003; purple upside-down triangles); Bensby et al. (2005; light blue sym-
bols); Reddy et al. (2006; magenta symbols); François et al. (2007; red cir-
cles, mainly upper limits); Mishenina et al. (2007; green ‘+’ signs); Ramya
et al. (2012; green squares). The small (grey) dots are data from the compi-
lation of metal-poor stars of Frebel (2010).
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Figure 3. Predicted and observed [Eu/Fe] versus [Fe/H] relations for so-
lar neighbourhood stars. The blue, white and magenta curves refer to the
predictions of models Mod1SN, Mod2SN and Mod3SN, respectively (see
text). Data as in Fig.2.

is able to reproduce the low-metallicity data, but fails to reproduce
the observations for [Fe/H] > −2.0 dex. Moreover, in order not
to overproduce Eu at [Fe/H] " −3.0 dex, we have to reduce the
original yields in the 20–23 M⊙ mass range (see before). In fact,
the kink at [Fe/H]∼ -3.0 dex in the white curve is related to the
appearance of SNeII with progenitors with initial mass ∼ 20 M⊙.
We had to reduce the Eu produced by a ∼ 20 M⊙ from 10−5 M⊙

to 3.8 · 10−8 M⊙ in order to best fit the data and reduce the kink.
From the comparison of our model predictions with the obser-

c⃝ 2013 RAS, MNRAS 000, 1–9

tNSM =100 Myr �
Matteucci+2013�
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Fig. 15.— Abundance distributions of [Ba/ Fe] predicted from the NS merger scenario. Top Left: Model NSM6 (tc = 106 yr and
pNSM = 100%.) Top Middle: Model NSM7 (tc = 107 yr and pNSM = 100%.) Top Right: Model NSM8 (tc = 108 yr and pNSM = 100%.)
Bottom Left: Model NSM7s (tc = 107 yr, pNSM = 100%, ϵ⋆ = 10−11yr−1.) Bottom Middle:Model NSM7p10 (tc = 107 yr and pNSM = 10%.)
Bottom Right: Model NSM7e (tc = 107 yr, pNSM = 100%, ENSM = 1051erg.) . Models assume ϵ⋆ = 10−10yr−1 and ENSM = 1050erg
unless otherwise stated.

metallicity. There is a significant difference in the de-
creasing trend for the lowest metallicity range because
of the contribution of NS mergers of massive progen-
itors in shorter timescales; the median enrichment in
−3.3 < [Fe/H] ≤ −2.8 is [Ba/Fe]md = −0.29, much
larger than −0.46 of Model C, and also than observed.
A model with (tc, pNSM) = (107yr, 100%) predicts the

trend and scatter consistent with observations because of
the similar delay time and event rate of r-process source
to Model C. For the smaller event rate of pNSM = 0.1,
the models result in the smaller mean enrichment and
larger scatters of [r/Fe] abundances than observed for
EMP stars, because the number fraction P of r-process
sources is very small as compared iron-producing CC-
SNe and the r-process yield of a single event has to be
very large. For the larger event rate of pNSM = 100%, on
the other hand, the number fraction of r-process source
results in P = 12.5%, and the models behaves similarly
to the fiducial Model C.
Dependence on star formation efficiency is essentially

the same as described in Section 3.3.2. The smaller SFE
brings the smaller scatter of [Ba/Fe] and smaller de-
creasing trend around [Fe/H] ∼ −3, as seen from Model
NSM7s.
Model NSM7 assuming ENSM = 1050erg predicts the

number fraction of r-II stars at frII = 6.9%, consistent
with the observation. On the other hand, Model NSM7e
with ENSM = 1051erg predicts smaller number fraction
of r-II stars. This may be due to gas outflow by a NS
merger, since r-II stars are formed in mini-halos of small
gas masses. In the case of ENSM = 1051erg, r-process
elements and gas in the host proto-galaxies are blown
away from mini-halos, while r-process elements remain
in proto-galaxies for smaller explosion energy.
As a conclusion, the NS merger scenario can be consis-

tent with the observed abundance distributions of heavy

r-process elements differently from Argast et al. (2004),
but constraints are imposed on the coalescence timescale
and the event rate of NS mergers in the early evolution-
ary stages of the Milky Way formation. It demands very
short coalescence timescales of tc ≃ 107 yr for most of
mergers. In addition, the event rate of NS mergers
has to be very large, ∼ 100 times larger than estimated
in the present-day Milky Way. Although a part of large
event rate may be explicable in terms of the IMF, the dif-
ferences in tc and pNSM are likely to originate from the
metallicity dependences of the common envelope evolu-
tion under the EMP circumstances.

6. SUMMARY AND CONCLUSIONS

In this paper, we have studied the chemical evolution
of r-process element abundance in the early universe in
the framework of hierarchical formation of the Galaxy as-
suming the CCSNe and NS mergers as possible r-process
sites. We investigate Ba and Eu abundance as represen-
tative of heavier r-process elements since the contribu-
tion of s-process is negligible not only for Eu but also for
Ba at [Fe/H] ! −2.3. Our hierarchical chemical evolu-
tion model is based on the standard ΛCDM cosmology.
We follow the chemical evolution of ∼ 100, 000 proto-
galaxies, which are building blocks of the Galactic halo.
Each individual EMP star is registered in the computa-
tions with its mass, which is set randomly following the
IMF. One of the novelties of our model is to include the
surface pollution of EMP survivors through the gas ac-
cretion. Another is to consider the inhomogeneous pre-
enrichment of intergalactic medium (IGM) by the SN
driven wind from proto-galaxies. Our model can repro-
duce the distributions of r-process element abundances
observed for metal-poor stars as well as the metallicity
distribution function. We have made quantitative com-
parisons between the model results and the observations
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Fig. 15.— Abundance distributions of [Ba/ Fe] predicted from the NS merger scenario. Top Left: Model NSM6 (tc = 106 yr and
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unless otherwise stated.

metallicity. There is a significant difference in the de-
creasing trend for the lowest metallicity range because
of the contribution of NS mergers of massive progen-
itors in shorter timescales; the median enrichment in
−3.3 < [Fe/H] ≤ −2.8 is [Ba/Fe]md = −0.29, much
larger than −0.46 of Model C, and also than observed.
A model with (tc, pNSM) = (107yr, 100%) predicts the

trend and scatter consistent with observations because of
the similar delay time and event rate of r-process source
to Model C. For the smaller event rate of pNSM = 0.1,
the models result in the smaller mean enrichment and
larger scatters of [r/Fe] abundances than observed for
EMP stars, because the number fraction P of r-process
sources is very small as compared iron-producing CC-
SNe and the r-process yield of a single event has to be
very large. For the larger event rate of pNSM = 100%, on
the other hand, the number fraction of r-process source
results in P = 12.5%, and the models behaves similarly
to the fiducial Model C.
Dependence on star formation efficiency is essentially

the same as described in Section 3.3.2. The smaller SFE
brings the smaller scatter of [Ba/Fe] and smaller de-
creasing trend around [Fe/H] ∼ −3, as seen from Model
NSM7s.
Model NSM7 assuming ENSM = 1050erg predicts the

number fraction of r-II stars at frII = 6.9%, consistent
with the observation. On the other hand, Model NSM7e
with ENSM = 1051erg predicts smaller number fraction
of r-II stars. This may be due to gas outflow by a NS
merger, since r-II stars are formed in mini-halos of small
gas masses. In the case of ENSM = 1051erg, r-process
elements and gas in the host proto-galaxies are blown
away from mini-halos, while r-process elements remain
in proto-galaxies for smaller explosion energy.
As a conclusion, the NS merger scenario can be consis-

tent with the observed abundance distributions of heavy

r-process elements differently from Argast et al. (2004),
but constraints are imposed on the coalescence timescale
and the event rate of NS mergers in the early evolution-
ary stages of the Milky Way formation. It demands very
short coalescence timescales of tc ≃ 107 yr for most of
mergers. In addition, the event rate of NS mergers
has to be very large, ∼ 100 times larger than estimated
in the present-day Milky Way. Although a part of large
event rate may be explicable in terms of the IMF, the dif-
ferences in tc and pNSM are likely to originate from the
metallicity dependences of the common envelope evolu-
tion under the EMP circumstances.

6. SUMMARY AND CONCLUSIONS

In this paper, we have studied the chemical evolution
of r-process element abundance in the early universe in
the framework of hierarchical formation of the Galaxy as-
suming the CCSNe and NS mergers as possible r-process
sites. We investigate Ba and Eu abundance as represen-
tative of heavier r-process elements since the contribu-
tion of s-process is negligible not only for Eu but also for
Ba at [Fe/H] ! −2.3. Our hierarchical chemical evolu-
tion model is based on the standard ΛCDM cosmology.
We follow the chemical evolution of ∼ 100, 000 proto-
galaxies, which are building blocks of the Galactic halo.
Each individual EMP star is registered in the computa-
tions with its mass, which is set randomly following the
IMF. One of the novelties of our model is to include the
surface pollution of EMP survivors through the gas ac-
cretion. Another is to consider the inhomogeneous pre-
enrichment of intergalactic medium (IGM) by the SN
driven wind from proto-galaxies. Our model can repro-
duce the distributions of r-process element abundances
observed for metal-poor stars as well as the metallicity
distribution function. We have made quantitative com-
parisons between the model results and the observations

Tsujimoto & Shigeyama: R-process enrichment by a merger of neutron star pairs

gation of NSM ejecta was previously treated in the same way as
for the ejecta of SNe (Argast et al. 2004).

If the speeds of r-process elements exceed 0.2c, the nuclei
have energies higher than the threshold for spallation reactions
with protons in the ISM (see Carlson 1996). As a result of the
large cross sections, the r-process elements suffer from spalla-
tion reactions before losing the energies through ionization. The
abundance pattern of r-process elements in the ejecta of NSM
calculated by Bauswein et al. (2013) exhibits a too prominent
third peak, or too low first two peaks comparedwith the observed
abundance pattern (Burris et al. 2000). This may be reconciled
by including yields in a neutrino-driven wind where low-A ele-
ments are synthesized (Rosswog et al. 2014). Whether spallation
reactions are needed to reproduce the observed abundance pat-
tern of r-process elements might give a clue to distinguish the
proposed equations of state for dense matter because the equa-
tion of state is a crucial factor in determining the ejecta speeds
(Bauswein et al. 2013).

4. Chemical evolution of r-process elements

4.1. Galactic halo

Our proposed interplay between the ejecta of NSM and the ISM
gives a crucial key for understanding the feature of r-process
elements in the Galactic halo stars that are characterized by a
large scatter over three orders of magnitude in their ratios with
respect to Fe. The observed large scatter can be ascribed to var-
ious mass scales of the protogalactic fragments that give birth
to halo field stars (Searle & Zinn 1978). For example, one NSM
event enriches the entire gas fragment with r-process elements to
[Eu/H]=−0.5 for a mass of 106 M⊙, but only up to [Eu/H]=−3.5
for the 109 M⊙ fragment. Although the probability of having
NSMs in each small fragment is low, many small fragments are
expected to form in a halo progenitor. Some of these small frag-
ments probably host NS binaries that have coalesced immedi-
ately after the first SN events, and thus we naturally expect low-
metallicity stars that exhibit [Eu/Fe]∼ +2, as observed. Further-
more, an IMF favoring massive stars for [Fe/H]< −2 proposed
from the statistics of carbon stars (Suda et al. 2013) significantly
increases the probability of an early emergence of NSM.

Based on the above scenario, we calculated the chemical evo-
lution of the halo, incorporating an SN-induced star formation
into the models, which necessarily causes a chemical inhomo-
geneity among halo stars, as observed (Tsujimoto et al. 1999).
The chemical characteristics of halo stars do not support the idea
that the stars were formed from well-mixed gas. Progress in in-
venting the theoretical scheme of star formation has been made
by close attention to the abundance patterns of heavy elements
of metal-poor halo stars (McWilliam et al. 1995; Cayrel et al.
2004) that possess fossil records of star formation in an early
Galaxy. From analyses of abundance patterns of metal-poor halo
stars with [Fe/H]< −2.5, it has ben found that heavy elements
ejected from SNe were only mixed into the gas swept up by
individual SNe in the halo (Shigeyama & Tsujimoto 1998). In
our model, stars are assumed to have formed from dense shells
swept up by individual SNe and thus inevitably inherited their
elemental abundance patterns from the dense shells. Massive
stars among them eventually exploded as SNe, which again trig-
gered the formation of new stars. This SN-induced star formation
proceeded for generations until SN remnants became unable to
sweep up a sufficient amount of gas to form dense shells. The
mass fraction of the shell of each SN explosion turning into stars,

which controls the star formation efficiency, is assumed to be a
constant value of 0.004 (Tsujimoto et al. 1999).

This scheme for star formation is combined with two criti-
cal hypotheses to trace the chemical evolution of r-process el-
ements in the halo. First, we assumed that the production site
of r-process elements are NSM events, each of which ejects r-
process-rich matter of the mass of 0.01 M⊙ with a time delay
of 10-30 Myr (Belczynski et al. 2006). For each fragment, we
furthermore assumed that the ejected r-process element is mixed
with the entire ISM and the event rate of NSM, to which a fre-
quency 1000 times lower than that of CCSNe is basically as-
signed, is proportional to the fragmentmass. Second, we adopted
the view that has first been proposed by Searle & Zinn (1978):
that the halo was formed through accretion of protogalactic frag-
ments associated with small dark matter haloes as Galactic build-
ing blocks. Note that this picture is almost established by the cur-
rent scheme of hierarchical galaxy formation scenario and has
previously been applied to discuss the chemical properties of the
Galactic halo (Travaglio et al. 2001; Komiya et al. 2014).
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Fig. 2. Enrichment history of the r-process element Eu in the Galaxy
predicted by our models of chemical evolution, into which NSM events
are incorporated as the production site of r-process elements. The results
are compared with the observed Galactic data in the solar vicinity de-
noted by crosses (Suda et al. 2008). Two stars marked by yellow circles
(belonging to the Galactic bulge/the Ursa Minor dSph) are added to the
figure; they exhibit unusually high Eu/Fe ratios at moderate metallici-
ties (Johnson et al. 2013). The Eu/Fe-Fe/H correlations for the Galactic
halo that result from our model are represented by three typical com-
ponents with different colors. The three components correspond to stars
born from protogalactic fragments with different masses - small (green),
moderate (red), and massive (blue). In addition, the calculated evolu-
tionary paths for the Galactic thick and thin disks are shown by the blue
and red curves, respectively.

The results are shown in Figure 2 with three different color-
coded clouds in the Eu/Fe-Fe/H diagram, each of which corre-
sponds to a different mass-scale of protogalactic fragments. Two
separate green components consist of stars from two fragments
with gaseous masses of 2 × 106 M⊙ (lower part) and 2 × 105 M⊙
(upper part). It is assumed that the former hosts two NSM events
with one at a very early epoch and the latter only one with a time
delay of about two hundred Myr. Since a 2 × 105 M⊙ fragment
is expected to host 0.1 event on average, an early emergence of
NSM in similar-sized fragments is very unlikely, resulting in the
absence of halo stars exhibiting [Eu/Fe]> +2.5. Some stars show
unusually high Eu/Fe ratios at moderate metallicities, the ori-
gin of which remains a mystery (yellow circles; Johnson et al.
2013). Because the Eu/Fe ratio at each Fe/H is inversely propor-
tional to the fragment mass, these stars have probably been born
in the smaller fragments and subsequently merged with the more
massive present-day systems that host relatively low Eu/Fe stars.
On the other hand, the blue component corresponds to a mas-
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Serious	Problem	in	Chem.	Evol.	with	NSMs	



Forma?on	Scenario	of	Sub-halos	
One of the most plausible formation scenarios of dwarf galaxies:  

As stars are formed, the ISM is ejected from a galaxy by SNe 
because of shallow grav. potential.  

Star Formation  
Rate (SFR)	

 and  
Gas Outflow  
Rate (OFR)	

The key parameters are	

Basic chemical evolution suggests 

<[Fe/H]> ∝  SFR 
OFR 

if IMF is universal. (e.g., Pagel 1991, Prantzos 2008) NPCSM2016	 Wanajo	 18	



the total number of NSMs in low mass sub-halos 
must be extremely small!! 

indicated by the thinner (thicker) curves. The cumulative
number of CCSNe in each sub-halo monotonically increases
with time (Figure 1(a)). For NSMs, the cumulative number
steeply rises when the long-lived binaries start contributing at
100Myr. [Fe/H] monotonically increases with time for all of
the sub-halos; at a given time, [Fe/H] is greater for more
massive sub-halos because of their higher kSF. MDs for all of
the sub-halos are also shown in Figure 1(c). The metallicity at
the peak of each MD, [Fe/H]peak (Table 3), is in agreement with
the observed mass–metallicity relation (Kirby et al. 2013)
scaled downward by −0.4 dex to exclude the SNe Ia
contribution. The dark halo mass of each sub-halo, MD

(Table 3), estimated from the initial baryonic mass and the
initial baryon to dark mass ratio (which is assumed to be equal
to the cosmic value 8 8 = ∼0.046 0.24 0.19B D ), implies

∝M M*D
0.7. Since the reasonable mass function of MD can be

regarded as ∝ −dN dM MD D
2 (e.g., Prantzos 2008 and

references therein), we obtain the sub-halo mass function as
∝ −M*

1.7. We find that the total MD (thick black curve)
weighted with the sub-halo mass function is in reasonable
agreement with the observed one (gray hatched region, An
et al. 2013). We also find that the evolution of Mg
(Figure 1(d), representative of CCSN products) is in reason-
able agreement with the observed stellar abundances of
Galactic halo stars. In contrast to r-process elements, the
observed scatter in [α/Fe] is known to be as small as the
measurement errors (e.g., Cayrel et al. 2004). This result is
consistent with such small scatters in [Mg/Fe] because each
evolutionary trend is almost independent of M*.

The resulting evolution of Eu (representative of r-process
elements) is presented in Figure 1(e) and compared to

observed stellar values. We note a transition from slow to
rapid evolution of [Eu/Fe] for each sub-halo at ∼100Myr as a
result of the contribution from long-lived binaries beginning.
The corresponding [Fe/H] (see Figure 1(b)) differs from one
sub-halo to another, being lower than [Fe/H] ∼ −3 for

⩽ ⊙M M* 10 .6 This indicates that the presence of stars at [Fe/H]
∼ −3 with star-to-star scatter in [Eu/Fe] (≲0.5) can be
interpreted as a result of NSM activity in sub-halos with
various kSF. Our model cannot, however, explain the presence
of r-process-enhanced stars with [Eu/Fe] >1. In addition, our
result predicts the presence of stars with [Eu/Fe] ∼ −1 for [Fe/
H] ≲ −3. This is due to the contribution of the short-lived NSM
at early times <( 100 Myr). Measurements of Eu in such stars
would be challenging because of the weak spectral lines. Such
a signature has been seen in the Ba abundances of EMP stars,
[Ba/Fe] ∼ −2 to −1 at [Fe/H] ≲ −3 (Figure 1(f)), which could
also be explained as being due to the contribution of short-lived

Figure 1. Evolution of the sub-halos with =⊙M M* 104, 105, 106, 107, 108, and ×2 108, respectively, indicated by the thinnest to thickest curves for Case 1. (a)
Cumulative numbers of NSMs (solid) and CCSNe (dashed) as functions of time. The horizontal dashed line marks the number of unity (see text for implications). (b)
[Fe/H] temporal evolutions. (c)MDs of sub-halos weighted with the sub-halo mass function and their sum (thick-black). Observational data of the Galactic halo (gray-
hatched histogram) are taken from the calibration catalog of An et al. (2013). (d)–(f) [Mg/Fe], [Eu/Fe], and [Ba/Fe] as functions of [Fe/H], respectively. The horizontal
and vertical lines indicate the solar values. Observational stellar values (dots) are taken from the SAGA database (Suda et al. 2008), excluding carbon-enhanced stars
that may have been affected by gas transfer in binaries.

Table 3
Results Related to MDs of Sub-halos

MD ( ⊙M ) [Fe/H]peak

M* ( ⊙M ) Case 1 Case 2 Case 1 Case 2

104 ×7.6 106 ×6.6 106 −2.63 −2.56
105 ×3.8 107 ×3.3 107 −2.33 −2.30
106 ×1.9 108 ×1.7 108 −2.03 −2.02
107 ×1.0 109 ×9.0 108 −1.74 −1.74
108 ×5.3 109 ×5.3 109 −1.46 −1.46

×2 108 ×8.8 109 ×9.3 109 −1.38 −1.39

3

The Astrophysical Journal Letters, 804:L35 (5pp), 2015 May 10 Ishimaru, Wanajo, & Prantzos

In case of 104 M¤ sub-halos,  
the average number of NSMs is ~0.1 

It means only one sub-halo out of ten experiences a NSM event 
and stars in such sub-halo should show strong enhancement in Eu 
NPCSM2016	 Wanajo	 19	

rareness	of	mergers	in	low-mass	sub-halos	

Ishimaru,	Wanajo,	Prantzos	2015	

108	
107	
106	
105	
104	
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StochasWc	Chemical	EvoluWon	of		
sub-halos	with	NSMs	

Ojima,	Ishimaru,	Wanajo,	&	Prantzos,	in	prep.	
Based on this scenario, we examine enrichment of each sub-halo 

by NSMs, using a Monte-Carlo method. 
According to the sub-halo mass function; dN/dM* ∝ M*

-1.7, 
total number of model sub-halos which form the Galactic halo 

are given as follows:  
stellar 
mass 
[M¤]	

104-105
	 105-106

	 106-107
	 107-108

	

108 

-2x108
	

Num. of 
sub-halos	 741	 147	 29	 6	 1	

Mean 
Num. of 

NSMs/SH	
0.174	 1.75	 19.1	 184	 694	
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SFR / Mgas∝ (M*)+0.2     OFR / Mgas∝ (M*)-0.1 	

If the Galactic halo was formed from sub-halos with 
mass-dependent SFR & OFR, 

NSMs with long coalescence time (~100 Myr)  
can well explain observed [r/Fe] in metal-poor stars 
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the	best	fit	model	(tNSM	=	100	Myr)	
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In particular, this scenario predicts  
1 out of 10 UfDs (~104M¤) shows extremely high [r/Fe], 
which is consistent with observational data of UfDs! 

[r/Fe] enhanced stars 
in Ret II are well 

explained 

●, ●: Reticulum II 
(Roederer+16, Ji+16) 

104-104.1M¤ sub halos 
NSMs occur in 9 out of 138 SHs 
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ultra-faint	dwarf	(UfD)	:	Re?cullum	II	



v NS	mergers:	very	promising	site	of	r-process	
-	dynamical	ejecta	can	explain	the	r-abundances	in	metal-poor	stars	
-	uniqueness	of	double	NS	masses	may	be	origin	of	the	universality	

v hierarchical,	stochasWc	GalacWc	chemical	evoluWon	of	r-elements	
-	observaWonal	aspects	of	r/Fe	are	well	explained	with	tNSM	=	100	Myr	
-	consistent	with	high	r/Fe	in	one	(ReWcullum	II)	out	of	10	UfDs		

summary	and	outlook	
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