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Mass function of BBH mergers
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Figure 3. Astrophysical primary black hole mass distribution for the Truncated, Broken Power Law, Power Law +
Peak and Multi Peak models. The solid curve is the posterior population distribution (averaging over model uncertainty)
while the shaded region shows the 90% credible interval. Note that while the median rate is always inside the credible region, the
solid curve represents the mean, which can be outside the credible region. Top (navy) is the Truncated model, second from the
top (green) is the Broken Power Law model, third from the top (blue) is for the Power Law + Peak model, and bottom
(red) is for the Multi Peak model. The Truncated model is disfavored compared to the three latter models that predict a
feature at ⇠ 40 M�: a break in the mass spectrum in the Broken Power Law model or additional Gaussian peaks in the
Power Law + Peak and Multi Peak models. The vertical grey bands show 90% credible bounds on the locations of these
additional features.
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solid curve represents the mean, which can be outside the credible region. Top (navy) is the Truncated model, second from the
top (green) is the Broken Power Law model, third from the top (blue) is for the Power Law + Peak model, and bottom
(red) is for the Multi Peak model. The Truncated model is disfavored compared to the three latter models that predict a
feature at ⇠ 40 M�: a break in the mass spectrum in the Broken Power Law model or additional Gaussian peaks in the
Power Law + Peak and Multi Peak models. The vertical grey bands show 90% credible bounds on the locations of these
additional features.
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Formation channels
・isolated field massive binaries

(e.g., Portegies Zwart & McMillan 2000, O’Leary, Meiron & Kocsis 2009, 
Rodriguez et al. 2016, Antonini et al. 2016)

(e.g., Belczynski 2004, Dominik et al. 2012, Belczynski et al. 2016)

metal-poor stars (PopII; Z~0.1Zsun)

primordial stars     (PopIII; Z~0)
(e.g., Kinugawa et al. 2014, 2016, 2020, Inayoshi et al. 2016, 2017,  
Hartwig et al. 2016, Liu & Bromm 2020, Tanikawa et al. 2020, 2021)

・formation in compact AGN disks
(Stone et al. 2016, Bartos et al. 2016, Tagawa et al. 2020)

・dynamical formation in dense clusters

Massive BH formation would favor 
low metallicity environments  

(top-heavy IMF & weak mass loss)



Population III star origins?

Typical mass of merging PopIII BBHs ~ 30+30Msun

Kinugawa, Inayoshi et al. (2014); Inayoshi, Hirai, Kinugawa & Hotokezaka (2017) PopIII binary BH formation 5025
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Figure 2. Schematic overview of a typical pathway to form PopIII
BBH without experiencing CE phases. The initial conditions are set to
M1,0 = 50 M⊙, M2,0 = 25 M⊙ and a0 = 45 R⊙.

As shown in Fig. 3, after the two stars evolve from their ZAMS to
post-main-sequence phases, their stellar radii expand. The primary
star fills its Roche lobe after the end of the H-core burning and the
first episode of MT begins at t ≃ 4.39 Myr. Since the mass ratio
at the onset of the MT is larger than unity (q1 > 1) and the MT is
conservative (Ṁ1 = −Ṁ2 > 0), the separation initially shrinks (see
equation 2). After the mass ratio becomes smaller than unity, the MT
continues and thus the separation gets wider. Once the hydrogen-
rich layer of the envelope is removed, the MT terminates at
t ≃ 4.6 Myr due to the discrete change in the surface composi-
tion. This occurs just beneath the outermost convection zone in the
hydrogen shell, where the helium abundance increases by a factor
of ∼2. By this time, the He-core mass occupies ∼65 per cent of the
total mass. The core mass of ≃ 22 M⊙ is massive enough to form a
BH by direct collapse. Note that we do not calculate the evolution
of the (primary) naked He star but the primary star is considered
as a BH with M1 ≃ 22 M⊙ because of the absence of the wind
mass-loss.
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Figure 3. Top: time evolution of stellar masses of a PopIII binary obtained
by stellar evolution calculation with MESA. The initial conditions are set to
M1,0 = 50 M⊙, M2,0 = 25 M⊙ and a0 = 45 R⊙. The primary (red) and
secondary (blue) mass and the He-core mass of the primary star (red dashed)
are shown. Bottom: time evolution of stellar radii (red and blue solid) and
the orbital separation (black solid) of the same binary as in the top panel. The
Roche radii of the two stars are shown by dashed curves. After the MT, the
binary properties change to M1 = 34 M⊙, M2 = 41 M⊙, MHe, 1 = 22 M⊙
and a = 36 R⊙. We set the He-core mass to zero after the star collapses into
a BH.
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Figure 4. Same as Fig. 3, but different initial conditions of the binary;
M1, 0 = 40 M⊙, M2, 0 = 25 M⊙ and a0 = 30 R⊙. After the MT, the binary
properties change to M1 = 26 M⊙, M2 = 40 M⊙, MHe, 1 = 16 M⊙ and
a = 29 R⊙.
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determined by 
stable MT

PopIII binary evolution 
with MESA code



Formation of early SMBHs

Inayoshi, Visbal & Haiman (2020) ARA&A

from stellar-mass BHs to IMBHs (basically similar but scale-up)
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Figure 3
Formation pathways of seed BHs in early protogalaxies: ●1 Pop III remnant BHs with a mass ofM• ≈ 101–2 M!, ●2 massive seed BHs
withM• ≈ 105–6 M! in ACHs under peculiar conditions such as strong LW radiation ( JLW > Jcrit), high baryon-DM streaming
velocity, and rapid mergers of DM halos, and ●3 relatively massive seeds withM• ≈ 103–4 M! via runaway collisions in ultradense stellar
clusters. ●4 Hyper-Eddington accretion onto stellar-mass BHs (Ṁ• ≫ ṀEdd) would effectively result in a massive seed at the center of a
dense pristine gas cloud. Abbreviations: ACH, atomic-cooling halo; BH, black hole; DM, dark matter; GW, gravitational wave; LW,
Lyman–Werner; Pop III, Population III; SMS, supermassive star.

motivated by the natural availability of stellar-mass BHs in the early Universe, left behind by
the first generation of stars. As we argue, it is possible for BHs to grow at highly super-Eddington
rates, which represents one of the pathways for rapid BH assembly in the early Universe. These
pathways are illustrated in Figure 3, along with other possibilities that will be discussed in the
sections below. However, we emphasize that no self-consistent calculation to date has included all
the necessary multi-scale physics and followed the BH growth over several orders of magnitude
in mass.We first focus on the basic underlying physics (Section 3.1) and then discuss applications
to the high-z Universe (Section 3.2 and Section 3.3).

For convenience, Figure 4 illustrates the structure of accretion flows onto a BH embedded in
a protogalaxy. The characteristic physical scales and mechanisms relevant to the discussions below
are listed in Table 3 (with their definitions and fiducial values).

3.1. Growing Black Holes by Accretion: Is There an Eddington Limit?
Assuming that high-z SMBHs grow mostly via rapid gas accretion and radiate ∼10% of the rest
mass energy of accretingmatter, as low-z quasars do on average (Soltan 1982,Yu&Tremaine 2002,
Ueda et al. 2003), the outward radiation pressure force on the infalling gas, through electron scat-
tering, matches the inward gravitational force at the critical accretion rate of ṀEdd ≡10 LEdd/c2,
where LEdd = 4π cGM•/κes is the Eddington luminosity.3 If accretion is limited to this rate, the

3This definition includes a fiducial factor of 10, which assumes a radiative efficiency of 10%.We employ this
definition throughout this review, but we caution the reader that an equally common definition in the literature
is ṀEdd ≡LEdd/c2, i.e., excluding this factor.
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Development of  
Galaxies, Stars, Planets. 

13.7 billion years
 

Dark ages

Inflation

Quantum 
fluctuation

low metallicity    high redshift~~

BBHs
massive stars 

(Z<0.1Zsun)
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Cosmic BBH merger rate28
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Figure 14. Merger rate density as a function of redshift, fit
to the Power-law Evolution model. The solid curve shows
the median rate density, while the dark (light) shaded region
shows 50% (90%) credible intervals. The dashed curve shows
the shape of the SFR. The data exhibit a mild preference for
the merger rate to increase with redshift, but are consistent
with a flat distribution as well as one that tracks the SFR.

Figure 15. Posterior for the redshift evolution parameter
 from the Power-law Evolution model, which assumes
that rate density scales like (1 + z). We assume the Power
Law + Peak and Broken Power Law mass models, and
take a flat prior on .

The publication of the second LIGO–Virgo gravitational-
wave transient catalog has increased the population of
BBH events by a factor of more than four. The new
catalog has highlighted the limitations of some early
population models while yielding remarkable new signa-
tures:

1. We find that the BBH primary mass spectrum is
not well-described as a simple power-law with an
abrupt cut-off; there is a strong statistical pref-

erence for other models with non-trivial features
such as a peak or a tapering. These features occur
at ⇡ 37M�, where one might expect pair insta-
bility supernovae (and pulsational pair instability
supernovae) to shape the mass distribution of black
holes.

2. At the opposite end of the spectrum, we observe
a dearth of systems between NS and black hole
masses, suggesting that the black hole mass spec-
trum likely turns over at ⇠ 7.8+2.2

�2.1 M�. We con-
strain the minimum mass of black holes in BBH
systems to be mmin < 6.6M� at 90% credibility.
This is greater than the mass of black hole candi-
dates in Galactic binaries, e.g., Thompson et al.
(2019). Meanwhile, we find GW190814 is an outlier
in both secondary mass and mass ratio, indicat-
ing that it may belong to a distinct population
compared to the other BBH systems. This is per-
haps unsurprising as the combination of mass ratio,
merger rate, and secondary mass inferred from
this system pose a challenge to our current under-
standing of compact binary formation Abbott et al.
(2020c); Zevin et al. (2020); Safarzadeh (2020).

3. We detect clear evidence of spin-induced, general
relativistic precession of the orbital plane. We
determine that this signature is not due to a single
precessing merger, but from the overall preference
of the data for precessing waveforms.

4. We observe that some fraction of the black holes
in GWTC-2 are spinning with an orientation that
is anti-aligned with respect to the orbital angular
momentum of the binary. If we plausibly assume
that all binaries with anti-aligned spins are assem-
bled dynamically, this may imply that LIGO–Virgo
events merge both dynamically and in the field.
Based on the inferred mass and spin distributions,
we find no clear evidence for or against hierarchical
mergers in GWTC-2.

5. We compute the rate of compact binary merg-
ers, finding RBNS = 320+490

�240
Gpc�3 yr�1 and

RBBH = 23.9+14.9
�8.6 Gpc�3 yr�1. The data are con-

sistent with both a merger rate that is constant
in time and one that tracks the SFR in the lo-
cal universe, though the data prefer a merger rate
that is somewhere in between. We find that the
merger rate at z = 1 differs from the merger rate
at z = 0 by a factor of RBBH(z = 1)/RBBH(z =
0) = 2.5+7.8

�1.9, to be compared with the SFR,
RSFR(z = 1)/RSFR(z = 0) ⇠ 6.

10 Li et al.

Figure 6. Halos properties in which gas collapse is induced by H cooling. Orange dots are halos in which H2 cooling finally
dominates, and blue ones are for continuous isothermal cooling case. Left panel: vbsm v.s. halo Tvir; right panel: vbsm v.s.
background JLW

With the streaming velocity (vbsm � �bsm), most cases
(> 86%) experience the atomic-cooling stage and 14% of
all the trees collapse isothermally keeping T ' 8000 K.
This result shows that the existence of streaming veloc-
ities suppresses gas collapse by H2 cooling in halos with
Tvir < 104 K at high redshifts. As the streaming velocity
is higher, gas collapse is further delayed until the halo
mass grows via mergers that inject more turbulence en-
ergy and lead to stronger compressional heating in the
collapsing stage. As a result, the number of trees where
isothermal collapse is kept monotonically increases with
the streaming velocity. (WL: this fraction may change
after we modify the adiabatic density evolution).
In Fig 6, we show the distributions of the halo virial

temperature (left panel) and LW background intensity
(right panel) for the two types where gas clouds begin to
collapse via H Ly↵ cooling (i.e,, H-H and H-H2 types).
Each case shows Tvir and JLW at the epoch when the
central density reaches n = 100 cm�3. For all the cases,
the virial temperatures for the H-H type is generally
higher than that for the H-H2 type and the mean value
of Tvir increases with the streaming velocity. This trend
is more clearly shown in the distribution of JLW; namely
the LW background intensity for the H-H type (hJLWi &
103 J21) is ten times higher than that for the H-H2 type
(hJLWi . 300 J21). The higher value of JLW is mainly
caused by the delay of gas collapse until the halo mass
becomes massive enough to be exposed by more LW
sources.
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The publication of the second LIGO–Virgo gravitational-
wave transient catalog has increased the population of
BBH events by a factor of more than four. The new
catalog has highlighted the limitations of some early
population models while yielding remarkable new signa-
tures:

1. We find that the BBH primary mass spectrum is
not well-described as a simple power-law with an
abrupt cut-off; there is a strong statistical pref-

erence for other models with non-trivial features
such as a peak or a tapering. These features occur
at ⇡ 37M�, where one might expect pair insta-
bility supernovae (and pulsational pair instability
supernovae) to shape the mass distribution of black
holes.

2. At the opposite end of the spectrum, we observe
a dearth of systems between NS and black hole
masses, suggesting that the black hole mass spec-
trum likely turns over at ⇠ 7.8+2.2

�2.1 M�. We con-
strain the minimum mass of black holes in BBH
systems to be mmin < 6.6M� at 90% credibility.
This is greater than the mass of black hole candi-
dates in Galactic binaries, e.g., Thompson et al.
(2019). Meanwhile, we find GW190814 is an outlier
in both secondary mass and mass ratio, indicat-
ing that it may belong to a distinct population
compared to the other BBH systems. This is per-
haps unsurprising as the combination of mass ratio,
merger rate, and secondary mass inferred from
this system pose a challenge to our current under-
standing of compact binary formation Abbott et al.
(2020c); Zevin et al. (2020); Safarzadeh (2020).

3. We detect clear evidence of spin-induced, general
relativistic precession of the orbital plane. We
determine that this signature is not due to a single
precessing merger, but from the overall preference
of the data for precessing waveforms.

4. We observe that some fraction of the black holes
in GWTC-2 are spinning with an orientation that
is anti-aligned with respect to the orbital angular
momentum of the binary. If we plausibly assume
that all binaries with anti-aligned spins are assem-
bled dynamically, this may imply that LIGO–Virgo
events merge both dynamically and in the field.
Based on the inferred mass and spin distributions,
we find no clear evidence for or against hierarchical
mergers in GWTC-2.

5. We compute the rate of compact binary merg-
ers, finding RBNS = 320+490

�240
Gpc�3 yr�1 and

RBBH = 23.9+14.9
�8.6 Gpc�3 yr�1. The data are con-

sistent with both a merger rate that is constant
in time and one that tracks the SFR in the lo-
cal universe, though the data prefer a merger rate
that is somewhere in between. We find that the
merger rate at z = 1 differs from the merger rate
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Figure 6. Halos properties in which gas collapse is induced by H cooling. Orange dots are halos in which H2 cooling finally
dominates, and blue ones are for continuous isothermal cooling case. Left panel: vbsm v.s. halo Tvir; right panel: vbsm v.s.
background JLW

With the streaming velocity (vbsm � �bsm), most cases
(> 86%) experience the atomic-cooling stage and 14% of
all the trees collapse isothermally keeping T ' 8000 K.
This result shows that the existence of streaming veloc-
ities suppresses gas collapse by H2 cooling in halos with
Tvir < 104 K at high redshifts. As the streaming velocity
is higher, gas collapse is further delayed until the halo
mass grows via mergers that inject more turbulence en-
ergy and lead to stronger compressional heating in the
collapsing stage. As a result, the number of trees where
isothermal collapse is kept monotonically increases with
the streaming velocity. (WL: this fraction may change
after we modify the adiabatic density evolution).
In Fig 6, we show the distributions of the halo virial

temperature (left panel) and LW background intensity
(right panel) for the two types where gas clouds begin to
collapse via H Ly↵ cooling (i.e,, H-H and H-H2 types).
Each case shows Tvir and JLW at the epoch when the
central density reaches n = 100 cm�3. For all the cases,
the virial temperatures for the H-H type is generally
higher than that for the H-H2 type and the mean value
of Tvir increases with the streaming velocity. This trend
is more clearly shown in the distribution of JLW; namely
the LW background intensity for the H-H type (hJLWi &
103 J21) is ten times higher than that for the H-H2 type
(hJLWi . 300 J21). The higher value of JLW is mainly
caused by the delay of gas collapse until the halo mass
becomes massive enough to be exposed by more LW
sources.
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Combining the two equations, we obtain the core radius so that the M? � � relation holds consistently with the
Hernquist profile,

a ' 491 pc

✓
M?

1011 M�

◆0.47

. (A9)

Thus, the half-mass radius is

Re ' 1.186 kpc

✓
M?

1011 M�

◆0.47

. (A10)

B. HII REGION IN DUSTY MEDIUM

We derive the analytic expression of the size of an HII region in dusty medium surrounding an EUV source. We
define the dimension-less radiation flux � = Q/Q0, where Q is the number photon flux and Q0 is the value at the
center. Thus, �(0) = 1. The flux is calculated with the one-dimensional di↵erential equation:

d�

dr
= �⇢d�� 4⇡r2↵Bn2

Q0

. (B11)

Suppose that the ambient gas density is uniformly distributed (n = nc). The di↵erential equation is rewritten as

d�

dr
= �A��Br2, (B12)

and the solution that satisfies the boundary condition is given by

� = e�x


1� B

A3
{(x2 � 2x+ 2)ex � 2}

�
, (B13)

where x = Ar. Defining the Strömgren radius without dust as rst0 ⌘ (3/B)1/3, the radius where the dust attenuation
becomes important as rd ⌘ A�1, and y ⌘ (rd/rst0)3, we obtain

� = e�x
⇥
1� 3y{(x2 � 2x+ 2)ex � 2}

⇤
, (B14)

/ t�n
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Combining the two equations, we obtain the core radius so that the M? � � relation holds consistently with the
Hernquist profile,

a ' 491 pc

✓
M?

1011 M�

◆0.47

. (A9)

Thus, the half-mass radius is

Re ' 1.186 kpc

✓
M?

1011 M�

◆0.47

. (A10)

B. HII REGION IN DUSTY MEDIUM

We derive the analytic expression of the size of an HII region in dusty medium surrounding an EUV source. We
define the dimension-less radiation flux � = Q/Q0, where Q is the number photon flux and Q0 is the value at the
center. Thus, �(0) = 1. The flux is calculated with the one-dimensional di↵erential equation:

d�

dr
= �⇢d�� 4⇡r2↵Bn2

Q0

. (B11)

Suppose that the ambient gas density is uniformly distributed (n = nc). The di↵erential equation is rewritten as

d�

dr
= �A��Br2, (B12)

and the solution that satisfies the boundary condition is given by

� = e�x


1� B

A3
{(x2 � 2x+ 2)ex � 2}

�
, (B13)

where x = Ar. Defining the Strömgren radius without dust as rst0 ⌘ (3/B)1/3, the radius where the dust attenuation
becomes important as rd ⌘ A�1, and y ⌘ (rd/rst0)3, we obtain

� = e�x
⇥
1� 3y{(x2 � 2x+ 2)ex � 2}

⇤
, (B14)

/ t�n n ' 0.9 - 1.2
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Bañados, E., Venemans, B. P., Mazzucchelli, C., et al. 2018,

Nature, 553, 473, doi: 10.1038/nature25180

Bai, X.-N. 2011, ApJ, 739, 50,

doi: 10.1088/0004-637X/739/1/50

Balbus, S. A., & Hawley, J. F. 1998, Reviews of Modern

Physics, 70, 1, doi: 10.1103/RevModPhys.70.1

Becerra, F., Greif, T. H., Springel, V., & Hernquist, L. E.

2015, MNRAS, 446, 2380, doi: 10.1093/mnras/stu2284

Bouwens, R. J., Illingworth, G. D., Oesch, P. A., et al.

2015, ApJ, 803, 34, doi: 10.1088/0004-637X/803/1/34

Bromm, V., & Loeb, A. 2003, ApJ, 596, 34,

doi: 10.1086/377529

Bromm, V., & Yoshida, N. 2011, ARA&A, 49, 373,

doi: 10.1146/annurev-astro-081710-102608

Bullock, J. S., Kolatt, T. S., Sigad, Y., et al. 2001,

MNRAS, 321, 559, doi: 10.1046/j.1365-8711.2001.04068.x

Ciotti, L., & Ostriker, J. P. 2001, ApJ, 551, 131,

doi: 10.1086/320053

Dekel, A., & Birnboim, Y. 2006, MNRAS, 368, 2,

doi: 10.1111/j.1365-2966.2006.10145.x

Devecchi, B., & Volonteri, M. 2009, ApJ, 694, 302,

doi: 10.1088/0004-637X/694/1/302

Di Matteo, T., Khandai, N., DeGraf, C., et al. 2012, ApJL,

745, L29, doi: 10.1088/2041-8205/745/2/L29

Fan, X. 2006, NewAR, 50, 665,

doi: 10.1016/j.newar.2006.06.077

Fernández, R., & Metzger, B. D. 2013, ApJ, 763, 108,

doi: 10.1088/0004-637X/763/2/108

Ferrarese, L., & Merritt, D. 2000, ApJL, 539, L9,

doi: 10.1086/312838

Fukushima, H., Hosokawa, T., Chiaki, G., et al. 2020,

MNRAS, 497, 829, doi: 10.1093/mnras/staa1994

Galli, D., & Palla, F. 1998, A&A, 335, 403



Relation between GW & CMB
z=0

“Metal-poor 
massive stars”

high SFR
top heavy IMF

stronger GW from cosmic dawn

GW

pretty small 
τe=0.052 ± 0.008 

(Planck 2018)

higher CMB optical depth due to 
stellar UV radiation, but…

CMB
cosmic dawn (z>6) z=1100

UV



SFRD consistent with reionization

10

co
sm

ic 
SF

RD
 (M

su
n 
/ y

r / 
M

pc
  )

-1

10-2

10-3

3

0 5 10
redshift z

15 20 25

10

co
sm

ic 
SF

RD
 (M

su
n 
/ y

r / 
M

pc
  )

-1

10-2

10-3

3

Visbal et al. (2020)
high-z SFRD

0 5 10
redshift z

15 20 25

GWB from high-z BBHs 3

tional to ⇢̇?(z) as

ṅion =
fesc⌘ion⇢̇?(z)

mp

, (2)

where fesc is the escape fraction of ionizing photons from
galaxies to the intergalactic media (IGM) and ⌘ion is the
ionizing photon number per stellar baryon. Evidently,
the two quantities have di↵erent values for each popula-
tion depending on the typical properties of their host
DM halos, initial mass function, and metallicity (see
Yung et al. 2020a,b, and references therein). Following
previous studies (e.g., Greif & Bromm 2006; Johnson
et al. 2013; Visbal et al. 2020; Liu & Bromm 2020a), we
adopt fiducial values of fesc = 0.1 and ⌘ion = 4⇥ 103 for
stellar populations that form in early protogalaxies and
dominate the reionization process (e.g., Wise et al. 2014;
fesc ' 0.1 for DM halos with & 108 M�). Note that the
value of ⌘ion is consistent with that of a Z ' 0.02 Z�
stellar population (hereafter, PopII) which follows a
Salpeter IMF with a mass range of 0.1� 100 M�. Since
these values are uncertain, we also discuss the depen-
dence on the product fesc⌘ion that matters rather than
their individual values.
With the photon production rate, the IGM ionized

volume fraction QHII
(z) is calculated by the di↵erential

equation (e.g., Haiman & Loeb 1997; Madau et al. 1999;
Wyithe & Loeb 2003; Haiman & Bryan 2006);

dQHII

dt
=

ṅion

hnHi
� QHII

trec
, (3)

where the IGM recombination time is given by

trec =


CHII

↵B

✓
1 +

YHe

4XH

◆
hnHi(1 + z)3

��1

, (4)

↵B is the case B recombination coe�cient at an IGM
temperature of T = 2 ⇥ 104 K, hnHi is the IGM
mean comoving number density of hydrogen, CHII

⌘
hn2

HII
i/hnHIIi2 is a clumping factor of ionized hydrogen,

and XH = 0.76 and YHe = 0.24 are the hydrogen and
helium mass fractions. We adopt CHII

= 4 (e.g., Pawlik
et al. 2009; Robertson et al. 2015). Finally, for a given
reionization history associated with a SFRD model, the
optical depth ⌧e is calculated with

⌧e(z) = chnHi�T

Z z

0

QHII
(z0)

(1 + z0)2

H(z0)

✓
1 +

⌘HeYHe

4XH

◆
dz0,

(5)
where c is the speed of light, �T is the cross section of
Thomson scattering, H(z) is the Hubble parameter, and
we set ⌘He = 1 at z � 3 and ⌘He = 2 at z < 3.
In this framework, we investigate the ranges of the

three parameters (ap, bp, and cp) in Eq. (1), which are
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Figure 1. Cosmic SFRDs of the stellar population at z & 5
(light blue region), for which the Planck result (⌧e = 0.0522±
0.0080 and z50%

reion
= 7.50± 0.82) are consistently reproduced.

The green region presents the SFRD in neutral regions before
the completion of reionization, and the solid curves show 50
cases that form stars with ⇢? ' 107 M� Mpc�3. Our fiducial
SFRD model is highlighted with the yellow curve. For ref-
erences, we overlay other SFRDs for the high-z population
(black dashed; Visbal et al. 2020) and for the low-z popula-
tion (blue region; Madau & Dickinson 2014, Robertson et al.
2015) together with the errors of the observed SFRD at z & 6
(Robertson et al. 2015).

constrained from (i) the SFRD estimated from UV lu-
minosities at z ' 6 (Robertson et al. 2015), (ii) the
Planck measured optical depth ⌧e = 0.0522±0.0080, and
(iii) reionization redshift mid-point z50%

reion
= 7.50 ± 0.82

(Planck Collaboration et al. 2020). Throughout the ar-
gument below, the most updated cosmological param-
eters are adopted; h = 0.6732, ⌦m = 0.3158, ⌦b =
0.02238, and YHe = 0.247 (Planck Collaboration et al.
2020). We note that those values of ⌧e and z50%

reion
are es-

timated for a specific shape of QHII
(z) and the resultant

shape obtained from our semi-analytical model is similar
to those assumed by the Planck team. A recent paper
by Ahn & Shapiro (2020) showed with a suite of models
of early reionization due to PopIII stars (see also our
discussion in §2.3), their best fit models to the Planck
polarization data go up to ⌧e ' 0.064. Therefore, the
optical depth we adopt is a conservative choice.

2.2. The upper bound of the total stellar mass

First, we consider the case where a single stellar pop-
ulation dominates the reionization process, that is, a
single value of fesc⌘ion(= 400) is adopted at all red-
shifts. In Fig. 1, we show the range of cosmic SFRDs
at z & 5, for which the Planck measured values of
⌧e and z50%

reion
are consistently reproduced (light-blue re-

gion). Those SFRDs are as high as ⇢̇? ⇠ (2 � 4) ⇥

Given SFR, fesc, and ηion

ionization history QHII(z) 

optical depth τe(z) & zreion

GWB from high-z BBHs 3
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galaxies to the intergalactic media (IGM) and ⌘ion is the
ionizing photon number per stellar baryon. Evidently,
the two quantities have di↵erent values for each popula-
tion depending on the typical properties of their host
DM halos, initial mass function, and metallicity (see
Yung et al. 2020a,b, and references therein). Following
previous studies (e.g., Greif & Bromm 2006; Johnson
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adopt fiducial values of fesc = 0.1 and ⌘ion = 4⇥ 103 for
stellar populations that form in early protogalaxies and
dominate the reionization process (e.g., Wise et al. 2014;
fesc ' 0.1 for DM halos with & 108 M�). Note that the
value of ⌘ion is consistent with that of a Z ' 0.02 Z�
stellar population (hereafter, PopII) which follows a
Salpeter IMF with a mass range of 0.1� 100 M�. Since
these values are uncertain, we also discuss the depen-
dence on the product fesc⌘ion that matters rather than
their individual values.
With the photon production rate, the IGM ionized

volume fraction QHII
(z) is calculated by the di↵erential
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mean comoving number density of hydrogen, CHII
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and XH = 0.76 and YHe = 0.24 are the hydrogen and
helium mass fractions. We adopt CHII

= 4 (e.g., Pawlik
et al. 2009; Robertson et al. 2015). Finally, for a given
reionization history associated with a SFRD model, the
optical depth ⌧e is calculated with
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where c is the speed of light, �T is the cross section of
Thomson scattering, H(z) is the Hubble parameter, and
we set ⌘He = 1 at z � 3 and ⌘He = 2 at z < 3.
In this framework, we investigate the ranges of the
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Figure 1. Cosmic SFRDs of the stellar population at z & 5
(light blue region), for which the Planck result (⌧e = 0.0522±
0.0080 and z50%

reion
= 7.50± 0.82) are consistently reproduced.

The green region presents the SFRD in neutral regions before
the completion of reionization, and the solid curves show 50
cases that form stars with ⇢? ' 107 M� Mpc�3. Our fiducial
SFRD model is highlighted with the yellow curve. For ref-
erences, we overlay other SFRDs for the high-z population
(black dashed; Visbal et al. 2020) and for the low-z popula-
tion (blue region; Madau & Dickinson 2014, Robertson et al.
2015) together with the errors of the observed SFRD at z & 6
(Robertson et al. 2015).

constrained from (i) the SFRD estimated from UV lu-
minosities at z ' 6 (Robertson et al. 2015), (ii) the
Planck measured optical depth ⌧e = 0.0522±0.0080, and
(iii) reionization redshift mid-point z50%

reion
= 7.50 ± 0.82

(Planck Collaboration et al. 2020). Throughout the ar-
gument below, the most updated cosmological param-
eters are adopted; h = 0.6732, ⌦m = 0.3158, ⌦b =
0.02238, and YHe = 0.247 (Planck Collaboration et al.
2020). We note that those values of ⌧e and z50%

reion
are es-

timated for a specific shape of QHII
(z) and the resultant

shape obtained from our semi-analytical model is similar
to those assumed by the Planck team. A recent paper
by Ahn & Shapiro (2020) showed with a suite of models
of early reionization due to PopIII stars (see also our
discussion in §2.3), their best fit models to the Planck
polarization data go up to ⌧e ' 0.064. Therefore, the
optical depth we adopt is a conservative choice.

2.2. The upper bound of the total stellar mass

First, we consider the case where a single stellar pop-
ulation dominates the reionization process, that is, a
single value of fesc⌘ion(= 400) is adopted at all red-
shifts. In Fig. 1, we show the range of cosmic SFRDs
at z & 5, for which the Planck measured values of
⌧e and z50%

reion
are consistently reproduced (light-blue re-

gion). Those SFRDs are as high as ⇢̇? ⇠ (2 � 4) ⇥
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Figure 2. Left panel: cumulative stellar mass density consistent with the Planck measurements as a function of the ionization
e�ciency; fesc⌘ion = 320, 400 (fiducial), 600, 800, 1200, and 1600 from the top to the bottom (the 1� errors are shown in each
⌧e bin with a size of 1.25 ⇥ 10�3). The range of ⌧e inferred from the Planck observation is shown (Planck Collaboration et al.
2020). Right panel: the relation between ⇢? and fesc⌘ion are shown for the two cases of ⌧e = 0.052 and 0.06. The results are well
approximated by Eq. (7).

10�2 M� yr�1 Mpc�3 at z . 9 and begin to decline to-
ward high redshifts at z & 10� 14. All the cases shown
here are consistent with the observed SFRDs within the
errors over 5 . z . 10.5 and smoothly connect to the
SFRD measured at lower redshifts (blue region; Madau
& Dickinson 2014 and Robertson et al. 2015). For com-
parison, we overlay an SFRD model calculated by Visbal
et al. (2020), where more realistic prescriptions for star
formation, radiation feedback, IGMmetal pollution, and
the transition from PopIII to PopII stars are considered.
In this paper, we consider a GWB produced by stellar

populations that contribute to cosmic reionization and
presumably form in DM halos with Tvir . 2 ⇥ 104 K,
where gas is vulnerable to photoionization heating feed-
back (e.g., Dijkstra et al. 2004; Okamoto et al. 2008).
Therefore, we assume that the formation of the early
component is suppressed in ionized regions and thus
takes place only in neutral regions with a cosmic vol-
ume fraction of 1 �QHII

(z)1. The SFRDs of such pop-
ulations are shown with the green shaded region, which
peaks around z ' z50%

reion
and sharply drops at z ' zreion.

For each model, we calculate the cumulative stellar mass
density defined by

⇢? =

Z 1

zreion

⇢̇?(z){1�QHII
(z)} dt

dz
dz. (6)

1 There would exist metal-free DM halos which are massive enough
to overcome the photoionization heating feedback and make
PopIII stars even in ionized regions of the IGM after reionization
(Johnson 2010; Kulkarni et al. 2019). Although such a formation
pathway of PopIII stars is allowed without violating the Planck
constraint, we here do not consider their remnant (binary) BHs
as the high-z population.

In the left panel of Fig. 2, we present the cumulative
stellar mass density as a function of ⌧e for the cases
with di↵erent values of ⌘ionfesc = 320, 400 (fiducial),
600, 800, 1200, and 1600 from the top to the bottom
(the 1� errors are shown in each ⌧e bin with a size of
1.25⇥10�3). Note that z50%

reion
= 7.50±0.82 is satisfied for

all the cases. For the fiducial case, the cumulative mass
density is as high as ⇢? ' 107 M� Mpc�3 and depends
on the optical depth as / ⌧0.68

e
. Within the uncertainty

of ⌧e = 0.0522±0.008 (Planck Collaboration et al. 2020),
the value of ⇢? varies within ' 0.1 dex. With higher val-
ues of fesc⌘ion, the cumulative mass density decreases
so that the resultant optical depth becomes consistent
with that measured by the Planck. In the right panel
of Fig. 2, we show the dependence of ⇢? on fesc⌘ion for
the two cases of ⌧e = 0.052 and 0.06. For both cases,
the results are well fitted with a single power law of
⇢?/(107 M� Mpc�3) = aq(fesc⌘ion/400)�bq , where aq =
1.04 (0.929) and bq = 1.21 (1.18) for ⌧e = 0.06 (0.052).
Therefore, we obtain the relation between the total stel-
lar mass density formed by the end of reionization and
the physical parameters of the reionization process

⇢? ' 1.04⇥ 107 M� Mpc�3

⇥
✓
fesc
0.1

◆�1.2 ✓ ⌘ion
4⇥ 103

◆�1.2 ⇣ ⌧e
0.06

⌘0.68
. (7)

We note that the mass density is broadly consistent
with cosmological hydrodynamical simulations for high-
z galaxy formation (e.g., Johnson et al. 2013). The value
in Eq. (7) is considered to be the upper bound of the stel-
lar mass formed at z & zreion since it would be lowered
if other rarer but more intense radiation sources (e.g.,
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Figure 2. Left panel: cumulative stellar mass density consistent with the Planck measurements as a function of the ionization
e�ciency; fesc⌘ion = 320, 400 (fiducial), 600, 800, 1200, and 1600 from the top to the bottom (the 1� errors are shown in each
⌧e bin with a size of 1.25 ⇥ 10�3). The range of ⌧e inferred from the Planck observation is shown (Planck Collaboration et al.
2020). Right panel: the relation between ⇢? and fesc⌘ion are shown for the two cases of ⌧e = 0.052 and 0.06. The results are well
approximated by Eq. (7).

10�2 M� yr�1 Mpc�3 at z . 9 and begin to decline to-
ward high redshifts at z & 10� 14. All the cases shown
here are consistent with the observed SFRDs within the
errors over 5 . z . 10.5 and smoothly connect to the
SFRD measured at lower redshifts (blue region; Madau
& Dickinson 2014 and Robertson et al. 2015). For com-
parison, we overlay an SFRD model calculated by Visbal
et al. (2020), where more realistic prescriptions for star
formation, radiation feedback, IGMmetal pollution, and
the transition from PopIII to PopII stars are considered.
In this paper, we consider a GWB produced by stellar

populations that contribute to cosmic reionization and
presumably form in DM halos with Tvir . 2 ⇥ 104 K,
where gas is vulnerable to photoionization heating feed-
back (e.g., Dijkstra et al. 2004; Okamoto et al. 2008).
Therefore, we assume that the formation of the early
component is suppressed in ionized regions and thus
takes place only in neutral regions with a cosmic vol-
ume fraction of 1 �QHII

(z)1. The SFRDs of such pop-
ulations are shown with the green shaded region, which
peaks around z ' z50%
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and sharply drops at z ' zreion.

For each model, we calculate the cumulative stellar mass
density defined by

⇢? =

Z 1
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⇢̇?(z){1�QHII
(z)} dt

dz
dz. (6)

1 There would exist metal-free DM halos which are massive enough
to overcome the photoionization heating feedback and make
PopIII stars even in ionized regions of the IGM after reionization
(Johnson 2010; Kulkarni et al. 2019). Although such a formation
pathway of PopIII stars is allowed without violating the Planck
constraint, we here do not consider their remnant (binary) BHs
as the high-z population.

In the left panel of Fig. 2, we present the cumulative
stellar mass density as a function of ⌧e for the cases
with di↵erent values of ⌘ionfesc = 320, 400 (fiducial),
600, 800, 1200, and 1600 from the top to the bottom
(the 1� errors are shown in each ⌧e bin with a size of
1.25⇥10�3). Note that z50%
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= 7.50±0.82 is satisfied for

all the cases. For the fiducial case, the cumulative mass
density is as high as ⇢? ' 107 M� Mpc�3 and depends
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. Within the uncertainty

of ⌧e = 0.0522±0.008 (Planck Collaboration et al. 2020),
the value of ⇢? varies within ' 0.1 dex. With higher val-
ues of fesc⌘ion, the cumulative mass density decreases
so that the resultant optical depth becomes consistent
with that measured by the Planck. In the right panel
of Fig. 2, we show the dependence of ⇢? on fesc⌘ion for
the two cases of ⌧e = 0.052 and 0.06. For both cases,
the results are well fitted with a single power law of
⇢?/(107 M� Mpc�3) = aq(fesc⌘ion/400)�bq , where aq =
1.04 (0.929) and bq = 1.21 (1.18) for ⌧e = 0.06 (0.052).
Therefore, we obtain the relation between the total stel-
lar mass density formed by the end of reionization and
the physical parameters of the reionization process
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We note that the mass density is broadly consistent
with cosmological hydrodynamical simulations for high-
z galaxy formation (e.g., Johnson et al. 2013). The value
in Eq. (7) is considered to be the upper bound of the stel-
lar mass formed at z & zreion since it would be lowered
if other rarer but more intense radiation sources (e.g.,
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Figure 2. Left panel: cumulative stellar mass density consistent with the Planck measurements as a function of the ionization
e�ciency; fesc⌘ion = 320, 400 (fiducial), 600, 800, 1200, and 1600 from the top to the bottom (the 1� errors are shown in each
⌧e bin with a size of 1.25 ⇥ 10�3). The range of ⌧e inferred from the Planck observation is shown (Planck Collaboration et al.
2020). Right panel: the relation between ⇢? and fesc⌘ion are shown for the two cases of ⌧e = 0.052 and 0.06. The results are well
approximated by Eq. (7).

10�2 M� yr�1 Mpc�3 at z . 9 and begin to decline to-
ward high redshifts at z & 10� 14. All the cases shown
here are consistent with the observed SFRDs within the
errors over 5 . z . 10.5 and smoothly connect to the
SFRD measured at lower redshifts (blue region; Madau
& Dickinson 2014 and Robertson et al. 2015). For com-
parison, we overlay an SFRD model calculated by Visbal
et al. (2020), where more realistic prescriptions for star
formation, radiation feedback, IGMmetal pollution, and
the transition from PopIII to PopII stars are considered.
In this paper, we consider a GWB produced by stellar

populations that contribute to cosmic reionization and
presumably form in DM halos with Tvir . 2 ⇥ 104 K,
where gas is vulnerable to photoionization heating feed-
back (e.g., Dijkstra et al. 2004; Okamoto et al. 2008).
Therefore, we assume that the formation of the early
component is suppressed in ionized regions and thus
takes place only in neutral regions with a cosmic vol-
ume fraction of 1 �QHII

(z)1. The SFRDs of such pop-
ulations are shown with the green shaded region, which
peaks around z ' z50%

reion
and sharply drops at z ' zreion.

For each model, we calculate the cumulative stellar mass
density defined by

⇢? =

Z 1

zreion

⇢̇?(z){1�QHII
(z)} dt

dz
dz. (6)

1 There would exist metal-free DM halos which are massive enough
to overcome the photoionization heating feedback and make
PopIII stars even in ionized regions of the IGM after reionization
(Johnson 2010; Kulkarni et al. 2019). Although such a formation
pathway of PopIII stars is allowed without violating the Planck
constraint, we here do not consider their remnant (binary) BHs
as the high-z population.

In the left panel of Fig. 2, we present the cumulative
stellar mass density as a function of ⌧e for the cases
with di↵erent values of ⌘ionfesc = 320, 400 (fiducial),
600, 800, 1200, and 1600 from the top to the bottom
(the 1� errors are shown in each ⌧e bin with a size of
1.25⇥10�3). Note that z50%

reion
= 7.50±0.82 is satisfied for

all the cases. For the fiducial case, the cumulative mass
density is as high as ⇢? ' 107 M� Mpc�3 and depends
on the optical depth as / ⌧0.68

e
. Within the uncertainty

of ⌧e = 0.0522±0.008 (Planck Collaboration et al. 2020),
the value of ⇢? varies within ' 0.1 dex. With higher val-
ues of fesc⌘ion, the cumulative mass density decreases
so that the resultant optical depth becomes consistent
with that measured by the Planck. In the right panel
of Fig. 2, we show the dependence of ⇢? on fesc⌘ion for
the two cases of ⌧e = 0.052 and 0.06. For both cases,
the results are well fitted with a single power law of
⇢?/(107 M� Mpc�3) = aq(fesc⌘ion/400)�bq , where aq =
1.04 (0.929) and bq = 1.21 (1.18) for ⌧e = 0.06 (0.052).
Therefore, we obtain the relation between the total stel-
lar mass density formed by the end of reionization and
the physical parameters of the reionization process
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We note that the mass density is broadly consistent
with cosmological hydrodynamical simulations for high-
z galaxy formation (e.g., Johnson et al. 2013). The value
in Eq. (7) is considered to be the upper bound of the stel-
lar mass formed at z & zreion since it would be lowered
if other rarer but more intense radiation sources (e.g.,

the total mass budget used for BBH formation Planck (2018)
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tional to ⇢̇?(z) as

ṅion =
fesc⌘ion⇢̇?(z)

mp

, (2)

where fesc is the escape fraction of ionizing photons from
galaxies to the intergalactic media (IGM) and ⌘ion is the
ionizing photon number per stellar baryon. Evidently,
the two quantities have di↵erent values for each popula-
tion depending on the typical properties of their host
DM halos, initial mass function, and metallicity (see
Yung et al. 2020a,b, and references therein). Following
previous studies (e.g., Greif & Bromm 2006; Johnson
et al. 2013; Visbal et al. 2020; Liu & Bromm 2020a), we
adopt fiducial values of fesc = 0.1 and ⌘ion = 4⇥ 103 for
stellar populations that form in early protogalaxies and
dominate the reionization process (e.g., Wise et al. 2014;
fesc ' 0.1 for DM halos with & 108 M�). Note that the
value of ⌘ion is consistent with that of a Z ' 0.02 Z�
stellar population (hereafter, PopII) which follows a
Salpeter IMF with a mass range of 0.1� 100 M�. Since
these values are uncertain, we also discuss the depen-
dence on the product fesc⌘ion that matters rather than
their individual values.
With the photon production rate, the IGM ionized

volume fraction QHII
(z) is calculated by the di↵erential

equation (e.g., Haiman & Loeb 1997; Madau et al. 1999;
Wyithe & Loeb 2003; Haiman & Bryan 2006);

dQHII

dt
=

ṅion

hnHi
� QHII

trec
, (3)

where the IGM recombination time is given by

trec =


CHII

↵B

✓
1 +

YHe

4XH

◆
hnHi(1 + z)3

��1

, (4)

↵B is the case B recombination coe�cient at an IGM
temperature of T = 2 ⇥ 104 K, hnHi is the IGM
mean comoving number density of hydrogen, CHII

⌘
hn2

HII
i/hnHIIi2 is a clumping factor of ionized hydrogen,

and XH = 0.76 and YHe = 0.24 are the hydrogen and
helium mass fractions. We adopt CHII

= 4 (e.g., Pawlik
et al. 2009; Robertson et al. 2015). Finally, for a given
reionization history associated with a SFRD model, the
optical depth ⌧e is calculated with

⌧e(z) = chnHi�T

Z z

0

QHII
(z0)

(1 + z0)2

H(z0)

✓
1 +

⌘HeYHe

4XH

◆
dz0,

(5)
where c is the speed of light, �T is the cross section of
Thomson scattering, H(z) is the Hubble parameter, and
we set ⌘He = 1 at z � 3 and ⌘He = 2 at z < 3.
In this framework, we investigate the ranges of the

three parameters (ap, bp, and cp) in Eq. (1), which are
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Figure 1. Cosmic SFRDs of the stellar population at z & 5
(light blue region), for which the Planck result (⌧e = 0.0522±
0.0080 and z50%

reion
= 7.50± 0.82) are consistently reproduced.

The green region presents the SFRD in neutral regions before
the completion of reionization, and the solid curves show 50
cases that form stars with ⇢? ' 107 M� Mpc�3. Our fiducial
SFRD model is highlighted with the yellow curve. For ref-
erences, we overlay other SFRDs for the high-z population
(black dashed; Visbal et al. 2020) and for the low-z popula-
tion (blue region; Madau & Dickinson 2014, Robertson et al.
2015) together with the errors of the observed SFRD at z & 6
(Robertson et al. 2015).

constrained from (i) the SFRD estimated from UV lu-
minosities at z ' 6 (Robertson et al. 2015), (ii) the
Planck measured optical depth ⌧e = 0.0522±0.0080, and
(iii) reionization redshift mid-point z50%

reion
= 7.50 ± 0.82

(Planck Collaboration et al. 2020). Throughout the ar-
gument below, the most updated cosmological param-
eters are adopted; h = 0.6732, ⌦m = 0.3158, ⌦b =
0.02238, and YHe = 0.247 (Planck Collaboration et al.
2020). We note that those values of ⌧e and z50%

reion
are es-

timated for a specific shape of QHII
(z) and the resultant

shape obtained from our semi-analytical model is similar
to those assumed by the Planck team. A recent paper
by Ahn & Shapiro (2020) showed with a suite of models
of early reionization due to PopIII stars (see also our
discussion in §2.3), their best fit models to the Planck
polarization data go up to ⌧e ' 0.064. Therefore, the
optical depth we adopt is a conservative choice.

2.2. The upper bound of the total stellar mass

First, we consider the case where a single stellar pop-
ulation dominates the reionization process, that is, a
single value of fesc⌘ion(= 400) is adopted at all red-
shifts. In Fig. 1, we show the range of cosmic SFRDs
at z & 5, for which the Planck measured values of
⌧e and z50%

reion
are consistently reproduced (light-blue re-

gion). Those SFRDs are as high as ⇢̇? ⇠ (2 � 4) ⇥

high-z SFR
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3. REDSHIFT-DEPENDENT BH MERGER RATES

3.1. Properties of BBH mergers implied by
LIGO/Virgo O3a run

With the updated BBH sample in the GWTC-2 cat-
alog (Abbott et al. 2020), the mass spectrum for the
primary BH in merging binaries, dRBBH/dM1, is found
to be characterized by a broken power law with a break
at 39.7+20.3

�9.1 M�, or a power law with a Gaussian feature
peak at 33.5+4.5

�5.5 M�. The functional form of the broken
power-law mass spectrum is given by

dRBBH

dM1

/

8
>><

>>:

M�↵1

1
for Mmin < M1  Mbreak,

M�↵2

1
for Mbreak < M1 < Mmax,

0 otherwise,

(11)

where ↵1 = 1.58, ↵2 = 5.59, Mmin = 3.96 M�, and
Mmax = 87.14M� are adopted, Mbreak = Mmin+bMmax

is the mass where there is a break in the spectral index
(b = 0.43), and the smoothing function atMmin < M1 <
Mmin + �M (�M = 4.83 M�) is taken into account (Ab-
bott et al. 2020). With the mass spectrum, the average
BH mass is calculated by

hM1i ⌘

R
Mmax

Mmin

M1

dRBBH

dM1

dM1R
Mmax

Mmin

dRBBH

dM1

dM1

. (12)

For the broken-power law mass spectrum that does not
evolve with redshift, the average mass of the primary
BH is hM1i = 17.5 M� and the average total mass in
a binary is hMtot,bi ⌘ (1 + q)hM1i = 35 M�[(1 + q)/2],
where q is the mass ratio of the two BHs. In this paper,
we adopt this mass spectrum as our fiducial model (see
§4.1).
The LIGO/Virgo observing O3a run has well con-

strained the mass-integrated merger rate defined by

RBBH(z) ⌘
Z

dRBBH

dM1

dM1. (13)

The merger rate estimated from the GW events de-
tected by the LIGO/Virgo O1+O2+O3 runs is found
to increase with redshift as RBBH(z) = RBBH,0(1 +
z), where RBBH,0 ' 19.116.2�9.0 Gpc�3 yr�1 and  =
1.8+9.6

�9.5 (1.3+2.1
�2.1) for the broken power-law (power-law

+ peak) mass spectrum (Abbott et al. 2020).

3.2. Modeling the BBH merger rate

The redshift-dependent BBH merger rate is given by
a convolution of the delay time distribution (DTD)  (t)

for binary coalescences and the BBH formation rate
⇢̇BBH(t);

RBBH(z) =
1

hMtot,bi

Z t(z)

0

⇢̇BBH(t
0) (t� t0)dt0, (14)

where t(z) is the cosmic time at redshift z and the av-
erage mass in a BBH is assumed to be constant. Here,
we adopt a power-law distribution of the delay time;

 (t) =
 0

tmin

✓
t

tmin

◆�n

for tmin < t < tmax, (15)

and  (t) = 0 otherwise, where tmin(max) is the mini-
mum (maximum) merger timescale for binaries. The
normalization of  0 is determined so that the integra-
tion of Eq. (15) from tmin to tmax is unity. We consider
the maximum merger time, which depends on the maxi-
mum binary separation, to be significantly longer than a
Hubble time (tmax � tH). We here adopt tmax = 103 tH.
We note that the choice of tmax is not important for
n & 1, which we mainly focus on in the following discus-
sion. This type of the DTD is inspired by those of the
GW-driven inspirals (n ' 1; see Piran 1992) and other
astrophysical phenomena related to binary mergers. For
instance, the DTD of type Ia supernovae has n ' 1 and
tmin of 40 Myr to a few hundreds of Myr (Maoz et al.
2014 and references therein), and that of short GRBs
has n ' 1 and tmin ' 20 Myr (Wanderman & Piran
2010; Ghirlanda et al. 2016). Population synthesis cal-
culations reproduce DTDs with n ' 1 for BBH mergers
that hardly depend on the binary properties and their
formation redshifts (Dominik et al. 2012; Kinugawa et al.
2014; Tanikawa et al. 2020). Recently, Safarzadeh et al.
(2020) discussed the e↵ects of the delay-time nature of
BBHs on the stochastic GWB amplitude.
For the cosmic BBH formation rate, we consider two

scenarios: (i) BBH formation follows the observed cos-
mic SFRD (Madau & Dickinson 2014) for the low-z
BBH population and (ii) BBH formation follows the
SFRD given by Eq. (8) for the high-z BBH popu-
lation. The total stellar mass densities are ⇢? '
5.7+1.7

�1.9 ⇥ 108 M� Mpc�3 for the low-z population
(Madau & Dickinson 2014, and references therein) and
⇢? . 107 M� Mpc�3 for the high-z population (see
Eq. 7). The cosmic BBH formation rate is given by
calculating a mass fraction fBBH(⌘ ⇢̇BBH/⇢̇?) of BBHs
merging within tmax to the total stellar mass. The BBH
formation e�ciency fBBH is estimated as a product of
the following three fractions:

1. The first one is the mass fraction of massive stars
forming BHs in a given mass budget. Non-rotating
stars of zero-age main sequence mass M & M• =
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we adopt a power-law distribution of the delay time;
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and  (t) = 0 otherwise, where tmin(max) is the mini-
mum (maximum) merger timescale for binaries. The
normalization of  0 is determined so that the integra-
tion of Eq. (15) from tmin to tmax is unity. We consider
the maximum merger time, which depends on the maxi-
mum binary separation, to be significantly longer than a
Hubble time (tmax � tH). We here adopt tmax = 103 tH.
We note that the choice of tmax is not important for
n & 1, which we mainly focus on in the following discus-
sion. This type of the DTD is inspired by those of the
GW-driven inspirals (n ' 1; see Piran 1992) and other
astrophysical phenomena related to binary mergers. For
instance, the DTD of type Ia supernovae has n ' 1 and
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2014 and references therein), and that of short GRBs
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2010; Ghirlanda et al. 2016). Population synthesis cal-
culations reproduce DTDs with n ' 1 for BBH mergers
that hardly depend on the binary properties and their
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2014; Tanikawa et al. 2020). Recently, Safarzadeh et al.
(2020) discussed the e↵ects of the delay-time nature of
BBHs on the stochastic GWB amplitude.
For the cosmic BBH formation rate, we consider two

scenarios: (i) BBH formation follows the observed cos-
mic SFRD (Madau & Dickinson 2014) for the low-z
BBH population and (ii) BBH formation follows the
SFRD given by Eq. (8) for the high-z BBH popu-
lation. The total stellar mass densities are ⇢? '
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�1.9 ⇥ 108 M� Mpc�3 for the low-z population
(Madau & Dickinson 2014, and references therein) and
⇢? . 107 M� Mpc�3 for the high-z population (see
Eq. 7). The cosmic BBH formation rate is given by
calculating a mass fraction fBBH(⌘ ⇢̇BBH/⇢̇?) of BBHs
merging within tmax to the total stellar mass. The BBH
formation e�ciency fBBH is estimated as a product of
the following three fractions:

1. The first one is the mass fraction of massive stars
forming BHs in a given mass budget. Non-rotating
stars of zero-age main sequence mass M & M• =

・BBH merger rate

・Merger delay-time distribution

cf. n=1 for type Ia SNe

BBH formation efficiency
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Figure 6. Halos properties in which gas collapse is induced by H cooling. Orange dots are halos in which H2 cooling finally
dominates, and blue ones are for continuous isothermal cooling case. Left panel: vbsm v.s. halo Tvir; right panel: vbsm v.s.
background JLW

With the streaming velocity (vbsm � �bsm), most cases
(> 86%) experience the atomic-cooling stage and 14% of
all the trees collapse isothermally keeping T ' 8000 K.
This result shows that the existence of streaming veloc-
ities suppresses gas collapse by H2 cooling in halos with
Tvir < 104 K at high redshifts. As the streaming velocity
is higher, gas collapse is further delayed until the halo
mass grows via mergers that inject more turbulence en-
ergy and lead to stronger compressional heating in the
collapsing stage. As a result, the number of trees where
isothermal collapse is kept monotonically increases with
the streaming velocity. (WL: this fraction may change
after we modify the adiabatic density evolution).
In Fig 6, we show the distributions of the halo virial

temperature (left panel) and LW background intensity
(right panel) for the two types where gas clouds begin to
collapse via H Ly↵ cooling (i.e,, H-H and H-H2 types).
Each case shows Tvir and JLW at the epoch when the
central density reaches n = 100 cm�3. For all the cases,
the virial temperatures for the H-H type is generally
higher than that for the H-H2 type and the mean value
of Tvir increases with the streaming velocity. This trend
is more clearly shown in the distribution of JLW; namely
the LW background intensity for the H-H type (hJLWi &
103 J21) is ten times higher than that for the H-H2 type
(hJLWi . 300 J21). The higher value of JLW is mainly
caused by the delay of gas collapse until the halo mass
becomes massive enough to be exposed by more LW
sources.
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This result shows that the existence of streaming veloc-
ities suppresses gas collapse by H2 cooling in halos with
Tvir < 104 K at high redshifts. As the streaming velocity
is higher, gas collapse is further delayed until the halo
mass grows via mergers that inject more turbulence en-
ergy and lead to stronger compressional heating in the
collapsing stage. As a result, the number of trees where
isothermal collapse is kept monotonically increases with
the streaming velocity. (WL: this fraction may change
after we modify the adiabatic density evolution).
In Fig 6, we show the distributions of the halo virial

temperature (left panel) and LW background intensity
(right panel) for the two types where gas clouds begin to
collapse via H Ly↵ cooling (i.e,, H-H and H-H2 types).
Each case shows Tvir and JLW at the epoch when the
central density reaches n = 100 cm�3. For all the cases,
the virial temperatures for the H-H type is generally
higher than that for the H-H2 type and the mean value
of Tvir increases with the streaming velocity. This trend
is more clearly shown in the distribution of JLW; namely
the LW background intensity for the H-H type (hJLWi &
103 J21) is ten times higher than that for the H-H2 type
(hJLWi . 300 J21). The higher value of JLW is mainly
caused by the delay of gas collapse until the halo mass
becomes massive enough to be exposed by more LW
sources.
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Figure 4. Redshift-dependent BBH merger rates for the low-z (blue) and high-z (green) BBH populations. While the merger
rate for the low-z BBHs is normalized to be the observed merger rate at z = 0, the normalization for the high-z BBHs is
given by the BBH formation e�ciency of fBBH = 0.018 (see §3.2). Left panel: we adopt the DTD index of n = 0.7 (dotted),
1.0 (solid), and 1.5 (dashed) and minimal merger time of tmin = 50 Myr. The redshift-dependence of all the models at lower
redshifts (z . 1.5) is overall consistent with that inferred from the LIGO/Virgo observing O3a run (shaded region; Abbott et al.
2020). Right panel: 100 di↵erent rates are generated by assuming that n and tmin are distributed uniformly over the range of
0.7  n  1.5 and 10  tmin/Myr  10. The three cases shown in the left panel are highlighted with the green thick curves.
The merger rates for the high-z BBHs rise to RBBH,peak ⇠ 103�4 Gpc�3 yr�1 at z ⇠ 6� 10, which are ⇠ 10� 100 times higher
than those for the low-z BBHs even though the expected BBH merger rates at z ' 0 for the both populations are comparable.

3.3. Redshift-dependent merger rates of
the two BBH populations

In Fig. 4, we show the redshift-dependent BBH merger
rates for the low-z (blue curves) and high-z (green
curves) BBH populations. In the left panel, each curve
is generated by setting tmin = 50 Myr and n = 0.7
(dotted), 1.0 (solid), and 1.5 (dashed). The redshift-
dependence of all the models at lower redshifts (z .
1.5) is overall consistent with that inferred from the
LIGO/Virgo O3a run (Abbott et al. 2020; 90% credible
intervals shown by the gray shaded band). The merger
rates for the high-z BBHs are well described by Eq. (17)
and could explain most GW events observed at z ' 0 in
terms of the rate.
In the right panel, we show the BBH merger rates

for the two populations extending the redshift range up
to z = 16. For each model, we generate 100 di↵erent
rates by assuming that the power-law index n and the
minimum merger time are distributed uniformly over
the range of 0.7  n  1.5 and 10  tmin/Myr  100
(the three cases with tmin = 50 Myr shown in the left
panel are highlighted with green thick curves). For
the low-z population, the merger rates have peaks of
RBBH,peak ⇠ 30 � 100 Gpc�3 yr�1 at the epoch when
the cosmic star formation rate is the highest, and de-
creases toward higher redshifts. In contrast, for the
high-z population, a vast majority of the BBHs merge
in the early universe at z ' 6 � 10 and a small frac-

tion of them (binaries with wider orbital separations at
birth) merge within the LIGO/Virgo detection horizon.
For the high-z BBH population, the shape of the merger
rate depends on the DTD index more sensitively. For
the canonical case (n = 1; solid), the merger rate in-
creases to RBBH,peak ⇠ 103 Gpc�3 yr�1 at z ⇠ 6 � 10,
which is > 10 times higher than for the low-z BBHs,
even though the expected local rate is similar to that
for the low-z BBH population. With the larger DTD
indices (n = 1.5; dashed), most BBHs merge at higher
redshifts at a peak rate of ⇠ 6 ⇥ 103 Gpc�3 yr�1, but
the rate quickly decays toward z ' 0 because the total
mass of BBHs is fixed. With the smaller DTD indices
(n = 0.7; dotted), most BBHs do not merger within a
Hubble time and thus both the peak and local rate are
significantly lowered.
In Fig. 5, we summarize the dependence of the high-z

BBH merger rates on the DTD index n. Here, we fo-
cus on the merger rate at z = 0 (solid curves) and z = 8
(dashed), when the rate is maximized. Each curve corre-
sponds to the case with di↵erent minimum merger time:
tmin = 10 (purple), 50 (green), and 10 Myr (blue). As
also seen in Fig. 4, the local merger rate is maximized
at n ' 1 because a good fraction of BBHs formed at
z > zreion merge within a Hubble timescale. With a
shorter tmin, the local rate decreases but the peak rate
at z ⇠ 8 increase, reflecting the conservation of the to-
tal BBH mass budget. The local rate depends on tmin
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Figure 4. Redshift-dependent BBH merger rates for the low-z (blue) and high-z (green) BBH populations. While the merger
rate for the low-z BBHs is normalized to be the observed merger rate at z = 0, the normalization for the high-z BBHs is
given by the BBH formation e�ciency of fBBH = 0.018 (see §3.2). Left panel: we adopt the DTD index of n = 0.7 (dotted),
1.0 (solid), and 1.5 (dashed) and minimal merger time of tmin = 50 Myr. The redshift-dependence of all the models at lower
redshifts (z . 1.5) is overall consistent with that inferred from the LIGO/Virgo observing O3a run (shaded region; Abbott et al.
2020). Right panel: 100 di↵erent rates are generated by assuming that n and tmin are distributed uniformly over the range of
0.7  n  1.5 and 10  tmin/Myr  10. The three cases shown in the left panel are highlighted with the green thick curves.
The merger rates for the high-z BBHs rise to RBBH,peak ⇠ 103�4 Gpc�3 yr�1 at z ⇠ 6� 10, which are ⇠ 10� 100 times higher
than those for the low-z BBHs even though the expected BBH merger rates at z ' 0 for the both populations are comparable.

3.3. Redshift-dependent merger rates of
the two BBH populations

In Fig. 4, we show the redshift-dependent BBH merger
rates for the low-z (blue curves) and high-z (green
curves) BBH populations. In the left panel, each curve
is generated by setting tmin = 50 Myr and n = 0.7
(dotted), 1.0 (solid), and 1.5 (dashed). The redshift-
dependence of all the models at lower redshifts (z .
1.5) is overall consistent with that inferred from the
LIGO/Virgo O3a run (Abbott et al. 2020; 90% credible
intervals shown by the gray shaded band). The merger
rates for the high-z BBHs are well described by Eq. (17)
and could explain most GW events observed at z ' 0 in
terms of the rate.
In the right panel, we show the BBH merger rates

for the two populations extending the redshift range up
to z = 16. For each model, we generate 100 di↵erent
rates by assuming that the power-law index n and the
minimum merger time are distributed uniformly over
the range of 0.7  n  1.5 and 10  tmin/Myr  100
(the three cases with tmin = 50 Myr shown in the left
panel are highlighted with green thick curves). For
the low-z population, the merger rates have peaks of
RBBH,peak ⇠ 30 � 100 Gpc�3 yr�1 at the epoch when
the cosmic star formation rate is the highest, and de-
creases toward higher redshifts. In contrast, for the
high-z population, a vast majority of the BBHs merge
in the early universe at z ' 6 � 10 and a small frac-

tion of them (binaries with wider orbital separations at
birth) merge within the LIGO/Virgo detection horizon.
For the high-z BBH population, the shape of the merger
rate depends on the DTD index more sensitively. For
the canonical case (n = 1; solid), the merger rate in-
creases to RBBH,peak ⇠ 103 Gpc�3 yr�1 at z ⇠ 6 � 10,
which is > 10 times higher than for the low-z BBHs,
even though the expected local rate is similar to that
for the low-z BBH population. With the larger DTD
indices (n = 1.5; dashed), most BBHs merge at higher
redshifts at a peak rate of ⇠ 6 ⇥ 103 Gpc�3 yr�1, but
the rate quickly decays toward z ' 0 because the total
mass of BBHs is fixed. With the smaller DTD indices
(n = 0.7; dotted), most BBHs do not merger within a
Hubble time and thus both the peak and local rate are
significantly lowered.
In Fig. 5, we summarize the dependence of the high-z

BBH merger rates on the DTD index n. Here, we fo-
cus on the merger rate at z = 0 (solid curves) and z = 8
(dashed), when the rate is maximized. Each curve corre-
sponds to the case with di↵erent minimum merger time:
tmin = 10 (purple), 50 (green), and 10 Myr (blue). As
also seen in Fig. 4, the local merger rate is maximized
at n ' 1 because a good fraction of BBHs formed at
z > zreion merge within a Hubble timescale. With a
shorter tmin, the local rate decreases but the peak rate
at z ⇠ 8 increase, reflecting the conservation of the to-
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Figure 3. Merger rate of PopIII BBHs for different assumed IMFs, as
in Fig. 2. The data is taken from K14, but renormalized to be consistent
with the electrons scattering optical depth τ e measured by Planck within
the 1σ (solid) and 2σ (dashed) error (equation 1 with fesc, m = 0.1 and
ηion = 5 × 104).

density of PopIII stars consistent with the Planck τ e within the 1σ

(solid) and 2σ (dashed) error (equation 1 for fesc, m = 0.1 and ηion =
5 × 104), with the redshift-dependence of the SFR following
de Souza et al. (2011). The rates peak between z ≈ 4–10
at !100 Gpc−3 yr−1, with most merging PopIII BBHs unre-
solved by AdLIGO/Virgo, and with !106 PopIII BBHs con-
tributing to a strongly redshifted GWB over five years. The
merger rates decrease towards low redshift once PopIII star for-
mation is quenched. However, the rate remains as high as RBBH

≃ 10 Gpc−3 yr−1 even at z ≃ 0, because BBHs with suitable
initial separations take a Hubble time to merge. For a massive
30 + 30 M⊙ circular BBH with an initial separation of ∼0.2 au,
the GW inspiral time is 10 Gyr (Peters & Mathews 1963). Note that
the merging rate is consistent with ∼2–400 Gpc−3 yr−1 inferred
from GW150914 (Abbott et al. 2016d).

We estimate the spectrum of the PopIII GWB as

ρcc
2%gw(f ) =

∫ ∞

zmin

RBBH

1 + z

dt

dz

(
fr

dEgw

dfr

) ∣∣∣∣
fr=f (1+z)

dz (4)

(Phinney 2001), where f and fr are the GW frequencies observed
at z = 0 and in the source’s rest frame, respectively, and ρc is the
critical density of the Universe. We set the minimum redshift to
zmin = 0.28, the detection horizon of AdLIGO/Virgo. The GW
spectrum from a coalescencing BBH is given by

dEgw

dfr

=
(πG)2/3M

5/3
chirp

3

⎧
⎪⎪⎨

⎪⎪⎩

f −1/3
r FPN fr < f1,

ωmf 2/3
r GPN f1 ≤ fr < f2,

ωrσ
4f 2

r

[σ 2+4(fr−f2)2]2 f2 ≤ fr < f3,

(5)

where Egw is the energy emitted in GWs, Mchirp ≡ (M1M2)3/5/

(M1 + M2)1/5 is the chirp mass, and fi (i = 1, 2, 3) and σ are
frequencies that characterize the inspiral-merger-ringdown wave-
forms, ωm(r) are normalization constants chosen so as to make the
waveform continuous, and the Post-Newtonian correction factors
of F (G )PN (Ajith et al. 2011). We assume that the BBHs have cir-
cular orbits because the PopIII BBHs should circularize by the time
they move into the LIGO band (see fig. 3 in Abbott et al. 2016b).
Note that the background spectrum in the inspiral phase scales with
frequency as %gw(f) ∝ f2/3.

Figure 4. Top: spectra of GWB produced by PopIII BBHs for the same
IMFs, fesc, m and τ e as in Fig. 3 (blue and red curves). We assume binaries
with the average chirp mass of ⟨Mchirp⟩ = 30 M⊙ on circular orbits. The
background expected from all unresolved PopII+PopI BBHs is shown for
reference (solid black curve, Abbott et al. 2016c, their fiducial model).
Black dotted curves show the expected sensitivity of AdLIGO/Virgo in the
observing runs O2 and O5. The green solid curve is the same as the blue
solid curve, but with a higher chirp mass of ⟨Mchirp⟩ = 50 M⊙ and with
a lower merging rate by a factor of 3/5. Bottom: the spectral index; open
circles mark the frequencies above which α < 0.3.

Fig. 4 shows spectra of the GWB produced by PopIII BBHs for
the same IMFs, fesc, m and τ e as in Fig. 3 (blue and red curves).
For the two IMFs with 10–100 M⊙ and a flat mass ratio distribu-
tion, the typical merger is an equal-mass binary with a chirp mass of
⟨Mchirp⟩ ≃ 30 M⊙ (K14, K16). For comparison, we show the back-
ground produced by all PopII/I BBHs (black solid curve), which typ-
ically merge at z " 2−4 (Dominik et al. 2013; Abbott et al. 2016c).
For all cases shown, the GWB from PopIII BBHs is higher than the
expected sensitivity of the AdLIGO/Virgo detectors in the observing
run O5 (black dotted curves). The typical chirp mass and redshift of
PopIII BBHs are both higher than for PopII/I BBHs(∼30 M⊙ versus
∼10 M⊙ and z ∼ 8 versus z ∼ 3), causing the GW frequency to be
redshifted. As a result, the spectrum in the AdLIGO/Virgo band be-
comes flatter than the canonical %gw(f) ∝ f2/3 expected from lower
redshift and lower mass PopII/I sources. Kowalska et al. (2012)
also have noted the spectral flattening by assuming a different chirp
mass distribution and a high PopIII SFR which is inconsistent with
the Planck result and does not include important physics (e.g. LW
feedback, metal enrichment and reionization). In the bottom panel,
the open circles mark the frequencies above which the spectral in-
dex falls below 0.3; this critical frequency is ∼40 Hz, well inside
the AdLIGO/Virgo band. The deviation could be detectable with
S/N ∼ 3 in the O5 run (Abbott et al. 2016c). Note that PopII/I
BBHs can produce such a significant flattening of the GWB spec-
trum at ∼100 Hz (black curve; see also Kowalska-Leszczynska
et al. 2015 that show a similar flattening at !70–100 Hz, depending
on their models.) Although a sub-dominant population of massive
PopII BBHs with !30 M⊙ would form, depending on a model of
cosmic metal enrichment (Belczynski et al. 2016), the severe flatting
requires the majority of such massive stars, as expected only in the
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Figure 5. Summary of the dependence of the merger rates
for the high-z BBHs at z = 0 (solid) and z = 8 (dashed)
on the DTD index n. Each curve corresponds to the case
with di↵erent minimum merger time: tmin = 10 (purple), 50
(green), and 10 Myr (blue).

only when the DTD index is larger than unity, i.e., the
normalization of the DTD determined by the choice of
tmin. Overall, the merger rates for a wide range of the
DTD parameters explain the local GW event rate in-
ferred from the LIGO/Virgo O3a observing run (gray re-
gion). The peak merger rate increases with the DTD in-
dex but approaches RBBH ⇠ 104 Gpc�3 yr�1 at n & 1.3.
We note that the apparent maximum rate corresponds
to the case where all the BBHs immediately merger at
birth; RBBH ⇠ fBBH⇢̇?/hMtot,bi ' 1.6⇥104 Gpc�3 yr�1.
Finally, we briefly mention the merger rate of

BBHs originating from PopIII stars. As discussed in
§2.3 (see Fig. 3), the upper limit of the mass den-
sity for PopIII stars is limited below ⇢?,III . 2 ⇥
105 M� Mpc�3, which is ⇠ 2% of that for the nor-
mal PopII stars. Therefore, even if PopIII BBHs fol-
low the DTD with n ' 1.0, the merger rate of PopIII
BBHs at z ' 0 would be as small as RBBH,III '
0.5 (fBBH/0.018)(hMtot,bi/35 M�)�1 Gpc�3 yr�1. This
indicates that they could contribute to the local GW
events, only if & 40% of all the mass in PopIII stars
would be converted into BBHs merging within a Hub-
ble time. Recently, Kinugawa et al. (2021) claimed that
BBHs originating from PopIII remnants could explain
the local GW event rate at M1 & 30 M�, which is re-
sponsible for ⇠ 10 Gpc�3 yr�1 and requires fBBH ' 0.5
for hMtot,bi = 50 M� (note that they adopt q = 0.7).
Such a high BBH formation e�ciency could be provided
for a top-heavy IMF (e.g., a flat IMF with a mass range
of 10 � 100 M�; f• ' 0.96), a high binary fraction
fbin ' 1, and fmrg & 0.5 (e.g., the distribution of pri-
mordial binary separations prefer close binaries; see also

Inayoshi et al. 2017). Dynamical capture of BHs in dense
metal-free clusters would also form tightly bound BBHs
(Liu & Bromm 2020b).

4. GRAVITATIONAL WAVE BACKGROUND

We next calculate the spectrum of a GWB produced
from BBHs that merge at the rates shown in Fig. 4;

⇢cc
2⌦gw(f) =

Z 1

zmin

Z Mmax

Mmin

dRBBH

dM1

✓
fr

dEgw

dfr

◆
dt

dz

dM1dz

1 + z
,

(18)
(Phinney 2001), where f and fr are the GW frequencies
observed at z = 0 and in the source’s rest frame, i.e.,
fr = f(1 + z), and ⇢c is the critical density of the uni-
verse. We set the minimum redshift to zmin = 0.28, the
detection horizon of LIGO/Virgo3. The GW spectrum
from a coalescing BBH is given by

dEgw

dfr
=

(⇡G)2/3M5/3
c

3f1/3
r

FPN (19)

where Egw is the energy emitted in GWs, Mc ⌘
(M1M2)3/5/(M1 +M2)1/5 is the chirp mass, M2 is the
secondary mass, and FPN is the Post-Newtonian cor-
rection factor (Ajith et al. 2011). We here consider
merger events of equal-mass binaries to be consistent
with previous works (Abbott et al. 2016a, 2019), which
di↵er from the conditional mass-ratio q distribution of
q�q (�q = 1.4+2.5

�1.5 for the broken power-law mass spec-
trum) inferred from the observed merger events (Ab-
bott et al. 2020). We note that assuming q = 0.7, the
GWB amplitude shown below is reduced at most by a
factor of ' 1.3 (' 80%) at f < 100 Hz. This level
of small reduction would be absorbed in the uncertain-
ties of �q and other model parameters characterizing
the primary mass function. We also assume that the
orbits of BBHs that contribute to a GWB are circular-
ized by the time they move into the LIGO/Virgo band
and thus the GWB spectrum in the inspiral phase scales
with frequency as ⌦gw(f) / f2/3. While binary-single
interactions can produce high-eccentricity events, they
are likely to constitute a significant fraction of all events
only in the AGN disk models (e.g., Tagawa et al. 2020;
Samsing et al. 2020).

3 Given the GW sensitivity curve, the size of the observational hori-
zon for a BBH merger depends on the masses of the two BHs. For
simplicity, we adopt one single value of the redshift within which
BBHs are individually detected. However, the choice weakly af-
fects the estimation of a GWB only for the low-z BBH population
if zmin > 0.3 is set. In this sense, the calculated GWB amplitude
for the low-z BBH population corresponds to an upper limit.
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Figure 6. The stochastic GWB spectra produced by the
low-z (blue) and high-z (green) BBH populations that follow
the merger rates shown in Fig. 4. For each case, the shaded
region shows the expected GWB amplitude for di↵erent DTD
parameters; namely 1.0  n  1.5 and tmin = 50 Myr. The
three sensitivity curves of the O3 run (dotted), the HLV
design (dashed), and the envisioned A+ (dot-dashed) are
shown.

4.1. The mass function of BBH mergers consistent
with locally detected GW sources

First, we consider BBH mergers whose mass func-
tion follows the broken power law provided by the most
updated samples of locally detected GW sources (see
Eq. 11). We assume that the mass function shape
does not evolve with redshift, while the mass-integrated
merger rate evolves as shown in §3.2.
In Fig. 6, we present the stochastic GWB spectra

for the low-z and high-z BBH populations, along with
the three sensitivity curves of the O3 run (dotted), the
HLV design (dashed), and A+ (dot-dashed)4. The BBH
merger rate for each population is shown in Fig. 4. The
shaded regions show the expected GWB amplitude for
di↵erent DTD indices at 1.0  n  1.5 (the solid curves
for n = 1.0). The minimum merger time is set to
tmin = 50 Myr for the two populations since the GWB
amplitude hardly depends on the choice as long as tmin

is much less than ⇠ 10 Gyr.
For the low-z BBHs, regardless of the model uncer-

tainties, the spectral shape of the GWB is characterized
by a well-known (lowest Newtonian order) power-law of
⌦GW(f) / f2/3 at f < 100 Hz and peaks at higher fre-
quencies (for comparison, see Abbott et al. 2016a). The

4 HLV stands for LIGO-Hanford, LIGO-Livingston, and Virgo;
https://dcc.ligo.org/LIGO-G2001287/public
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Figure 7. Same as in Fig. 6 but with di↵erent top-heavy
merger mass functions with Mmin = 3.96 (green, fiducial
case), 10 (blue), and 30 M� (purple). The shaded region
presents the expected GWB signal in each model with a DTD
index between 1.0  n  1.5 (the solid curve for n = 1.0).
When the high-z BBHs follow more top-heavy mass func-
tions than in the local universe, the spectral shape is skewed
toward lower frequencies and the characteristic flattening is
detectable at the HLV design sensitivity.

GWB amplitude is as low as ⌦gw ' 4.14+1.87
�1.45 ⇥ 10�10

at f = 25 Hz, where the LIGO/Virgo detectors are the
most sensitive. As already pointed out in Abbott et al.
(2021), the weak GWB signal is not detectable at the
LIGO/Virgo design sensitivity, but requires the envi-
sioned A+ sensitivity to be detected.
For the high-z BBHs, the GWB amplitude is as high

as ⌦gw ' 1.48+1.80
�1.27⇥10�9 at f = 25 Hz. The GWB spec-

trum is significantly flatter at f & 20� 30 Hz from the
value of 2/3 and peaks inside the frequency window of
the LIGO/Virgo observations. This characteristic spec-
tral shape predicted by Inayoshi et al. (2016b) still holds
in this modeling where the most updated properties of
merging BBHs provided in the GWTC-2 catalog is used.
Note that the detailed properties of the spectral flat-
tening depends on model parameters as seen in previ-
ous studies (Inayoshi et al. 2016b; Périgois et al. 2020).
Even if the constraint from cosmic reionization is taken
into account, the GWB signal is still detectable at the
HLV design sensitivity. Moreover, if the DTD index is
larger than unity, the unique feature of the GWB spec-
trum can be detected with the HLV design sensitivity.
In addition, the detection of this level of GWB would
indicate a major contribution by the high-redshift BBH
population to the local GW events.
The existence of such individually undetectable BBH

mergers beyond the detection horizon also serve as a
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Figure 6. The stochastic GWB spectra produced by the
low-z (blue) and high-z (green) BBH populations that follow
the merger rates shown in Fig. 4. For each case, the shaded
region shows the expected GWB amplitude for di↵erent DTD
parameters; namely 1.0  n  1.5 and tmin = 50 Myr. The
three sensitivity curves of the O3 run (dotted), the HLV
design (dashed), and the envisioned A+ (dot-dashed) are
shown.

4.1. The mass function of BBH mergers consistent
with locally detected GW sources

First, we consider BBH mergers whose mass func-
tion follows the broken power law provided by the most
updated samples of locally detected GW sources (see
Eq. 11). We assume that the mass function shape
does not evolve with redshift, while the mass-integrated
merger rate evolves as shown in §3.2.
In Fig. 6, we present the stochastic GWB spectra

for the low-z and high-z BBH populations, along with
the three sensitivity curves of the O3 run (dotted), the
HLV design (dashed), and A+ (dot-dashed)4. The BBH
merger rate for each population is shown in Fig. 4. The
shaded regions show the expected GWB amplitude for
di↵erent DTD indices at 1.0  n  1.5 (the solid curves
for n = 1.0). The minimum merger time is set to
tmin = 50 Myr for the two populations since the GWB
amplitude hardly depends on the choice as long as tmin

is much less than ⇠ 10 Gyr.
For the low-z BBHs, regardless of the model uncer-

tainties, the spectral shape of the GWB is characterized
by a well-known (lowest Newtonian order) power-law of
⌦GW(f) / f2/3 at f < 100 Hz and peaks at higher fre-
quencies (for comparison, see Abbott et al. 2016a). The
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merger mass functions with Mmin = 3.96 (green, fiducial
case), 10 (blue), and 30 M� (purple). The shaded region
presents the expected GWB signal in each model with a DTD
index between 1.0  n  1.5 (the solid curve for n = 1.0).
When the high-z BBHs follow more top-heavy mass func-
tions than in the local universe, the spectral shape is skewed
toward lower frequencies and the characteristic flattening is
detectable at the HLV design sensitivity.

GWB amplitude is as low as ⌦gw ' 4.14+1.87
�1.45 ⇥ 10�10

at f = 25 Hz, where the LIGO/Virgo detectors are the
most sensitive. As already pointed out in Abbott et al.
(2021), the weak GWB signal is not detectable at the
LIGO/Virgo design sensitivity, but requires the envi-
sioned A+ sensitivity to be detected.
For the high-z BBHs, the GWB amplitude is as high

as ⌦gw ' 1.48+1.80
�1.27⇥10�9 at f = 25 Hz. The GWB spec-

trum is significantly flatter at f & 20� 30 Hz from the
value of 2/3 and peaks inside the frequency window of
the LIGO/Virgo observations. This characteristic spec-
tral shape predicted by Inayoshi et al. (2016b) still holds
in this modeling where the most updated properties of
merging BBHs provided in the GWTC-2 catalog is used.
Note that the detailed properties of the spectral flat-
tening depends on model parameters as seen in previ-
ous studies (Inayoshi et al. 2016b; Périgois et al. 2020).
Even if the constraint from cosmic reionization is taken
into account, the GWB signal is still detectable at the
HLV design sensitivity. Moreover, if the DTD index is
larger than unity, the unique feature of the GWB spec-
trum can be detected with the HLV design sensitivity.
In addition, the detection of this level of GWB would
indicate a major contribution by the high-redshift BBH
population to the local GW events.
The existence of such individually undetectable BBH

mergers beyond the detection horizon also serve as a
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metal-free PopIII stars and high-z quasars) could con-
tribute to reionization (Visbal et al. 2015; Dayal et al.
2020, see also §2.3).
Among all the SFRD models consistent with the

Planck result, we show 50 cases with ⇢? = 1.0+0.1
�0.1 ⇥

107 M� Mpc�3 (green thin curves in Fig. 1), which are
characterized with a functional form of

⇢̇?,reion(z) =
ap · tanh[(z � zreion)/dp]

1 + [(1 + z)/bp]cp
(8)

at z � zreion, where we fit the evolution of 1�QHII
(z) =

tanh[(z�zreion)/dp], consistent with the Planck analysis.
In this paper, we adopt one of them as our fiducial SFRD
model with ap = 0.032 M� yr�1 Mpc�3, bp = 13, cq =
9, dp = 3.74, and zreion = 5.5, yielding ⇢? = 1.0 ⇥
107 M� Mpc�3 and ⌧e = 0.06 (yellow curve).

2.3. The upper bound of the PopIII stellar mass

Next, we consider the impact of metal-free PopIII
stars on the reionization history and give the upper
bound of their total mass formed across cosmic time.
PopIII stars are predicted to be more e�cient at produc-
ing ionizing radiation than metal-enriched PopII stars
(Schaerer 2002, 2003). If PopIII stars form with a top-
heavy IMF, the ionization e�ciency is substantially en-
hanced (e.g., ⌘ion = 5.1 ⇥ 104 for a Salpeter IMF with
10�100M�). Moreover, a fraction of PopIII stars would
form in less massive DM halos with . 107 M�, where
the escape fraction of ionizing photons is expected to
be as high as fesc ' 0.5. Therefore, PopIII stars would
a↵ect the reionization history and create an early par-
tial reionization, which leads to a higher optical depth
inconsistent with the Planck result (Visbal et al. 2015).
We repeat the same calculations but considering an

e↵ective ionization e�ciency hfesc⌘ioni that includes the
contribution of ionizing radiation from both PopII and
PopIII stars defined by

hfesc⌘ioni⇢̇? = f II

esc
⌘II
ion

⇢̇?,II + f III

esc
⌘III
ion

⇢̇?,III, (9)

where ⇢̇?,III(II), f
II(III)

esc , and ⌘II(III)
ion

are the cosmic SFRD,
escape fraction, and number of ionizing photons per
stellar baryon for the PopII(III) population. When
the PopII population dominates the total SFRD (i.e.,
⇢? ' ⇢?,II), the above equation is approximated as

hfesc⌘ioni ⇡ f II

esc
⌘II
ion

✓
1 + F ⇢̇?,III

⇢̇?,II

◆
(10)

where F ⌘ f III

esc
⌘III
ion

/(f II

esc
⌘II
ion

) ⇠ O(10 � 100), and the
ratio of ⇢̇?,III/⇢̇?,II tends to increase with redshift but
the functional shape depends on the prescriptions for
PopIII star formation. As a reference, Visbal et al.
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Figure 3. Cumulative stellar mass density of PopII+III
(solid) and PopIII (dashed) stars for di↵erent PopIII star for-
mation e�ciencies of fIII = 10�4, 10�3, and 5⇥10�3. With a
higher value of fIII, the total amount of PopII stars gradually
decreases because cosmic reionization is accelerated due to
additional ionizing photons from PopIII stars. In contrast,
the PopIII mass density increases up to . 2⇥105 M� Mpc�3.

(2020) shows that the ratio is well approximated by
⇢̇?,III/⇢̇?,II ⇡ 0.2 (fIII/10�3)[(1 + z)/31]3 at z < 30,
where fIII is the PopIII star formation e�ciency from
gas clouds. Note that the functional form of ⇢̇?,III/⇢̇?,II
depends on the modeling of PopIII star formation. We
here adopt the fiducial model in Visbal et al. (2020); see
also other PopIII models described in Liu & Bromm
(2020a), where the SFRD seems consistent with our
model with fIII = 10�3 but tends to be higher at higher
redshifts (z > 6), leading to a higher optical depth even
with the similar amount of PopIII stars.
In Fig. 3, we present the cumulative stellar mass den-

sity of PopII+III (solid) and PopIII (dashed) stars for
three values of fIII = 10�4, 10�3, and 5 ⇥ 10�3. We
here adopt f II

esc
= 0.1, f III

esc
= 0.5, ⌘II

ion
= 4 ⇥ 103, and

⌘II
ion

= 5.1 ⇥ 104. With a higher value of fIII, the total
amount of PopII stars decreases gradually so that the
total photon budget is adjusted to be consistent with
the reionization history. In contrast, the PopIII mass
density increases with fIII but does not linearly scale
with fIII at & 10�3 because the total mass budget is
regulated. Overall, the mass density of PopIII stars is
limited to . 2 ⇥ 105 M� Mpc�3 and thus their con-
tribution to the total stellar mass formed in the epoch
of reionization is at most . 2%. Note that the upper
bound of the PopIII mass density is broadly consistent
with the value estimated in Visbal et al. (2015), where
the optical depth quoted from the Planck 2015 result
(Ade et al. 2016) was used.

PopIII stars(Z~0), rarer but more effective UV sources
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Evolution of high-redshift quasar hosts and promotion of massive black hole seed formation
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ABSTRACT

High-redshift luminous quasars powered by accreting supermassive black holes (SMBHs) with &
109 M� constrain their origin and formation pathways. We investigate the formation of heavy seeds
of SMBHs through collapse of warm gas in massive halos that end up in quasar hosts, using Monte
Carlo merger trees to trace the halo progenitors in highly biased, overdense regions of the universe.
The progenitor halos are likely irradiated by exceedingly intense H2-photodissociating radiation from
nearby star-forming galaxies and the interior gas is heated by successive gaseous halo mergers. The
kinetic energy of gas originating from baryonic streaming motion as well as halo mergers prevents
gas collapse and delays prior star formation episodes. With a streaming velocity higher than the
root-mean-square value, gas clouds for nearly all 104 realizations of the merger trees enter the atomic-
cooling stage and begins to collapse isothermally with T ' 8000 K via Ly↵ cooling. The fraction of
trees where star formation takes place keeping isothermal collapse is 14% and increases with streaming
velocity, while the rest form H2-cooled cores after short isothermal phases. The high probability reflects
that high-redshift quasar forming regions tend to provide such peculiar environments, which hardly
occur in typical high-redshift star-forming regions. Since the collapsing gas is su�ciently massive,
the mass accretion rate onto a newly-born protostar is distributed over 3 ⇥ 10�3 � 5 M� yr�1, a
large fraction of which exceeds the critical rate suppressing stellar radiative feedback. As a result,
we expect a distribution of stellar mass (presumably BH mass) ranging from just under 103 M� to a
few ⇥105 M�, potentially forming massive BH binary mergers and yielding gravitational wave events.
⇢?,III . 105 M� Mpc�3

Keywords: Supermassive black holes (1663); Quasars (1319); High-redshift galaxies (734)

1. INTRODUCTION

Supermassive black holes (SMBHs) with masses of
106�9

M� are one of the most fundamental ingredients
on the structure formation paradigm and are believed
to coevolve with their host galaxies over the cosmic
timescale through gas feeding and feedback processes
(?). The existence of high-redshift quasars at z & 6 sug-
gests that such monster SMBHs form in the first billion
years of the cosmic age (???????), via rapid assembly
processes; formation of heavy BH seeds (initial mass),
rapid mass growth via gas accretion, or combination of
the two mechanisms (see a review by ?).
For massive seed BH formation, a su�ciently high ac-

cretion rate of gas onto stellar objects is required. In

Corresponding author: Wenxiu Li, Kohei Inayoshi

wenxiuli@pku.edu.cn (WL), inayoshi@pku.edu.cn (KI)

early protogalaxies where the halo virial temperature
is as high as Tvir ' 104 K and the temperature of a
self-gravitating gas cloud is as warm as that value, the
mass accretion rate is expected to be Ṁ ' c

3

s
/G '

0.1 M� yr�1(T/104 K)3/2, where cs is the sound speed
of the gas and G is the gravitational constant. To keep
the gas warm against e�cient cooling via H2 lines, sev-
eral mechanisms suppressing, delaying, and counteract-
ing H2 formation/cooling have been proposed by many
previous studies in literature: photo-dissociation of H2

by Lyman-Werner (LW) radiation (?????????), super-
sonic baryonic streaming motion relative to dark matter
(????), and heating due to rapid gaseous halo merg-
ers (???). All the three processes bring the gas cloud
into a dense and hot region on the gas phase diagram,
where collisional dissociation from the excited rovibra-
tional levels of H2 reduces the H2 fraction (?). In the
subsequent stage, the gas collapses almost isothermally,

~ 1% of the total mass budget

PopIII stellar 
mass limit

Planck 2015 
(Inayoshi et al. 2016)

Planck 2018 
(this work)



・Low-metallicity star formation (Z < 0.1Zsun) is required   
    for massive BBH formation but without violating the Planck

Summary

8 K. Inayoshi, K. Kashiyama, E. Visbal & Z. Haiman

0 0.5 1.0

redshift z

1.5
 3

 10

R
B

B
H
 (

G
p

c 
  
yr

  
 )

-3
-1

 100

500

0 2 4 6

redshift z

8 10 12 14 16

 1

 10

 10

R
B

B
H
 (

G
p

c 
  
yr

  
 )

2

 103

 104

 10-1

-3
-1

Figure 4. Redshift-dependent BBH merger rates for the low-z (blue) and high-z (green) BBH populations. While the merger
rate for the low-z BBHs is normalized to be the observed merger rate at z = 0, the normalization for the high-z BBHs is
given by the BBH formation e�ciency of fBBH = 0.018 (see §3.2). Left panel: we adopt the DTD index of n = 0.7 (dotted),
1.0 (solid), and 1.5 (dashed) and minimal merger time of tmin = 50 Myr. The redshift-dependence of all the models at lower
redshifts (z . 1.5) is overall consistent with that inferred from the LIGO/Virgo observing O3a run (shaded region; Abbott et al.
2020). Right panel: 100 di↵erent rates are generated by assuming that n and tmin are distributed uniformly over the range of
0.7  n  1.5 and 10  tmin/Myr  10. The three cases shown in the left panel are highlighted with the green thick curves.
The merger rates for the high-z BBHs rise to RBBH,peak ⇠ 103�4 Gpc�3 yr�1 at z ⇠ 6� 10, which are ⇠ 10� 100 times higher
than those for the low-z BBHs even though the expected BBH merger rates at z ' 0 for the both populations are comparable.

3.3. Redshift-dependent merger rates of
the two BBH populations

In Fig. 4, we show the redshift-dependent BBH merger
rates for the low-z (blue curves) and high-z (green
curves) BBH populations. In the left panel, each curve
is generated by setting tmin = 50 Myr and n = 0.7
(dotted), 1.0 (solid), and 1.5 (dashed). The redshift-
dependence of all the models at lower redshifts (z .
1.5) is overall consistent with that inferred from the
LIGO/Virgo O3a run (Abbott et al. 2020; 90% credible
intervals shown by the gray shaded band). The merger
rates for the high-z BBHs are well described by Eq. (17)
and could explain most GW events observed at z ' 0 in
terms of the rate.
In the right panel, we show the BBH merger rates

for the two populations extending the redshift range up
to z = 16. For each model, we generate 100 di↵erent
rates by assuming that the power-law index n and the
minimum merger time are distributed uniformly over
the range of 0.7  n  1.5 and 10  tmin/Myr  100
(the three cases with tmin = 50 Myr shown in the left
panel are highlighted with green thick curves). For
the low-z population, the merger rates have peaks of
RBBH,peak ⇠ 30 � 100 Gpc�3 yr�1 at the epoch when
the cosmic star formation rate is the highest, and de-
creases toward higher redshifts. In contrast, for the
high-z population, a vast majority of the BBHs merge
in the early universe at z ' 6 � 10 and a small frac-

tion of them (binaries with wider orbital separations at
birth) merge within the LIGO/Virgo detection horizon.
For the high-z BBH population, the shape of the merger
rate depends on the DTD index more sensitively. For
the canonical case (n = 1; solid), the merger rate in-
creases to RBBH,peak ⇠ 103 Gpc�3 yr�1 at z ⇠ 6 � 10,
which is > 10 times higher than for the low-z BBHs,
even though the expected local rate is similar to that
for the low-z BBH population. With the larger DTD
indices (n = 1.5; dashed), most BBHs merge at higher
redshifts at a peak rate of ⇠ 6 ⇥ 103 Gpc�3 yr�1, but
the rate quickly decays toward z ' 0 because the total
mass of BBHs is fixed. With the smaller DTD indices
(n = 0.7; dotted), most BBHs do not merger within a
Hubble time and thus both the peak and local rate are
significantly lowered.
In Fig. 5, we summarize the dependence of the high-z

BBH merger rates on the DTD index n. Here, we fo-
cus on the merger rate at z = 0 (solid curves) and z = 8
(dashed), when the rate is maximized. Each curve corre-
sponds to the case with di↵erent minimum merger time:
tmin = 10 (purple), 50 (green), and 10 Myr (blue). As
also seen in Fig. 4, the local merger rate is maximized
at n ' 1 because a good fraction of BBHs formed at
z > zreion merge within a Hubble timescale. With a
shorter tmin, the local rate decreases but the peak rate
at z ⇠ 8 increase, reflecting the conservation of the to-
tal BBH mass budget. The local rate depends on tmin
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Figure 6. The stochastic GWB spectra produced by the
low-z (blue) and high-z (green) BBH populations that follow
the merger rates shown in Fig. 4. For each case, the shaded
region shows the expected GWB amplitude for di↵erent DTD
parameters; namely 1.0  n  1.5 and tmin = 50 Myr. The
three sensitivity curves of the O3 run (dotted), the HLV
design (dashed), and the envisioned A+ (dot-dashed) are
shown.

4.1. The mass function of BBH mergers consistent
with locally detected GW sources

First, we consider BBH mergers whose mass func-
tion follows the broken power law provided by the most
updated samples of locally detected GW sources (see
Eq. 11). We assume that the mass function shape
does not evolve with redshift, while the mass-integrated
merger rate evolves as shown in §3.2.
In Fig. 6, we present the stochastic GWB spectra

for the low-z and high-z BBH populations, along with
the three sensitivity curves of the O3 run (dotted), the
HLV design (dashed), and A+ (dot-dashed)4. The BBH
merger rate for each population is shown in Fig. 4. The
shaded regions show the expected GWB amplitude for
di↵erent DTD indices at 1.0  n  1.5 (the solid curves
for n = 1.0). The minimum merger time is set to
tmin = 50 Myr for the two populations since the GWB
amplitude hardly depends on the choice as long as tmin

is much less than ⇠ 10 Gyr.
For the low-z BBHs, regardless of the model uncer-

tainties, the spectral shape of the GWB is characterized
by a well-known (lowest Newtonian order) power-law of
⌦GW(f) / f2/3 at f < 100 Hz and peaks at higher fre-
quencies (for comparison, see Abbott et al. 2016a). The

4 HLV stands for LIGO-Hanford, LIGO-Livingston, and Virgo;
https://dcc.ligo.org/LIGO-G2001287/public
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Figure 7. Same as in Fig. 6 but with di↵erent top-heavy
merger mass functions with Mmin = 3.96 (green, fiducial
case), 10 (blue), and 30 M� (purple). The shaded region
presents the expected GWB signal in each model with a DTD
index between 1.0  n  1.5 (the solid curve for n = 1.0).
When the high-z BBHs follow more top-heavy mass func-
tions than in the local universe, the spectral shape is skewed
toward lower frequencies and the characteristic flattening is
detectable at the HLV design sensitivity.

GWB amplitude is as low as ⌦gw ' 4.14+1.87
�1.45 ⇥ 10�10

at f = 25 Hz, where the LIGO/Virgo detectors are the
most sensitive. As already pointed out in Abbott et al.
(2021), the weak GWB signal is not detectable at the
LIGO/Virgo design sensitivity, but requires the envi-
sioned A+ sensitivity to be detected.
For the high-z BBHs, the GWB amplitude is as high

as ⌦gw ' 1.48+1.80
�1.27⇥10�9 at f = 25 Hz. The GWB spec-

trum is significantly flatter at f & 20� 30 Hz from the
value of 2/3 and peaks inside the frequency window of
the LIGO/Virgo observations. This characteristic spec-
tral shape predicted by Inayoshi et al. (2016b) still holds
in this modeling where the most updated properties of
merging BBHs provided in the GWTC-2 catalog is used.
Note that the detailed properties of the spectral flat-
tening depends on model parameters as seen in previ-
ous studies (Inayoshi et al. 2016b; Périgois et al. 2020).
Even if the constraint from cosmic reionization is taken
into account, the GWB signal is still detectable at the
HLV design sensitivity. Moreover, if the DTD index is
larger than unity, the unique feature of the GWB spec-
trum can be detected with the HLV design sensitivity.
In addition, the detection of this level of GWB would
indicate a major contribution by the high-redshift BBH
population to the local GW events.
The existence of such individually undetectable BBH

mergers beyond the detection horizon also serve as a

・Their massive BBH populations at cosmic dawn would 
    contribute to the production of a GW background significantly

・The amplitude of the GWB is strong enough to be detected 
    at the design sensitivity and its spectrum is flattened from  
    the canonical 2/3 power-law

    propagation time, the events have a combined signal-to-
noise ratio (SNR) of 24 [45].
Only the LIGO detectors were observing at the time of

GW150914. The Virgo detector was being upgraded,
and GEO 600, though not sufficiently sensitive to detect
this event, was operating but not in observational
mode. With only two detectors the source position is
primarily determined by the relative arrival time and
localized to an area of approximately 600 deg2 (90%
credible region) [39,46].
The basic features of GW150914 point to it being

produced by the coalescence of two black holes—i.e.,
their orbital inspiral and merger, and subsequent final black
hole ringdown. Over 0.2 s, the signal increases in frequency
and amplitude in about 8 cycles from 35 to 150 Hz, where
the amplitude reaches a maximum. The most plausible
explanation for this evolution is the inspiral of two orbiting
masses, m1 and m2, due to gravitational-wave emission. At
the lower frequencies, such evolution is characterized by
the chirp mass [11]

M ¼ ðm1m2Þ3=5

ðm1 þm2Þ1=5
¼ c3

G

!
5

96
π−8=3f−11=3 _f

"
3=5

;

where f and _f are the observed frequency and its time
derivative and G and c are the gravitational constant and
speed of light. Estimating f and _f from the data in Fig. 1,
we obtain a chirp mass of M≃ 30M⊙, implying that the
total mass M ¼ m1 þm2 is ≳70M⊙ in the detector frame.
This bounds the sum of the Schwarzschild radii of the
binary components to 2GM=c2 ≳ 210 km. To reach an
orbital frequency of 75 Hz (half the gravitational-wave
frequency) the objects must have been very close and very
compact; equal Newtonian point masses orbiting at this
frequency would be only ≃350 km apart. A pair of
neutron stars, while compact, would not have the required
mass, while a black hole neutron star binary with the
deduced chirp mass would have a very large total mass,
and would thus merge at much lower frequency. This
leaves black holes as the only known objects compact
enough to reach an orbital frequency of 75 Hz without
contact. Furthermore, the decay of the waveform after it
peaks is consistent with the damped oscillations of a black
hole relaxing to a final stationary Kerr configuration.
Below, we present a general-relativistic analysis of
GW150914; Fig. 2 shows the calculated waveform using
the resulting source parameters.

III. DETECTORS

Gravitational-wave astronomy exploits multiple, widely
separated detectors to distinguish gravitational waves from
local instrumental and environmental noise, to provide
source sky localization, and to measure wave polarizations.
The LIGO sites each operate a single Advanced LIGO

detector [33], a modified Michelson interferometer (see
Fig. 3) that measures gravitational-wave strain as a differ-
ence in length of its orthogonal arms. Each arm is formed
by two mirrors, acting as test masses, separated by
Lx ¼ Ly ¼ L ¼ 4 km. A passing gravitational wave effec-
tively alters the arm lengths such that the measured
difference is ΔLðtÞ ¼ δLx − δLy ¼ hðtÞL, where h is the
gravitational-wave strain amplitude projected onto the
detector. This differential length variation alters the phase
difference between the two light fields returning to the
beam splitter, transmitting an optical signal proportional to
the gravitational-wave strain to the output photodetector.
To achieve sufficient sensitivity to measure gravitational

waves, the detectors include several enhancements to the
basic Michelson interferometer. First, each arm contains a
resonant optical cavity, formed by its two test mass mirrors,
that multiplies the effect of a gravitational wave on the light
phase by a factor of 300 [48]. Second, a partially trans-
missive power-recycling mirror at the input provides addi-
tional resonant buildup of the laser light in the interferometer
as a whole [49,50]: 20Wof laser input is increased to 700W
incident on the beam splitter, which is further increased to
100 kW circulating in each arm cavity. Third, a partially
transmissive signal-recycling mirror at the output optimizes

FIG. 2. Top: Estimated gravitational-wave strain amplitude
from GW150914 projected onto H1. This shows the full
bandwidth of the waveforms, without the filtering used for Fig. 1.
The inset images show numerical relativity models of the black
hole horizons as the black holes coalesce. Bottom: The Keplerian
effective black hole separation in units of Schwarzschild radii
(RS ¼ 2GM=c2) and the effective relative velocity given by the
post-Newtonian parameter v=c ¼ ðGMπf=c3Þ1=3, where f is the
gravitational-wave frequency calculated with numerical relativity
and M is the total mass (value from Table I).
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properties of space-time in the strong-field, high-velocity
regime and confirm predictions of general relativity for the
nonlinear dynamics of highly disturbed black holes.

II. OBSERVATION

On September 14, 2015 at 09:50:45 UTC, the LIGO
Hanford, WA, and Livingston, LA, observatories detected

the coincident signal GW150914 shown in Fig. 1. The initial
detection was made by low-latency searches for generic
gravitational-wave transients [41] and was reported within
three minutes of data acquisition [43]. Subsequently,
matched-filter analyses that use relativistic models of com-
pact binary waveforms [44] recovered GW150914 as the
most significant event from each detector for the observa-
tions reported here. Occurring within the 10-ms intersite

FIG. 1. The gravitational-wave event GW150914 observed by the LIGO Hanford (H1, left column panels) and Livingston (L1, right
column panels) detectors. Times are shown relative to September 14, 2015 at 09:50:45 UTC. For visualization, all time series are filtered
with a 35–350 Hz bandpass filter to suppress large fluctuations outside the detectors’ most sensitive frequency band, and band-reject
filters to remove the strong instrumental spectral lines seen in the Fig. 3 spectra. Top row, left: H1 strain. Top row, right: L1 strain.
GW150914 arrived first at L1 and 6.9þ0.5

−0.4 ms later at H1; for a visual comparison, the H1 data are also shown, shifted in time by this
amount and inverted (to account for the detectors’ relative orientations). Second row: Gravitational-wave strain projected onto each
detector in the 35–350 Hz band. Solid lines show a numerical relativity waveform for a system with parameters consistent with those
recovered from GW150914 [37,38] confirmed to 99.9% by an independent calculation based on [15]. Shaded areas show 90% credible
regions for two independent waveform reconstructions. One (dark gray) models the signal using binary black hole template waveforms
[39]. The other (light gray) does not use an astrophysical model, but instead calculates the strain signal as a linear combination of
sine-Gaussian wavelets [40,41]. These reconstructions have a 94% overlap, as shown in [39]. Third row: Residuals after subtracting the
filtered numerical relativity waveform from the filtered detector time series. Bottom row:A time-frequency representation [42] of the
strain data, showing the signal frequency increasing over time.
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PopIII binary BH formation 5025

ZAMS (PopIII binary)

1st RLOF

( p y)
Time
(Myr)

MS
(50Msun)

MS
(25Msun)

1st BH formation

2nd RLOF (non conservative)

gravitational waves

2nd BH formation

BH
(34Msun)

MS
(41Msun)

BH
(36Msun)

MS
(26Msun)

4.4

4.6

7.2

7.4

45

a
(Rsun)

36

46

Figure 2. Schematic overview of a typical pathway to form PopIII
BBH without experiencing CE phases. The initial conditions are set to
M1,0 = 50 M⊙, M2,0 = 25 M⊙ and a0 = 45 R⊙.

As shown in Fig. 3, after the two stars evolve from their ZAMS to
post-main-sequence phases, their stellar radii expand. The primary
star fills its Roche lobe after the end of the H-core burning and the
first episode of MT begins at t ≃ 4.39 Myr. Since the mass ratio
at the onset of the MT is larger than unity (q1 > 1) and the MT is
conservative (Ṁ1 = −Ṁ2 > 0), the separation initially shrinks (see
equation 2). After the mass ratio becomes smaller than unity, the MT
continues and thus the separation gets wider. Once the hydrogen-
rich layer of the envelope is removed, the MT terminates at
t ≃ 4.6 Myr due to the discrete change in the surface composi-
tion. This occurs just beneath the outermost convection zone in the
hydrogen shell, where the helium abundance increases by a factor
of ∼2. By this time, the He-core mass occupies ∼65 per cent of the
total mass. The core mass of ≃ 22 M⊙ is massive enough to form a
BH by direct collapse. Note that we do not calculate the evolution
of the (primary) naked He star but the primary star is considered
as a BH with M1 ≃ 22 M⊙ because of the absence of the wind
mass-loss.
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Figure 3. Top: time evolution of stellar masses of a PopIII binary obtained
by stellar evolution calculation with MESA. The initial conditions are set to
M1,0 = 50 M⊙, M2,0 = 25 M⊙ and a0 = 45 R⊙. The primary (red) and
secondary (blue) mass and the He-core mass of the primary star (red dashed)
are shown. Bottom: time evolution of stellar radii (red and blue solid) and
the orbital separation (black solid) of the same binary as in the top panel. The
Roche radii of the two stars are shown by dashed curves. After the MT, the
binary properties change to M1 = 34 M⊙, M2 = 41 M⊙, MHe, 1 = 22 M⊙
and a = 36 R⊙. We set the He-core mass to zero after the star collapses into
a BH.
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2. the mass ratio of He core  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Fig. 11. Masses of the He core (MHe) and C-O core (MCO) at the central carbon ignition in zero-metallicity massive models,
compared with predictions for Z = 0.02, and Z = 10−4

outflow at the surface exceeds the corresponding
Eddington luminosity

LE =
4πGcM

κ
(5)

where M is the stellar mass, and κ the opacity of the
surface layer.

In Fig. 12 we compare the evolutionary paths in the
H-R diagram for selected models of different initial masses
with the loci obtained from Eq. (5), i.e. calculating the
Eddington luminosity of the photosphere for each value of
the effective temperature along the evolutionary sequence.

From this simple test, it turns out that, in contrast
with the 50 M⊙ model, the 70 M⊙ and 100 M⊙ mod-
els may achieve super-Eddington luminosities (typically
at log Teff ∼ 3.9) on their way to the Hayashi line, to-
wards the end of the He-burning phase. Correspondingly,
the effective acceleration1 at the surface becomes nega-
tive, due to the increase of the surface radiative opacity
(see Fig. 13).

From this point onward the predicted evolution should
not be considered reliable, as the adopted assumption of
hydrostatic equilibrium does not hold any longer for the
outermost layers. Likely, these stars would start losing
mass from their surface.

For the sake of simplicity, we do not attempt to include
any prescription for mass-loss driven by super-Eddington
luminosities in the most massive stars in this work. This,
and other stellar wind driving mechanisms, will be anal-
ysed in more detail in a future paper dedicated to the
evolution of zero-metallicity stars with mass loss (Marigo
et al. 2001, in preparation).

1 The effective acceleration is defined as GM/R2 −
(σ/c) κT 4

eff , i.e. the difference between the gravitational and
radiative accelerations.

Fig. 12. Evolutionary tracks in the H-R diagram (thick lines)
for selected massive models with initial masses (in M⊙) as indi-
cated. Thin-line curves labelled with LE show the behaviour of
the Eddington luminosity calculated at the photospheric layer
with Eq. (5)

8. Surface chemical changes

We will now discuss the changes in the surface chemical
composition due to convective dredge-up episodes. Usually
these result from the penetration of the convective enve-
lope into stellar layers which have previously been mod-
ified by nucleosynthetic processes. In this respect it is
relevant to recall that the deepest inward extension of
envelope convection occurs as a star reaches close to its
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GWB from PopIII BBHs
Inayoshi et al. (2016)

Gravitational wave background from PopIII BHs 2725

Figure 3. Merger rate of PopIII BBHs for different assumed IMFs, as
in Fig. 2. The data is taken from K14, but renormalized to be consistent
with the electrons scattering optical depth τ e measured by Planck within
the 1σ (solid) and 2σ (dashed) error (equation 1 with fesc, m = 0.1 and
ηion = 5 × 104).

density of PopIII stars consistent with the Planck τ e within the 1σ

(solid) and 2σ (dashed) error (equation 1 for fesc, m = 0.1 and ηion =
5 × 104), with the redshift-dependence of the SFR following
de Souza et al. (2011). The rates peak between z ≈ 4–10
at !100 Gpc−3 yr−1, with most merging PopIII BBHs unre-
solved by AdLIGO/Virgo, and with !106 PopIII BBHs con-
tributing to a strongly redshifted GWB over five years. The
merger rates decrease towards low redshift once PopIII star for-
mation is quenched. However, the rate remains as high as RBBH

≃ 10 Gpc−3 yr−1 even at z ≃ 0, because BBHs with suitable
initial separations take a Hubble time to merge. For a massive
30 + 30 M⊙ circular BBH with an initial separation of ∼0.2 au,
the GW inspiral time is 10 Gyr (Peters & Mathews 1963). Note that
the merging rate is consistent with ∼2–400 Gpc−3 yr−1 inferred
from GW150914 (Abbott et al. 2016d).

We estimate the spectrum of the PopIII GWB as

ρcc
2%gw(f ) =

∫ ∞

zmin

RBBH

1 + z

dt

dz

(
fr

dEgw

dfr

) ∣∣∣∣
fr=f (1+z)

dz (4)

(Phinney 2001), where f and fr are the GW frequencies observed
at z = 0 and in the source’s rest frame, respectively, and ρc is the
critical density of the Universe. We set the minimum redshift to
zmin = 0.28, the detection horizon of AdLIGO/Virgo. The GW
spectrum from a coalescencing BBH is given by

dEgw

dfr

=
(πG)2/3M

5/3
chirp

3

⎧
⎪⎪⎨

⎪⎪⎩

f −1/3
r FPN fr < f1,

ωmf 2/3
r GPN f1 ≤ fr < f2,

ωrσ
4f 2

r

[σ 2+4(fr−f2)2]2 f2 ≤ fr < f3,

(5)

where Egw is the energy emitted in GWs, Mchirp ≡ (M1M2)3/5/

(M1 + M2)1/5 is the chirp mass, and fi (i = 1, 2, 3) and σ are
frequencies that characterize the inspiral-merger-ringdown wave-
forms, ωm(r) are normalization constants chosen so as to make the
waveform continuous, and the Post-Newtonian correction factors
of F (G )PN (Ajith et al. 2011). We assume that the BBHs have cir-
cular orbits because the PopIII BBHs should circularize by the time
they move into the LIGO band (see fig. 3 in Abbott et al. 2016b).
Note that the background spectrum in the inspiral phase scales with
frequency as %gw(f) ∝ f2/3.

Figure 4. Top: spectra of GWB produced by PopIII BBHs for the same
IMFs, fesc, m and τ e as in Fig. 3 (blue and red curves). We assume binaries
with the average chirp mass of ⟨Mchirp⟩ = 30 M⊙ on circular orbits. The
background expected from all unresolved PopII+PopI BBHs is shown for
reference (solid black curve, Abbott et al. 2016c, their fiducial model).
Black dotted curves show the expected sensitivity of AdLIGO/Virgo in the
observing runs O2 and O5. The green solid curve is the same as the blue
solid curve, but with a higher chirp mass of ⟨Mchirp⟩ = 50 M⊙ and with
a lower merging rate by a factor of 3/5. Bottom: the spectral index; open
circles mark the frequencies above which α < 0.3.

Fig. 4 shows spectra of the GWB produced by PopIII BBHs for
the same IMFs, fesc, m and τ e as in Fig. 3 (blue and red curves).
For the two IMFs with 10–100 M⊙ and a flat mass ratio distribu-
tion, the typical merger is an equal-mass binary with a chirp mass of
⟨Mchirp⟩ ≃ 30 M⊙ (K14, K16). For comparison, we show the back-
ground produced by all PopII/I BBHs (black solid curve), which typ-
ically merge at z " 2−4 (Dominik et al. 2013; Abbott et al. 2016c).
For all cases shown, the GWB from PopIII BBHs is higher than the
expected sensitivity of the AdLIGO/Virgo detectors in the observing
run O5 (black dotted curves). The typical chirp mass and redshift of
PopIII BBHs are both higher than for PopII/I BBHs(∼30 M⊙ versus
∼10 M⊙ and z ∼ 8 versus z ∼ 3), causing the GW frequency to be
redshifted. As a result, the spectrum in the AdLIGO/Virgo band be-
comes flatter than the canonical %gw(f) ∝ f2/3 expected from lower
redshift and lower mass PopII/I sources. Kowalska et al. (2012)
also have noted the spectral flattening by assuming a different chirp
mass distribution and a high PopIII SFR which is inconsistent with
the Planck result and does not include important physics (e.g. LW
feedback, metal enrichment and reionization). In the bottom panel,
the open circles mark the frequencies above which the spectral in-
dex falls below 0.3; this critical frequency is ∼40 Hz, well inside
the AdLIGO/Virgo band. The deviation could be detectable with
S/N ∼ 3 in the O5 run (Abbott et al. 2016c). Note that PopII/I
BBHs can produce such a significant flattening of the GWB spec-
trum at ∼100 Hz (black curve; see also Kowalska-Leszczynska
et al. 2015 that show a similar flattening at !70–100 Hz, depending
on their models.) Although a sub-dominant population of massive
PopII BBHs with !30 M⊙ would form, depending on a model of
cosmic metal enrichment (Belczynski et al. 2016), the severe flatting
requires the majority of such massive stars, as expected only in the
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