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Hydrostatic Evolution

Canonical massive star evolution (Mini ~10-25 M!):



Collapse!

Hydrodynamical Instability

Massive CO core:
   if MCO > ~60 Msun

Reaction equilibrium of
  γ ⇄ e+ + e-

  i.e.   0 = μe+ + μe-

A certain amount of positrons is 
created if the entropy of the region 
is high (μe- is small in such a case.).

A part of the thermal energy is converted into
the rest mass due to the e+-e- pair creation.

This softens the pressure, thus,
   Γ < 4/3: Pair Instability.
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Originally, the core is made of C+O.
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Pair instability supernova
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If the star forms a ~60-120 Msun CO core, it will explode as a PISN.

PISN is one of the most robust prediction in stellar physics.

-No dimensionality
-definite instability
-simple energy source
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Observational support?

1. direct observation
2. remnant search from extremely metal poor stars
3. BH mass distribution



1. Direct observation
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Figure 3. Yields and the total explosion energy as functions of the CO core mass. All zero metallicity models that explode with the case A energy generation
rates are plotted, they are 145, 150, 155, 160, 180, 200, 220, 240, and 260 M! models. Numbers indicated near the total energy show the corresponding initial
masses.

Figure 4. The maximum temperature reached during the explosion and the CO core mass as functions of the initial mass for all exploded models. Top panel
shows zero metallicity results and bottom shows 1/10 Z! results. The green dotted line in each panel is a fitting function for the CO core mass.

overestimates the nuclear energy generation rate. In Fig. 4, the max-
imum central temperature reached during the explosion, as well as
the CO core mass, are shown as functions of the initial mass. This
figure shows all case B models explode with lower central tempera-
tures than the case A counterparts. The central temperature indicates
how much amount of oxygen is consumed in the contracting CO
core, in other words, the higher the central temperature is, the larger
amount of oxygen are consumed. Hence, using the more efficient
energy generation rate, the case B star explodes with a smaller
amount of oxygen burned.

As already discussed in Section 4.1, most massive stars that ex-
plode as a PISN show a universal maximum temperature of log
Tmax = 9.8. Since the maximum temperature of the case B cal-
culation is lower than that of the case A, some massive stars that
collapse with the exact energy generation rate become able to ex-
plode with the approximate energy generation rate. Left-hand panels
of Fig. 5 shows that the maximum CO core mass for PISN extends
from 119 M! to 137 M! for zero metallicity models. Similarly,
the extension for 1/10 Z! models is from 112 M! to 127 M!
(the right-hand panels). These figures also show that the explosion

MNRAS 456, 1320–1331 (2016)
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-large ejecta mass (>10 M!)
-large explosion energy (>1052 erg)
-massive PISN yields large amount of 56Ni

Theoretical expectation



Theoretical expectation
The Astrophysical Journal, 734:102 (13pp), 2011 June 20 Kasen, Woosley, & Heger
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Figure 5. Bolometric light curves of the full set of models representing the explosion of blue-supergiant stars (left panel), red-supergiant stars (middle panel), and
bare helium cores (right panel). The more massive stars have brighter and longer lasting light curves.
(A color version of this figure is available in the online journal.)
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Figure 6. Synthetic R-band light curves (at z = 0) of bright PI SN model-
s—R250 (dashed-dot), B250 (solid), and He130 (dashed)—compared to obser-
vations of a normal Type Ia supernova SN 2001el (red triangles; Krisciunas
et al. 2003), a normal Type IIP supernova SN 1999em (blue squares; Leonard
et al. 2002), and the overluminous core-collapse event SN 2006gy (green circles;
Smith et al. 2007).
(A color version of this figure is available in the online journal.)

most the luminous core-collapse SNe discovered (Smith et al.
2007). The later has been suggested to be a PI SN; however, the
predicted model light curve durations are seen to be too long
even for this event by a factor of several. Another possibility is
that SN 2006gy was an example of a pulsational PI SN (Woosley
et al. 2007).

Figure 7 shows the multi-color optical and near-infrared light
curves for the models. At bluer wavelengths, the light curves
generally peak earlier and decline more rapidly after peak. This
reflects the progressive shift of the spectral energy distribution
to the red over time. This shift is not only due to the decrease in
effective temperature, but also due to the increase in line opacity
from iron group elements of lower ionization stages (Fe ii and
Co ii), which blankets the bluer wavelengths.

The brightest helium core models such as He130 display a
pronounced secondary maximum in the infrared light curves.
This feature is similar to what is observed in SNe Ia and the
physical explanation is essentially the same (Kasen 2006). When
the temperature in the ejecta drops below ∼7000 K, doubly
ionized iron group elements begin to recombine. As the infrared
line emissivity is much greater for singly ionized species
(Fe ii and Co ii), the flux can be more efficiently redistributed
from bluer to redder wavelengths, leading to an increase in
the infrared luminosity. The secondary maximum is therefore
more prominent in models with large abundances of iron group
elements. Detection of a secondary maximum in an observed
supernova would provide strong evidence that the explosion
did indeed synthesize large amounts of 56Ni. The lack of a
secondary maximum does not necessarily rule out the presence
of substantial 56Ni, as strong radial mixing of the nickel can
sometimes smear out the two bumps (Kasen 2006).

3.3. Spectra

The spectra of the PI SN models (Figures 8 and 9) resemble
those of ordinary SNe, with P-Cygni line profiles superimposed
on a pseudo-blackbody continuum. Because of the low abun-
dance of metals in unburned ejecta, many of the familiar line
features are weak or missing in the early-time spectra. For ex-
ample, at maximum light models R250 and B250 show only
features from the hydrogen Balmer lines and calcium in their
spectrum. However, at later times, when the photosphere has re-
ceded into layers of burned material, other line features appear.

The maximum light spectrum of the bare helium core
model He100 is dominated by lines from freshly synthesized
intermediate-mass elements and resembles a Type Ic SN with
lines due to Mg i, Mg ii, Si ii, Ca ii, and O i. After peak, the
spectrum shows more features from the iron group elements in
the 56Ni-rich core. Helium lines are not present at any epoch,
as the envelope temperatures are too low to thermally excite the
lower atomic levels of the optical transitions. However, if 56Ni
is mixed out into the helium-rich layers, non-thermal excitation

7

(Kasen+ 2011)

-long timescale (~years):

-very dim to extremely bright (<~1044 erg s-1)
-bright tail due to radioactive decay of 56Ni → 56Co → 56Fe

↓compact envelope ↓extended envelope ↓core only

tdiff = 2.27 × 101d × ( M
M⊙ )

1/2

( κ
0.4 cm2 g−1 )

1/2

( v
109 cm s−1 )

−1/2



A PISN model of 100 M! He star provides 
good explanation for

On 2007 April, a luminous, slowly evolving
type Ic supernova with 56Co decline tail has 
been detected.

Is SN 2007bi a PISN?

consistent with the decay rate of radioactive 56Co. These properties
suggest that the very massive ejecta were energized by a large amount
of radioactive nickel (.3M[; Figs 2 and 3; Supplementary
Information, section 3), as expected from models of pair-instability
supernovae4,5,10 (PISNs). Our spectra, lacking any signs of hydrogen
or helium, indicate that this mass is dominated by carbon, oxygen
and heavier elements. The large amount of kinetic energy released,
Ek< 1053 erg (Fig. 2; Supplementary Information, section 3), is com-
parable to those derived for the most energetic c-ray bursts16, placing
this event among the most extreme explosions known. In Fig. 2b, we
show theoretical light curves calculated from PISN models5,9 before
our discovery. The data fit the models very well, suggesting that we
observed the explosion of a star with a helium core mass of around
100M[.

PISN models imply that such an explosion would synthesize
3M[–10M[ of radioactive 56Ni (Table 1). Such a large amount of
newly synthesized radioactive material would energize the supernova
debris for an extended period of time, ionizing the expanding gas
cloud. Collisional excitation would lead to strong nebular emission
lines, whose strength should be roughly proportional to the amount
of radioactive sourcematerial, providing another testable prediction.
Figure 3a shows a comparison of the nebular spectrum of SN 2007bi
with that of the well-studied, 56Ni-rich SN 1998bw, which produced
,0.5M[ of radioactive nickel17, suggesting that SN 2007bi produced
>7M[ of nickel (Supplementary Information, section 3), again sup-
porting its interpretation as a PISN.

By modelling the nebular spectrum, we are able to resolve the
elemental composition of the fraction of the ejected mass that is

illuminated by radioactive nickel. We can directly measure the abun-
dances of carbon, oxygen, sodium, magnesium, calcium and iron,
and derive the mass of radioactive 56Ni. Our elemental abundance
ratios are in good agreement with model predictions5 for heavier
elements, but lighter elements (carbon, oxygen and magnesium)
seem to be under-observed. By adopting the calculated model out-
put5 for elements that do not have strong nebular emission in the
optical (mostly silicon and sulphur, and some neon and argon), we
arrive at a total illuminated mass of.50M[, with a composition as
described in Table 1. We note that this falls well below the total mass
derived from photometry, indicating that even the unprecedented
amount of radioactive nickel produced by SN 2007bi was not suf-
ficient to energize the entire mass ejected by this extreme explosion
(Supplementary Information, section 6). The unilluminated mass
probably contains more light elements that originated in the outer
envelopes of the exploding star, and in which our nebular observa-
tions are deficient (see Supplementary Information, sections 3 and 6,
for additional details).

Our data thus provide strong evidence that we have observed the
explosion of a helium core with M< 100M[, which, according to
theory, can only result in a PISN3–6,10,18. The measured light curve,
yield of radioactive nickel and elemental composition of the ejecta are
consistent with models of PISNs that were calculated before our
discovery. On the basis of fewer observations of SN 2007bi, combined
with their analysis of the host-galaxy properties, the authors of ref. 19
consider both a PISN model and an interpretation in terms of a
massive iron-core-collapse supernova20, slightly favouring the latter.
However, our quantitative estimate of the helium coremass from our
peak light-curve shape and analysis of the nebular spectra is incon-
sistent with iron-core-collapse models20 and theoretically requires a
PISN5,10. We thus conclude that we have most likely discovered the
first clear example of a PISN.

There are several implications of this discovery. Theory allows stars
as massive as 1,000M[ to have formed in the very early Universe21.
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Figure 2 | Radioactive 56Ni and total ejected mass from the light-curve
evolution of SN2007bi are well fitted using PISN models. a, The R-band
light curve of SN 2007bi.We have compiled observations obtained using the
48-inch (1.2-m) SamuelOschinTelescope (P48), the 60-inch (1.5-m) robotic
telescope (P60) and the 200-inch (5-m) Hale Telescope (P200) at Palomar
Observatory, California, as well as photometry from the Catalina Sky
Survey15 (CSS) and synthetic photometry integrated fromour late-timeKeck
spectrum (Fig. 3; see Supplementary Information, sections 1 and 2, for
additional details). We find a peak magnitude ofMR5221.36 0.1mag on
2007 February 21 (Supplementary Information, section 2). The error is
dominated by the absolute zero-point calibration uncertainty. The
outstanding peak luminosity of this event, if radioactively driven, suggests
that a remarkable amount of 56Ni was produced (.3M[; ref. 28;
Supplementary Information, section 3). The slow rise time derived from our
fit (77 d; Supplementary Information, section 2), combined with the
measured photospheric velocity (12,000 km s21; Fig. 1), requires very
massive ejecta (Mej< 100M[) and a huge release of kinetic energy
(Ek< 1053 erg; Supplementary Information, section 3), where we apply the
commonly used scaling relations28,29. An independent direct estimate for the
56Ni yield is obtained from the luminosity during the late-time radioactive-
decay phase, compared with the observed decay of SN 1987A30

(Supplementary Information, section 3). Given the uncertainty in the
explosion date of SN 2007bi and a range of bolometric correction values
(Supplementary Information, section 2), the 56Ni mass produced by
SN2007bi satisfied 4M[,M56Ni , 7M[. The total radiated energy we
measure by direct integration of the light curve is Erad< (1–2)3 1051 erg
(Supplementary Information, section 3), which is comparable to that of the
most luminous supernovae known7. Errors, 1s. b, Comparison of the
observations of SN 2007bi with models calculated before the supernova’s
discovery5,9. The curves presented are for various helium cores (masses as
indicated) exploding as PISNs, and cover the photospheric phase. The data
are well fitted by 100M[–110M[ models. At later times, the emission is
nebular and bolometric corrections used to calculate themodel R-band light
curve cease to apply (Supplementary Information, section 4). In comparing
with these rest-frame models, cosmological time dilation for z5 0.1279 has
been taken into account.
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(Gal-Yam et al. 2009)

the light curve (Gal-Yam+09)

(Kasen+ 2011)

The Astrophysical Journal, 734:102 (13pp), 2011 June 20 Kasen, Woosley, & Heger
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Figure 11. Day 100 spectrum of model R150 shown for different values of metal-
licity in the hydrogen envelope, from top to bottom Z = 10−6, 10−4, 10−2, and
1 times solar. The metallicity can be probed observationally by examining metal
line absorption features or the flux in the ultraviolet.
(A color version of this figure is available in the online journal.)
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Figure 12. Spectrum, observed near peak, of SN 2007bi (red line; Gal-Yam
et al. 2009) compared to the synthetic spectrum of our model He100 at 100 days
after explosion (black line). Line identifications for the model are marked. Most
of the major observed line features are reproduced by the model, except for the
forbidden Ca ii line emission at 7300 Å which is the result of non-equilibrium
effects not included in the calculations.

powered optical emission, which lasts for hundreds of days,
emits very little flux at rest wavelengths λ < 2000 Å. Thus,
to follow objects at z ! 5 it is best to observe at infrared
wavelengths. Alternatively, one could search for the brief and
very blue emission from shock breakout.

In Figures 15 and 16 we plot the observer frame R- and
K-band peak magnitudes of several PI SN light curves (starting
t > 10 days after explosion in the rest fame) as a function
of redshift. Future R-band surveys, such as with the Large
Synoptic Survey Telescope (LSST), will routinely reach limiting
magnitudes of MR ∼ 24.5, which would detect or place

2 4 6 8 10
Years Since Explosion (observed)

30

28

26

24

22

20

O
bs

er
ve

d 
K

-b
an

d 
M

ag
ni

tu
de

1

3

5

7

9

11

13

re
ds

hi
ft

Figure 13. Observer frame K-band light curve of model R250 as a function of
redshift. The effects of cosmological redshift, dimming, and time-dilation have
all been included. For z > 7, one observes in the rest-frame UV, and the initial
thermal component of the light curve is brighter than the later radioactively
powered peak.
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Figure 14. Observer frame R-band light curve of model R250 as a function of
redshift. The effects of cosmological redshift, dimming, and time-dilation have
all been included.
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plots the observer-frame peak K-band magnitude of several models as a function
of redshift.
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and the Mg lines (Kasen+11).



(Dessart+ 2013)

However, more recent spectral analyses claim that PISN spectra should 
be much redder than SN 2007bi (Dessart+12,13, Chatzopoulos+15).

Simulations of PISNe 3243

O(0.1) hydrogen mass fraction in the he-rich shell and the lack of
non-local γ -ray energy deposition into the H-rich envelope at such
early times.

In model B210, the larger 56Ni mass causes a reversal of the
photosphere, which moves back into the helium shell, but in model
B190, decay heating merely stalls the recombination wave halfway
through the ejecta (in mass), within the O-rich shell. It is around
the light-curve peak and beyond that the decoupling layers for the
radiation recede to the IGE-rich layers, causing the appearance of
iron line blanketing at ∼200 d after the explosion.

In the right-hand panel of Fig. 10, we show a comparison, at the
recombination epoch, for model B190 at 30 d after the explosion
and the SN II-pec model of Dessart & Hillier (2010) at 15 d after
the explosion. As for the R190/s15e12 comparison, the PISN mod-
els B190 and B210 have systematically broader Balmer lines and
lack the strong lines from Ca II, Na I, Sc II and Fe II, present in the
‘lm18a7Ad’ model at the LMC metallicity. At such epochs, these
theoretical BSG explosions are relatively faint, and would be more
difficult to detect than the much brighter R190 model.

For models B190/B210, the Doppler velocity at maximum ab-
sorption in the H I Balmer line is initially large, and declines as the
photosphere recedes inwards through the H-rich envelope (Fig. 11;
right-hand column, shown only for model B210). The decline is
much more rapid than in R190, since the time-scale for the photo-
sphere to pass through the lower mass H-rich envelope is ∼50 d,
much less than the ∼250 d for model R190. In models B190/B210,
the H I Balmer lines present a maximum absorption at a Doppler
velocity that strongly overestimates (by a factor of ∼2) the photo-
spheric velocity at early times – the same effect is seen in SN 1987A
(Dessart & Hillier 2010). However, as the model rebrightens and its
photosphere leaves the H-rich envelope, the maximum absorption

of the H I Balmer lines tracks a unique Doppler velocity, which
corresponds to the velocity at the base of the hydrogen envelope.

5.3 Spectral evolution during the photospheric phase
of PISN model He100

In this section, we describe the spectral evolution of a PISN arising
from a WR progenitor using model He100ionI, which differs from
model He100 by the treatment of additional neutral ions found to be
important (Mg I, Si I, S I and Ca I). We discuss specific differences
between He100 and He100ionI in Appendix C, which are essen-
tially confined to the colours in the first few weeks following the
explosion, and additional line features and blanketing.

At the start of the simulation, the He100ionI and He100 models
are at 10.5 d after the explosion and the photosphere has already
receded to the base of the ∼8 M" He-rich outer shell (Fig. 6)
at ∼9000 km s−1 (Fig. 5). The composition is still He rich but the
O, Ne, Mg and Ca are also abundant, with mass fraction for IMEs
that are orders of magnitude larger than for a solar mixture at a
metallicity of 10−4 Z". This explains the dominant role of line
blanketing from IMEs, including Si and S, from such early times up
to the peak of the light curve. It also explains the early appearance
of strong Ca II lines.

This chemical stratification, although not as obvious as in the
H-rich models discussed in the preceding sections, is reflected in
the spectral evolution of model He100ionI (Fig. 14). Despite rep-
resenting ∼8 per cent of the total mass of the ejecta, He is only
present in the outermost ejecta shells. By 10 d after the explosion,
the photosphere has already crossed these He-rich regions so that
there is no visible signature of He during the remaining part of
the photospheric phase, This is consistent with the O(0.1) mass

Figure 14. Same as Fig. 9, but now for the 100 M" He-star model He100ionINL (same PISN model as He100, but the radiative transfer is computed with
allowance for Mg I, Si I, S I and Ca I; we also allow for non-local energy deposition).

Downloaded from https://academic.oup.com/mnras/article-abstract/428/4/3227/998858/Radiative-properties-of-pair-instability-supernova
by ULB Bonn user
on 18 September 2017

↓significant absorption by FeII, CaII, FeI reddens the spectrum

Is SN 2007bi a PISN?

see also Kozyreva+14, Smidt+15, Jerkstrand+16, Mazzali+19, 
but also see Kozyreva&Blinnikov15

There has been no convincing PISN 
detection.

The Astrophysical Journal, 799:18 (14pp), 2015 January 20 Chatzopoulos et al.
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Figure 20. Comparison of the 140 M! and the 300 M! (Z = 0.1 Z!) rotating
PISN model spectra at peak luminosity with observed spectra of the normal
Type Ic SN 1994I (Filippenko et al. 1995), the Type Ia SN 2011fe (Nugent et al.
2011) and the peculiar Type Ib SN 2008D (Modjaz et al. 2009). The parentheses
indicate the phase after peak luminosity in days and the brackets the SN type.
All the observed SN spectra were downloaded from the Weizmann Interactive
Supernova Data Repository (WISeREP; Yaron & Gal-Yam 2012).

those of the proposed candidate SN 2007bi, in agreement with
the results of Dessart et al. (2013). In particular, we find that
PISNe of several metallicities and rotation rates are intrinsically
red events and, in most cases, do not produce superluminous
events due to the severe mass-loss suffered during the progenitor
evolution. This is due to the fact that PISNe tend to have
lower MNi/Mf ratios than Type Ia or Type Ic-norm events
leading to slowly evolving LCs with peak luminosities that
span a large range from sub-luminous to some superluminous
events in the most extreme cases. For very high ZAMS mass
(>200 M!), several solar masses of 56Ni are produced powering
a superluminous explosion. From the suite of models considered
in our work with metallicities in agreement with that of the
host of SN 2007bi, the only two that reach peak luminosities
comparable to those of the event are the 0.1 Z! 300 M! and
the 0.05 Z! 260 M! models. The observed R-band LC of SN
2007bi is compared against the LCs of these two models in
Figure 21.

Based only on the LC, it can be deduced that a rotating PISN
with Z " 0.05–0.1 Z! is indeed a good model for SN 2007bi;
however, a closer look at the spectral and color evolution of this
event as compared with the model predictions reveals certain
inconsistencies. The most important disagreement stems from
a careful comparison of the model PISN spectra with those
of SN 2007bi at contemporaneous epochs. This is an issue
originally raised by Dessart et al. (2013) with regard to the
apparent spectral agreement found between model He100K and
the observed +54 days post-maximum spectrum of SN 2007bi
by Kasen et al. (2011). The agreement was due to the fact
that the He100K spectrum compared with the data was one at
50 days before peak, at an epoch when the PISN was still hot
and blue. At later, post-maximum epochs, when the spectra of
SN 2007bi were obtained, the model PISN spectra are much
redder and strongly line-blanketed. A caveat to performing
nearly contemporaneous model to data spectral comparisons
is the fact that for many SLSN events, including SN 2007bi,
the exact explosion date and therefore the phase of the observed
spectrum are quite uncertain, as noted by Chatzopoulos et al.
(2013b). Nevertheless, to be consistent with the other authors,
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Figure 21. Observed R-band LC of SN 2007bi (Gal-Yam et al. 2009; solid
curve) compared to the R-band model LCs of the rotating 0.1 Z! 300 M!
(dashed curve) and 0.05 Z! 260 M! (dotted curve) models. Although PISN
model LCs seem to be a good match to the observed LCs of some SLSNe, such
as SN 2007bi, the predicted spectral evolution is remarkably different than the
one observed.
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Figure 22. Comparison of the spectrum of SN 2007bi at +54d (Gal-Yam et al.
2009; solid curve) with that of the 0.1 Z! 300 M! (dashed curve) and the
0.05 Z! 260 M! (dotted curve) model at −50 days (upper panel) and +50 days
(lower panel) with respect to peak luminosity.

we will also accept the phase of the earliest observed SN 2007bi
spectrum to be +54 days after peak luminosity.

Figure 22 shows the −50 days and +50 days (with regards to
peak luminosity) spectra of the rotating 0.05 Z! 260 M! and
0.1 Z! 300 M! models compared with the observed spectrum
of SN 2007bi +54 days after peak luminosity.

The comparison at the nearly contemporaneous epoch of
+50 days (lower panel of Figure 22) reveals that the PISN models
possess continua that are much redder and with different spec-
tral features than the observations of SN 2007bi suggest. The
agreement between the earlier model spectrum of the 0.1 Z!
300 M! model (−50 days) and the data is slightly better but
yet not nearly strong enough to suggest a physically consistent
connection to the PISN mechanism. The color evolution of the
model PISN spectra further affirms the fact that SN 2007bi was
not a PISN. SN 2007bi retained blue color and a hot contin-
uum for a long time after peak suggesting that a different, more
efficient SN ejecta heating mechanism was at play and for a
longer timescale than the radioactive decay of 56Ni. Potential

12

(Chatzopoulos+ 2015)

↓2007bi (solid)

↓260 Msun, 
  0.05 Zsun (dotted)↓300 Msun, 

  0.1 Zsun (dashed)

redblue

SN2007bi is the best observed supernova of 
the class SLSN-R so far.



search for long-lasting SNe

Moriya et al. (2021) have repeatedly observed the same field 
in the sky for 3 years to find transients lasting for more 
than a year.

~1 PISN is expected to be detected with 2 yr-long 
detection by assuming the rate of 100 Gpc-3 yr-1.

the different filters from those used during the transient survey.
However, the difference in the transmission is small16 and no
significant effects have appeared due to the filter difference.

The data reduction is performed with the same method as
described in Yasuda et al. (2019). In short, the data are reduced
by hscPipe (Bosch et al. 2018), which is a version of the
Vera C. Rubin Observatory’s Legacy Survey of Space and
Time (LSST) stack (Jurić et al. 2017; Ivezić et al. 2019).
The astrometry and photometry are calibrated relative to the
Pan-STARRS1 (PS1) 3π catalog (Schlafly et al. 2012; Tonry
et al. 2012; Magnier et al. 2013; Chambers et al. 2016). The
astrometric accuracy is 0.04 arcsec (Aihara et al. 2018b). The
image subtraction was performed with the method described in
Alard & Lupton (1998) and Alard (2000).

The difference images obtained after the image subtraction
were used to identify transient sources. The transient candidates
were classified as real or bogus through a machine-learning
technique adopting a convolutional neural network (CNN) as
described in Yasuda et al. (2019). If a transient candidate is
identified as real in two epochs after the CNN screening, it is
regarded as a real transient.

To search for SNe lasting for more than a year, we first
checked the results of the CNN screening. If a transient is
classified as real at any time in one season, it is regarded as a
detection in the season. From the transients detected in multiple
seasons, we first excluded “negative” candidates that have
negative flux because they exist in the reference images and we
aim at discovering long-lasting SNe that appeared after the
reference images were taken. Then, we excluded those
identified on top of a point source in the reference image to
avoid variable stars. We also exclude those located at the center
(within 0.1 arcsec) of their host galaxy to avoid active galactic
nucleus (AGN) activities. The value of 0.1 arcsec corresponds
to 0.6 kpc at z= 0.5 and 0.8 kpc at z= 1–3. Most SLSNe and
SNe IIn discovered in the local transient surveys have more
off-sets from the host galaxy center (e.g., Schulze et al. 2020)
and this criterion is not likely to miss many long-lasting
SNe. Transients within 0.1 arcsec are independently studied
to investigate AGN activities and any peculiar long-lasting
transients can also be identified in the separate AGN study.
After this screening, 2212 long-lasting SN candidates

remained. The remaining candidates were mostly bogus caused
by the failure of the image subtraction, but they were not
excluded by the initial CNN screening. We visually checked all
the candidates and identified three SNe that were detected for
more than a year. These candidates are listed in Table 1 and
their images are presented in Figure 2. We introduce them in
the next section.

3. Long-lasting Supernovae

We introduce our long-lasting SNe in this section. We
discuss the discovery rates of long-lasting SNe based on our

Table 1
List of Long-lasting SNe

HSC Name IAU Name R.A. Decl. Redshift Note

3 yr (4 seasons)
none

2 yr (3 seasons)
HSC16aayt SN 2016jhm 10h02m20 12 +02°48′43 3 0.6814a SN IIn

1 yr (2 seasons)
HSC19edgb AT 2019aadg 10h01m36 13 +02°42′25 4 �

�0.226 0.01
0.06b SN IIn?

HSC19edge AT 2018lto 10h01m31 55 +02°48′26 5 0.33094c SN IIn?

Notes.
a Spectroscopic redshift from the SN spectra (Moriya et al. 2019a).
b Photometric redshift of the host galaxy in the COSMOS2015 catalog (Laigle et al. 2016). Another photometric redshift solution at z = 2.7 is derived based solely on
the HSC photometry (see Section 3.3.1).
c Spectroscopic redshift of the host galaxy in the COSMOS2015 catalog (Laigle et al. 2016).

Figure 2. The reference images (left), the survey images (middle), and the
subtracted images (right) of SNe detected for more than a year during our HSC
transient survey. They are all z-band images. The image size is 10″ × 10″. The
SNe are located at the center, which is marked with a red cross. North is up and
east is to the left in the images.

16 https://www.subarutelescope.org/Observing/Instruments/HSC/
sensitivity.html
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3 long-lasting SNe are discovered, however,

→type IIn  
   at z=0.68

→type IIn at z=0.23 
   or UV-bright SLSN at z=2.7

→type IIn (?) 
   at z=0.33

at z < -3,
• PISN rate 

< 100 Gpc-3 yr-1

• PISN/CCSN  
< ~0.01-0.1%

none of them are compatible 
with the PISN model.



PISN progenitors in the local universe?

It is likely to be rare to contain the large enough 
mass for PISN in the local universe.

Very massive stars in R136 and NGC 3603 733

Table 1. Log of spectroscopic observations of R136 and NGC 3603 stars used in this study.

Star Instrument Grating Date Proposal/PI

R136a1 HST/HRS G140L 1994 July 5157/Ebbets
R136a3 HST/HRS G140L 1994 July 5157/Ebbets
R136a1 HST/FOS G400H, 1996 January 6018/Heap

G570H
R136a2 HST/FOS G400H, 1996 January 6018/Heap

G570H
R136a3 HST/FOS G400H, 1996 January 6018/Heap

G570H
R136c HST/FOS G400H 1996 November 6417/Massey
R136a1+R136a2 VLT/SINFONI K 2005 November– 076.D-0563/Schnurr

2005 December
R136a3 VLT/SINFONI K 2005 November– 076.D-0563/Schnurr

2005 December
R136c VLT/SINFONI K 2005 November– 076.D-0563/Schnurr

2005 December
NGC 3603A1 HST/FOS G400H 1994 September 5445/Drissen
NGC 3603B HST/FOS G400H 1994 September 5445/Drissen
NGC 3603C HST/FOS G400H 1994 September 5445/Drissen
NGC 3603A1 VLT/SINFONI K 2005 April– 075.D-0577/Moffat

2006 February
NGC 3603B VLT/SINFONI K 2005 April– 075.D-0577/Moffat

2006 February
NGC 3603C VLT/SINFONI K 2005 April– 075.D-0577/Moffat

2006 February

Table 2. Stars brighter than MKs ∼ −6 mag within 13 arcsec (0.5 pc) of
NGC 3603A1, together with V-band photometry from Melena et al. (2008)
in parenthesis.

Name Sp type mKs AKs MKs
a Binaryb

(mV ) (AV ) (MV )

A1 WN 6h 7.42 ± 0.05 0.59 ± 0.03 −7.57 ± 0.12 Yes
(11.18) (4.91 ± 0.25) (−8.13 ± 0.27)

B WN 6h 7.42 ± 0.05 0.56 ± 0.03 −7.54 ± 0.12 No?
(11.33) (4.70 ± 0.25) (−7.77 ± 0.27)

C WN 6hc 8.28 ± 0.05 0.56 ± 0.03 −6.68 ± 0.12 Yes
(11.89) (4.66 ± 0.25) (−7.17 ± 0.27)

aFor a distance of 7.6 ± 0.35 kpc (distance modulus 14.4 ± 0.1 mag).
bA1 is a 3.77 d double-eclipsing system, while C is a 8.9-d SB1 (Schnurr
et al. 2008a).
cAn updated classification scheme for Of, Of/WN and WN stars (Walborn
& Crowther, in preparation) favours O3 If*/WN 6 for NGC 3603C.

by de Koter et al. (1997) and so is also excluded here. Note also
that R136c has not been observed with GHRS. Visual FOS data
sets, with a circular aperture of diameter 0.26 arcsec achieved R ∼
1300, although R136a1 and R136a2 once again suffer significant
contamination from one another. It is solely at near-IR wavelengths
(SINFONI) that R136a1 and R136a2 are spectrally separated, for
which R136b served as an AO reference star (Schnurr et al. 2009).
The spectral resolution of the SINFONI data sets is R ∼ 3000.

We employ high spatial resolution Ks-band photometry of R136.
Differential Ks photometry from AO assisted VLT/SINFONI in-
tegral field data sets are tied to identical spatial resolution wider
field VLT Multi-Conjugate Adaptive Optics Demonstrator (MAD)
imaging (Campbell et al. 2010) using the relatively isolated star
R136b (WN 9h). Three overlapping fields were observed with
VLT/MAD, for which Field 1 provided the highest quality in
R136 [full width at half-maximum (FWHM) ∼ 0.1 arcsec], as

Figure 1. VLT MAD Ks-band 12 × 12 arcsec2 (3 × 3 pc2 for the LMC
distance of 49 kpc) image of R136 (Campbell et al. 2010) together with a
view of the central 4 × 4 arcsec2 (1 × 1 pc2) in which the very massive
WN 5h stars discussed in this paper are labelled (component b is a lower
mass WN 9h star). Relative photometry agrees closely with integral field
SINFONI observations (Schnurr et al. 2009).

shown in Fig. 1, itself calibrated using archival HAWK-I and
2MASS data sets (see Campbell et al. 2010). For 12 stars in
common between MAD photometry and HST Near Infrared Cam-
era and Multi Object Spectrometer (NICMOS) F205W imaging
(Brandner et al. 2001) transformed into the Cerro Tololo Inter-
American Observatory (CTIO) K-band system, Campbell et al.
(2010) find mKs (MAD) − mK (HST) = −0.04 ± 0.05 mag.

C© 2010 The Authors. Journal compilation C© 2010 RAS, MNRAS 408, 731–751
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(e.g. Crowther et al. 2010, 2016)

Mini > 100 M! stars at the R136 (LMC)

Very massive stars are rare to be formed.
Salpeter IMF →  
(PISN mass range)/(CCSN mass range) ~ 0.01%.

Effective mass loss on the PISN progenitor

L80 T. Yoshida and H. Umeda
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Figure 1. The final mass (a) and CO core mass (b) as a function of the
MS mass. Solid, dashed and dotted lines correspond to cases A, B and C,
respectively. Squares, triangles, crosses and circles indicate WN, ‘He-rich’
WC (see Section 3.3), WC and WO stars. Dark and light shaded regions
denote the mass ranges of the CO cores appropriate for SN 2007bi to explode
as a PI SN and a CC SN, respectively.

Nucleosynthesis studies of PI SNe have indicated that PI SN
models with 95 ! MCO ! 105 M! produce 3–10 M! of 56Ni
(Heger & Woosley 2002). The PI SN models of Umeda & Nomoto
(2002) obtained a similar result. Therefore the progenitor of the
PI SN corresponding to SN 2007bi should be a CO core with
95 ! MCO ! 105 M!.

The MS mass range deduced from the CO core mass is shown as
the dark shaded region in Fig. 1(b). This criterion is not satisfied in
the MS mass range of MMS ≤ 500 M! in cases A and B. The MS
mass range in case A is estimated to be 515 ≤ MMS ≤ 575 M! from
linear extrapolation in Fig. 1(b). In case C, the appropriate range
reduces to 310 ≤ MMS ≤ 350 M!.

The amount of 56Ni produced in a CC SN model gives a lower
limit on the progenitor mass. We expect from the result of Umeda
& Nomoto (2008) that a SN with a kinetic energy of ∼3 × 1052 erg
can produce more than 3 M! of 56Ni if the CO core of the pro-
genitor is larger than ∼35 M!. The upper limit of the MS mass
might be the lowest mass of a PI SN progenitor. Theoretical studies
of PI SNe have indicated that a CO core larger than "60 M! ex-
plodes as a PI SN (Heger & Woosley 2002; Umeda & Nomoto
2002). We consider the upper limit of a CC SN progenitor as
∼60 M!. Therefore the CO core mass appropriate for explaining
SN 2007bi with a CC explosion is 35 ! MCO ! 60 M!.

The range of MS mass for CC SN models is shown as the light
shaded region in Fig. 1(b). The range extends from 100 to 280 M!

in case A. In case B, all models except for MMS = 100 M! will
explode as CC SNe appropriate for SN 2007bi. On the other
hand, in case C, the mass range is limited to 100 ! MMS !
170 M!.

3.3 Surface He abundance for SNe Ib/Ic

SNe Ic are characterized by weak or absent He spectra. However, a
quantitative criterion to distinguish between SNe Ib and Ic has not
been theoretically established. The He lines are considered to appear
because of the excitation of He by non-thermal electrons excited by
γ -rays from the decays of 56Ni and 56Co (Lucy 1991). The strength
of the He lines should be sensitive to the amounts of He and 56Ni,
the amount of matter in intermediate layers between the Ni and
He layers which attenuate the γ -rays, the degree of mixing of Ni
into the He layer, etc. Criteria to distinguish between SNe Ib and Ic
were discussed using the total He mass of a progenitor (Wellstein &
Langer 1999; Georgy et al. 2009; Yoon, Woosley & Langer 2010)
or the He mass fraction at the outermost layers (Yoon et al. 2010).
The effects of thickness of the intermediate layers and the degree
of mixing have been investigated (Woosley & Eastman 1997). We
discuss the possibility of a SN Ic progenitor by considering the total
He mass, the He mass fraction at the surface and the mass ratio of
He to the intermediate layers.

The first criterion is based on the total He mass. We consider two
cases for the He mass limit of SNe Ic: 0.5 and 1.5 M!. In previous
studies, the He mass limit of SNe Ic was assumed to be 0.5 M!
(Wellstein & Langer 1999; Yoon et al. 2010) or 0.6 M! (Georgy
et al. 2009). On the other hand, Georgy et al. (2009) reported that
the choice of the total He mass limit between 0.6 and 1.5 M! hardly
affects the MMS ranges for SNe Ib/Ic. Yoon et al. (2010) suggested
in discussion that He lines are not seen in early-time spectra even
though the total He mass is as large as 1.0 M! if He is well mixed
with CO material having Ys ! 0.5. Fig. 2(a) shows the total He mass
versus the MS mass. When the He mass limit is 0.5 M!, the MS
mass is limited in the very narrow range of 110–120 M! in case A
and 100–115 M! in case B. In case C no progenitors explode as
SNe Ic. When the He mass limit is 1.5 M!, all progenitors except
for WN stars, an ‘He-rich’ WC star with MMS = 130 M! in case
C, and stars with MMS > 350 M! in case C will explode as SNe Ic.

The second criterion is the He mass fraction at the surface. We
set this criterion as Ys ≤ 0.5 in accordance with the discussion
in Yoon et al. (2010) as mentioned above. Fig. 2(b) presents the
He mass fraction at the surface as a function of the MS mass. All
WO stars and WC stars except for the He-rich WC will explode as
SNe Ic.

We also consider the mass ratio of He to the intermediate lay-
ers. The mass of the intermediate layers is assumed to be Mint =
Mf − 9.0 M!. The mass of 9.0 M! corresponds to the amount
of ejected 56Ni and the central remnant in the CC SN model.
The masses of 56Ni and the central remnant were evaluated to be
6.1 and 3.0 M!, respectively, for the 43−M! progenitor (Moriya
et al. 2010). Although the amount of 56Ni would be smaller than
9 M! and there is no remnant in the PI SN model, the difference
is not important because the final mass of the PI SN progenitors is
∼100 M!. The mass ratio of He to the intermediate layers is shown
in Fig. 2(c). The ratios of WN stars and the He-rich WC star are
clearly larger than those of WO and the other WC stars. We may
set the criterion of the ratio as ∼ 0.02–0.03. In this case, the range
of MS mass is the same as that deduced from the criterion of the
He mass fraction at the surface.

C© 2011 The Authors, MNRAS 412, L78–L82
Monthly Notices of the Royal Astronomical Society C© 2011 RAS
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Yoshida&Umeda 11Z = 0.2 Zsun

x1/2

strong WR wind

x1

(see also Langer 2007)

Due to the strong wind, the initial mass for 
PISNe might require >500 M! for Z=1/5 Z!. 



2. remnant search from EMP stars



In the metal-free early universe, PISNe would be much more frequently formed 
than in the local universe.

-top-heavy initial-mass-function (~100 M!?)
-negligible wind mass loss rate

PISN progenitors in the early universe?

Hirano et al. (2015) estimates
 25% of metal-free stars may become PISN,
 while 3.1% of them form neutron stars.
→ PISNe/CCSNe ~10.

(Hirano+ 2015)

574 S. Hirano et al.

Figure 5. The local FUV intensity field, J21, in the same comoving cosmological volume with (3 h−1 Mpc)3 at z = 25, 20, 19.5, 19, and 15. The colour
contours indicate the FUV intensity ranging from J21 = 0.025–6.3 (blue to red). The yellow and red clumps show the active Population III.1 and III.2D stars,
respectively. The local FUV radiation field decreases with decreasing redshifts (from left- to right-hand panels), because the typical stellar mass becomes lower
and separations between the stars are stretched by the cosmic expansion.
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Figure 6. Mass distribution of Pop III.1 and III.2D stars. The dotted line
shows the sum of the two populations (see also Fig. 17 below).

the early runaway collapse stage, which are driven by either H2

cooling alone or H2 cooling plus HD cooling (Paper I). Pop III.2D

stars have relatively large masses, clustering around "400 M#. We
discuss the redshift-dependence of the mass distribution in Sec-
tion 6.

4 C O S M O L O G I C A L S A M P L E O F
P R I M O R D I A L S TA R - F O R M I N G C L O U D S

We study the physical properties of the 1540 primordial star-forming
clouds found in our cosmological simulation. In this section, we ig-
nore the effect of FUV fields and assume that all the clouds bear
Pop III.1 stars, allowing a direct comparison with the statistical re-
sults presented in Paper I. The dependences of cloud properties and
stellar mass distribution on the formation redshifts are discussed.

The cloud properties are calculated at two different mass scales
by averaging over the gas in the virialized DM haloes and over
the gravitationally collapsing gas at the Jeans scale. We define the
boundary for the former to be the halo virial radius, within which
the average matter density is 200 times higher than the cosmic
mean value. For the latter mass scale, the boundary is defined as the
cloud radius, where the ratio of the enclosed mass to the local Jeans

mass (equation 1) has its maximum value. We present the statistical
analyses for the cloud properties calculated for the two mass scales.

4.1 Virial scale: DM mini-haloes

The distributions of the formation redshift and the virial mass of
mini-haloes are shown in Fig. 3. We see that most of the mini-haloes
form at z = 30–10 with Mvir = 2 × 105–1 × 106 M#. The virial
temperature of a star-forming halo is about Tvir " 1000 K,5 and thus
the virial mass is

Mvirial,3σ ∼ 4 × 105
(

1 + z

20

)−3/2

M# , (6)

which gives Mvir = 2.1 × 105 and 9.9 × 105 M# at z = 30 and 10,
in good agreement with the typical masses of our mini-haloes. As
shown in Fig. 3, the average halo mass increases with decreasing
redshift, which is also consistent with the redshift-dependence in
equation (6). We have more than 100 haloes per each redshift bin
in the range of z = 22–14, which allows us to study even redshift-
dependences of the properties of our samples.

One of the important quantities at the halo scale is the spin pa-
rameter, λ ≡ jvir/

√
2RvirVvir (following the definition of Bullock

et al. 2001), which characterizes the rotational degree of a halo.
Fig. 7 shows the spin parameters for both DM and baryonic com-
ponents and the relative angle of their angular momentum vectors.
The lognormal distributions and the time (redshift) evolution are
consistent with previous studies. At high redshift, the baryon spin
parameter is lower than that of DM. The distribution of baryon
spin parameter becomes close to that of DM at lower redshift (after
z ∼ 14) because of the momentum redistribution between the two
components (de Souza et al. 2013). The average angle is θ ave " 35◦,
suggesting that the spin vectors of the two components are roughly
aligned with each other in most haloes, although with a few excep-
tions whereby θ > 90◦. Interestingly, we find a trend that the offset
angle and the spin parameter are anticorrelated, i.e. the gas and the
DM components rotate differently in slowly rotating haloes.

5 This is the critical temperature for a primordial cloud to collapse with
efficient H2 molecular cooling which is weakly dependent on redshift (e.g.
Glover 2013). In fact, our samples of DM mini-haloes have temperatures
close to the critical value (see also Paper I).

MNRAS 448, 568–587 (2015)
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PISN (120–240 M!)

CCSN (< 25 M!)



(Extremely) Metal poor stars



(Extremely) Metal poor stars

In our Galaxy, there is a group of stars that 
contain only a small fraction of metals.

Stars that contain less than a thousandth of 
metals of the sun are called extremely-
metal-poor (EMP) stars.

How did EMP stars form?



(Extremely) Metal poor stars

because theory predicts that single shot supernova 
will achieve metal pollution of primordial gas clouds 
with 1/1000 Z! level. 

In our Galaxy, there is a group of stars that 
contain only a small fraction of metals.

Stars that contain less than a thousandth of 
metals of the sun are called extremely-
metal-poor (EMP) stars.

If this is true, the chemical abundance of EMP stars 
should represent the characteristic abundance 
pattern of the mother supernova.

How did EMP stars form?

EMP stars could be children of metal-free stars,



-3.0

-2.0

-1.0

0.0

1.0

2.0

3.0

 0  5  10  15  20  25  30  35

[X
/M

g]

proton number

C O Ne Mg Si S Ar Ca Ti Cr Fe Ni Zn Ge

N F Na Al P Cl K Sc V Mn Co Cu Ga

m145
m150
m155
m160
m180
m200
m220
m240
m260

KT+ 2018a

Characteristic abundance pattern of PISNe

[X/Y]=log10(NX/NY) - log10(NX/NY)!

Indeed, PISN ejecta will show very peculiar abundance pattern.

2. Strong contrast between odd-Z and even-Z elements: small [Na/Mg] and [Al/Mg].
1. Enhancement of O burning products: characterized by large [Ca/Mg].



However, strong tension exits for                                 and

SD J0018-0939 ([Fe/H]=-2.46, Aoki+14)
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Is SDSS J0018-0939 a PISN child?

The exceptionally small [Co/Ni] ratio may be consistent with PISN abundance.



KT+2018 have conducted the first systematic comparison with the 
theoretical yield and a large sample (>2,000) of MP stellar abundances.

[Na/Mg] vs [Fe/H] [Ca/Mg] vs [Al/Mg]

KT+ 2018a.

systematic search

→Until now, no MP stars that show abundance pattern 
compatible with PISN models have been found.
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1/2,000−1/10,000 MP stars in [Ca/H] < -2 are estimated to be 
children of Pop III PISNe.

PISN-dominated metal-poor stars

corresponding to 99% and 99:9% PISN enrichment (see also
Table 1). These results are briefly discussed later in this section.

The number of observed Galactic halo stars below ½Ca/H" ¼
$2 for which abundance analyses based on high-resolution
spectroscopy exists is roughly 600 (N. Christlieb, private com-
munication). None of these%600 stars appear to show a dominant
PISN signature. If so, we estimate that ! < 0:07 (see Fig. 6),
which corresponds to amass fraction of verymassive Population
III stars of P40%. Here we disregard Draco 119 (Fulbright et al.
2004) and the group of field stars studied by Ivans et al. (2003) as
PISN-dominated, second-generation stars (see x 5). An upper
limit of ! ¼ 0:07 is consistent with the predicted range of ! de-
rived by Greif & Bromm (2006) and the ! derived from the IMF
by Padoan et al. (2007), which all fall in the range 0:005P!P
0:02. Conversely, as indicated in Figure 6, this range corresponds
to a range in a"" of 1:5 ; 10$4Pa"" P5 ; 10$4, which, at face
value,means that%3Y10 times asmanymetal-poor (i.e., ½Ca/H " &
$2) Galactic halo stars need to be analyzed in order to find a single
second-generation star with >90% of its Ca originating from pri-
mordial PISNe. These results are discussed further in x 5.

Also shown in Figure 6 are the predicted fractions of stars that
are preenriched to at least 99% (medium-sized filled circles) and
99:9% (small filled circles) by PISNe. These are referred to as
purely PISN-enriched stars. Although the number of such stars
is smaller than the number of stars in which up to 10% of the
metals (Ca) are allowed to originate from core-collapse SNe, it is
not radically smaller. In the range 0:005P!P0:02, e.g., the
predicted fraction of purely PISN-enriched stars is only smaller
by factor of %4 (see also Table 1).Moreover, assuming that none
of the%600 stars below ½Ca/H" ¼ $2, for which high-resolution
spectroscopic data are available, are purely PISN-enriched stars,
the range of possible values for ! is constrained to be <0.2. As
indicated above, a slightly stronger constraint may be placed on
! if the reasonable assumption is being made that none of these
stars has a PISN enrichment which exceeds 90%. However, due
to the increasing risk of making false identifications, ! may not
be constrained much farther by allowing for lower levels of
PISN enrichment than 90%. Table 1 shows the predicted fraction

of stars formed from gas preenriched by PISNe to various levels,
for ! ¼ 0:01. Clearly, the fraction of PISN-enriched stars in-
creases with decreasing level of PISN enrichment. However,
even though the expected number of stars with, e.g., a PISN en-
richment of >50% is %10 times more than the corresponding
number with >90% PISN enrichment, we would in practice not
gain much, as it would most likely be very difficult to correctly
identify many of the less PISN-dominated stars. Note also that
for ! ¼ 0:01, less than 10% of all stars below ½Ca/H " ¼ $2 are
formed from gas enriched to any level by PISNe.

4.4. Parameter Dependence and Sensitivity

We have performed a number of simulations where we varied
the values of several model parameters, in order to illustrate the
sensitivity of our results to the uncertainties in these parameters.
The SFR is a crucial ingredient in the model and we have varied
both the Population III and Population II SN rates by changing
uIII;0 and uII;0, respectively. The turbulent diffusion coefficientDt

in the early ISM is difficult to estimate. According to Bateman &
Larson (1993), the diffusive mixing of matter in the cold, neutral
medium in the Galactic disk (e.g., through molecular cloud col-
lisions) occurs on a timescale similar to the one adopted here,
while the mixing should be substantially faster in hot, ionized
media. Alternatively, Pan & Scalo (2007) developed a ‘‘slow’’
mixing model with inefficient (i.e., low Dt) diffusion to explain
the apparent existence of primordial gas at relatively low (z % 3)
redshift. We have varied Dt in our model to map out the effect.

The results of the simulations are summarized inTable 2,which
shows the dependence of a"" on uIII;0; uII;0, and Dt, respectively.

Fig. 6.—Predicted integrated (total) fraction of PISN-dominated stars below
½Ca/H" ¼ $2 as a function of !, corresponding to >90% (large filled circles), >99%
(medium-sized filled circles), and >99.9% (small filled circles) PISNenrichment. The
dashed gray lines indicate the observational upper limit of !, assuming that none
of the %600 Galactic halo stars with ½Ca/H" & $2 for which high-resolution
spectroscopy is available show any signature of PISNe (N. Christlieb, private
communication). The dotted line and shaded area denote the predicted range of
a"" anticipated from the data of Padoan et al. (2007) and Greif & Bromm (2006),
respectively. If nothing else is stated, it is assumed that the PISN signature is
detectable in Galactic halo stars with >90% PISN enrichment. [See the electronic
edition of the Journal for a color version of this figure].

TABLE 1

Fraction of PISN-Enriched Stars as a Function
of Level of PISN Enrichment

Level of PISN Enrichment a Fraction of PISN-Enriched Starsb

>1%................................................... 6:97 ; 10$2

>10%................................................. 2:34 ; 10$2

>50%................................................. 3:60 ; 10$3

>90%................................................. 3:04 ; 10$4

>99%................................................. 7:35 ; 10$5

>99.9%.............................................. 6:75 ; 10$5

a As measured by the amount of Ca originating from PISNe.
b All fractions are calculated for ! ¼ 0:01.

TABLE 2

The Dependence of a"" on Model Parameters

Parameter a

(1)

uIII;0
(2)

uII;0
(3)

Dt

(4)

;10 ........................... 1:07 ; 10$4 7:35 ; 10$4 6:89 ; 10$5

;3 ............................. 1:57 ; 10$4 1:99 ; 10$4 7:98 ; 10$5

;1b,c ......................... 3:04 ; 10$4 3:04 ; 10$4 3:04 ; 10$4

;1/3 .......................... 4:78 ; 10$4 4:59 ; 10$4 1:02 ; 10$3

;1/10........................ 4:01 ; 10$4 3:41 ; 10$4 1:92 ; 10$3

Notes.—The three parameters which were varied are listed in the top row;
from left to right, these are the Population III SN rate, the Population II SN rate,
and the turbulent diffusion coefficient. The leftmost column shows the factor by
which these parameters were changed from their fiducial values, and the resulting
values for a"" are shown in the three rightmost columns below the specific pa-
rameter which was varied.

a The fiducial values of the model parameters are discussed in x 3. All frac-
tions are calculated for ! ¼ 0:01.

b Here a"" ¼ 4:78 ; 10$4, adopting the set of PISN yields calculated by
Umeda & Nomoto (2002).

c Here a"" ¼ 6:03 ; 10$4, assuming that SFR / #2.
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β: the number ratio between
(Pop III PISNe)/(Pop III CCSNe).
0.005−0.02 by Greif&Bromm 06

Karlson+ 08

aγγ: fraction of PISN-dominated
MP ([Ca/H] < -2) stars

The sample number of 2,000 might not be enough.
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BH mass detection by Laser interferometers

Today, BH masses can be measured by laser interferometric GW detectors.

18

10�3

10�2

10�1

100

101

.

Truncated

10�3

10�2

10�1

100

101

.

Broken Power Law

10�3

10�2

10�1

100

101

.

Power Law + Peak

20 40 60 80 100
m1 [M�]

10�3

10�2

10�1

100

101

.

Multi-Peak

dR dm
1
[G

p
c�

3
yr

�
1
M

�
1

�
]

Figure 3. Astrophysical primary BH mass distribution for the Truncated, Broken Power Law, Power Law + Peak
and Multi Peak models. The solid curve is the posterior population distribution (averaging over model uncertainty) while
the shaded region shows the 90% credible interval. While the median rate is always inside the credible region, the solid curve
represents the mean, which can be outside the credible region. Top (navy) is the Truncated model, second from the top (green)
is the Broken Power Law model, third from the top (blue) is for the Power Law + Peak model, and bottom (red) is for
the Multi Peak model. The Truncated model is disfavored compared to the three latter models that predict a feature at
⇠ 40 M�: a break in the mass spectrum in the Broken Power Law model or additional Gaussian peaks in the Power Law +
Peak and Multi Peak models. The vertical gray bands show 90% credible bounds on the locations of these additional features.
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is the Broken Power Law model, third from the top (blue) is for the Power Law + Peak model, and bottom (red) is for
the Multi Peak model. The Truncated model is disfavored compared to the three latter models that predict a feature at
⇠ 40 M�: a break in the mass spectrum in the Broken Power Law model or additional Gaussian peaks in the Power Law +
Peak and Multi Peak models. The vertical gray bands show 90% credible bounds on the locations of these additional features.
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GWTC-2, Population Properties:

✓ m1 < 45 M! for 97.1% of BBH systems  

Intermediate-mass black holes and the upper–stellar-mass gap 15
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Figure 10. The source-frame component masses and their associated 90% confidence intervals of all events from GWTC-1 and
GWTC-2 with the restriction that the mean estimated mass of the primary is � 10M�. The red region shows the mass gap at
the � = 0 for the updated 12C(↵,�)16O rate (see Figure 8). The primary mass of the GW190521 event along with its associated
90% confidence interval lies well inside the red region indicating that this could be a BH in the mass gap. Our re-analysis of
GW190521 in Section 4.5, confirms this result with the waveform models used in this work. We note that there are also 5 more
component masses, including the secondary mass of GW190521, whose mean lie in the mass gap.
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where j runs from 1 to the 13 grid points of the
12C(↵,�)16O reaction rate shown in Figure 9 and P (xj)
is the corresponding probability 8.
If P (MG) is large, then the source could be a mass-

gap event. However, events that are not in the mass gap
will occasionally have large P (MG) simply due to noise
fluctuations. Thus, the probability necessary to claim a
confident detection of a mass-gap event depends on the
relative rate of mass-gap and no-mass-gap events. To
test the hypothesis that there are events with compo-
nents in the mass gap, we should compute the Bayesian
evidence for the no-mass-gap versus mass-gap hypothe-
ses, marginalized over the uncertain proportion of events
that are in the mass gap. This approach leverages infor-
mation from all events, not just those with high P (MG),
and therefore has greater statistical power. However,
such an analysis is beyond the scope of the current pa-
per. Here we will only compute P (MG) for noise-free

8 We compute these probabilities from the standard normal dis-
tribution, evaluated at the given � uncertainty and then re-
normalize them so that they add up to 1. Alternatively, one could
interpolate between these grid points and make the approxima-
tion in Equation 13 more and more precise by increasing N, but
we do not expect that the results will change very significantly.

data with a variety of injected IMBHB systems. Signals
with high P (MG) are more likely to be robustly identi-
fied as mass-gap events, but we warn the reader against
over-interpreting our numbers.
We show in Figure 11 P (MG) for IMBHB systems

with primary mass m
s

1 = [70, 80, 90, 110, 120]M� and
several spin values, observed at inclination angle of ⇡/3,
computed using the updated 12C(↵, �)16O rate. As we
can see, for asymmetric IMBHB systems (i.e., q > 1.25),
if the primary mass is well within the median mass gap
(e.g., m

s

1 2 [80, 120]M�), then the primary mass has
probability of being in the mass gap > 95% (i.e., a sin-
gle observation could be su�cient to robustly identify
the existence of sources in the mass gap). For systems
with primary mass close to the lower edge of the me-
dian mass gap (e.g., ms

1 ⇠ 70M�), P (MG) reduces to
⇠ 0.85 for anti-aligned systems. For nearly symmet-
ric IMBHB systems (i.e., q = 1.25), P (MG) > 95% for
systems with somewhat higher primary mass, namely,
m

s

1 & 85M�. Symmetric systems can also have high
probability that the secondary mass lies in the mass gap.
The right panel in Figure 11 indicates that for IMBHB
systems with m

s

2 2 [90, 120]M�, the posterior probabil-
ity that the secondary mass lies within the mass gap
exceeds 90% for systems with �1,2 < 0.80. By contrast,
high spin systems with �1,2 > 0.80 exhibit bi-modality
which worsens the precision of the mass measurement,
as discussed in Section 3.3.
For zero inclination-angle (face-on) IMBHBs, our

study shows that P (MG) is generally lower for measure-

Mehta+21: BH masses from GWTC-1 & -2

→GWTC-2 result is consistent with the 
PISN mass gap, but not yet definitive.

• no detection of BHs > 100 M!

? several high-mass detections (GW190521,  
GW190602_175927, GW190519_153544)



exceeds X(He)>10−2, are shown as functions of the initial
mass, Mini, for selected sequences of fcag. The duration of the
hydrogen-burning phase is independent6 of fcag but depends on
the initial mass, because the 12C(α, γ)16O reaction is irrelevant
to the hydrogen burning. On the other hand, models with
smaller fcag tend to have slightly shorter helium-burning phases
for models with the same initial masses. The CO core mass is
again independent from fcag. This is because the size of the
convective core is nearly constant during the helium-burning
phase.

Hence, the most relevant consequence of applying different
fcag is the different carbon-to-oxygen ratio in the same mass CO
core. The central X(C)/X(O) measured when the central
temperature reaches �[ ]Tlog K 8.8c is shown by a color
map in Figure 3. The phase space is divided into four regions
according to the fate of the model, while the definition of
each boundary is explained later. Also, the initial mass range
of PISNe indicated by Heger & Woosley (2002) is shown.
The color map shows that models with small fcag have high
X(C)/X(O). More massive models tend to have less X(C)/X(O);
however, the mass dependency is much weaker than the fcag
dependency. Thus, models with fcag=1.2 have the lowest
X(C)/X(O)∼0.15, models with fcag=0.6 have intermediate
X(C)/X(O)∼0.46, and models with fcag=0.1 have the
highest X(C)/X(O)∼3.1.

We have found that, due to the high core carbon fraction,
less massive models with small fcag develop shell convection
during the core carbon-burning phase. The thick solid line
passing from Mini=110Me at fcag=1.0 to Mini=270Me at
fcag=0.1 in Figure 3 is the upper boundary of the models that

experience this convective shell formation. Figure 4 shows the
evolution of convective regions for models of Mini=180Me
with different fcag=1.2 (top panel) and 0.3 (bottom panel). No
convection develops for the fcag=1.2 case, which has a small
X(C)/X(O) of 0.18. On the other hand, a large shell convective
region appears at 2M 10r Me from ∼7×10−2 yr before the
calculation end for the fcag=0.3 case, which has a 5.7 times
larger ratio of X(C)/X(O)=1.04.
In general, CO core material easily becomes convectively

unstable if a certain amount of heating takes place in the shell
region. This is because a newly formed CO core in a VMS has
nearly homogeneous distributions of entropy and chemical
composition as a result of the effective mixing during the
previous core helium-burning phase. In addition, an entropy
reduction by the neutrino cooling exclusively takes place at
the core central region. Therefore, the isentropic structure in the
surrounding region remains. Figure 5 shows distributions of the
heating and cooling rates and the entropy for the two models
when the central temperatures become �[ ]Tlog K 9.18c . The
figure shows that the fcag=0.3 model has a shell region at
Mr∼10–25Me, where the nuclear heating rate significantly
exceeds the neutrino cooling rate. This net heating soon creates
a negative entropy gradient and drives shell convection at that
region. On the other hand, the nuclear heating rate is only
slightly larger than the neutrino cooling rate in the fcag=1.2
model. Except for the carbon-depleted central region, the
heatings are solely caused by the �C C12 12 reaction. There-
fore, the heating rate is proportional to the square of the carbon
mass fraction. Given the similar core entropies, the lower
heating rate is explained by the lower core carbon fraction.
Finally, no convection appears in this model until core collapse
sets in.
The evolution of central density and temperature is shown in

Figure 6 for selected models. All of the models with fcag=1.2,
shown by dashed lines, are nonconvective. For models with
fcag=0.3, shown by solid lines, less massive models with
Mini�195Me develop shell convection during the core
carbon-burning phase, while more massive models are

Figure 3. Phase diagram of the zero-metallicity VMSs. The color shows the central X(C)/X(O).

6 Actually, tiny differences in τH are seen for models with the same initial
masses. However, these differences should not have a physical significance but
rather a numerical origin. The different fcag affects the evolution of a zero-
metallicity VMS during the pre-ZAMS He-burning phase. This difference is
enhanced through the evolution of the convective regions around the H-burning
core, because the convective evolution is significantly sensitive to any kind of
numerical error. Finally, the merging of shell and central convections takes
place during the core hydrogen-burning phase in some models, causing the
different τH.
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shows a boundary between progenitors of PISNe and BH
formation. The definition is clear whether the model returns the
contracting motion or not.

The boundary between progenitors of PPISNe and PISNe is
shown by a dashed line passing from Mini=175Me at
fcag=1.2 to Mini=310Me at fcag=0.1. Similar to PISNe,
PPISNe are triggered by the e−e+ pair-creation instability.
However, in this case, a central part of the star remains
gravitationally bound after the expansion because of the
smaller energy injection by the thermonuclear reactions
(Woosley et al. 2007; Chatzopoulos & Wheeler 2012b; Chen
et al. 2014; Yoshida et al. 2016; Woosley 2017). In this work,
an expanding model is considered to be a PPISN if the central
mesh of the model restarts contraction after its first expansion
104 s from the start of the hydrodynamic calculation. The
bounding mass at fcag=1.2 is larger than the results of Heger
& Woosley (2002); however, this discrepancy will be well
explained as hydrogen-rich envelopes are included in our
calculation (Kasen et al. 2011; Takahashi et al. 2016). The
central remnant of a PPISN is considered to restart hydrostatic
evolution, leading to iron core collapse in the end. Because of
the high masses, the fate of PPISN models are determined as
BH formation.

The phase diagram clearly shows the strong dependence
of the initial mass range of PISNe on the core carbon-to-oxygen
ratio. With the highest fcag=1.2, the models have small
X(C)/X(O)∼0.15 and a lower shifted initial mass range of

� [ ]M 175, 270ini Me. The initial mass range becomes
� [ ]M 240, 320ini Me for models with the intermediate

fcag=0.6 with X(C)/X(O)∼0.46, and the highest shifted
mass range of � [ ]M 310, 430ini Me results from models with
the lowest fcag=0.1, which have the largest X(C)/X(O)∼3.1.

In spite of the very different initial mass ranges, the initial
mass dependences of the explosion energy, as well as the
elemental yields, are quite similar for models with different fcag.

The smallest explosion energy keeps ∼10–30×1051 erg for a
wide range of fcag, although the initial mass spans a wide range
of � [ ]M 175, 310ini Me. And, the largest explosion energy
increases from ∼80×1051 to ∼130×1051 erg, while the
initial mass increases from 260Me for the fcag=1.2 models to
400Me for the fcag=0.2 models. The yields of the
representative elements are shown in Figure 9 for exploding
models with fcag=1.2 and 0.6. The figure clearly shows the
similar mass dependencies. As a result, models with the same
mass but different fcag can produce totally different explosion
energy and elemental yields. For example, 260Me models
have quite different 56Ni yields of 1.48Me for the model with
fcag=0.6 and 28.1Me for the model with fcag=1.2.

Figure 8. Phase diagram of the zero-metallicity VMSs. For models that have positive total energies after the core collapse, the energies ∼104 s after the core collapse
are shown by the colors.

Figure 9. Representative elemental yields (12C in red, 16O in green, 24Mg in
blue, 28Si in magenta, 40Ca in cyan, and 56Ni in gray) ejected by a PISN.
Results of models with fcag=1.2 and 0.6 are shown by solid and dashed lines,
respectively.
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KT18 has firstly showed the significance of the 12C(α,γ)16O reaction rate 
to the PISN mass range.

Low 12C(α,γ)16O reaction rate 
results in high C/O ratio.

high C/O ratio results in  
high PISN mass range.

…more effective C burning 
stabilizes the core.



Uncertainties

The biggest uncertainty for the PISN mass gap seems to be the 12C(α,γ)16O 
reaction rate.

We performed additional tests varying the 12C + 12C and
�O O16 16 reaction rates10 between 0.1 and 10 times their

default MESA values because STARLIB does not have
temperature-dependent uncertainties for them. These rates
showed variations in the maximum BH mass of ∼4 M:, with
the �C C12 12 rate having a larger effect on the maximum
BH mass.

Due to the sensitivity of the maximum BH mass to the
B HC , O12 16( ) rate, the measured value of the maximum BH

mass (below the PISN mass gap) can be used to place
constraints on the B HC , O12 16( ) rate (R. Farmer et al. 2019, in
preparation).

5.5. Model Resolution

MESA has a number of ways to control the spatial and temporal
resolution of a model. Here we vary MESA’s mesh_delta_
coeff, which controls the maximum allowed change in stellar
properties between adjacent mesh points during the hydrostatic
evolution to between 0.8 and 0.3. Decreasing the value increases
the resolution. This range corresponds to an increase by roughly a
factor of two in the number of grid points. We also vary MESA’s
adaptive mesh refinement (AMR) parameters, which set the
resolution during hydrodynamical evolution. We vary split_
merge_amr_nz_baseline between 6000 and 10,000 and
split_merge_amr_nz_MaxLong between 1.25 and 1.15,
where the second values denotes a higher resolution. This leads to
an increase by a factor of two in the number of spatial zones
during the evolution of a pulse.

We have also varied MESA’s varcontrol_target, which
sets the allowed changes in stellar properties between time steps,
between 5×10−4 and 5×10−5, and varied max_timestep_
factor, which sets the maximum factor by which MESA can
increase a time step, between 1.025 and 1.05. This leads to an
increase of ≈30% in number of time steps taken. Over the ranges
considered here we find changes of ≈1 M: in the maximum
BH mass.

Over the range of nuclear networks considered here—
approx21.net, mesa_75.net, mesa_128.net—there
is little change in the BH mass for a given CO mass; it changes
by at most ≈1 M:. There is a trend for larger nuclear networks
to produce slightly more massive BHs.

Woosley (2017) suggests that PPI systems need large nuclear
networks that can adequately follow weak interactions, which
approx21.net does not do. However, both the CO–BH
mass relationship and the maximum BH mass vary within
≈1 M: over the networks considered here. Changing the isotopes
evolved will have an effect on the composition and final structure
of the star as well as the composition of the ejecta from the pulses.
However, we find that much of the behavior that determines the
final BH mass is set by the conditions at the initial pulse. These
are set by the CO core mass and carbon mass fraction, both of
which are set by core helium burning, which is not affected by the
lack of weak reactions in approx21.net.

6. The Maximum Black Hole Mass and its Implications

Figure 5 summarizes the range in the maximum BH mass
below the PISN gap due to the variations considered in
Sections 4 and 5. These include those that are affected by the
environment (metallicity) and thus vary across the universe,

those for which we have incomplete or uncertain physics (rates,
winds, BMLT, fov, Orate, and Rsin W

2 ) but which we expect to be
constant in the universe, and those that are model-dependent
(spatial, temporal, and nuclear network resolution). For most of
the physics for which we are uncertain (BMLT, fov, Orate, and

Rsin W
2 ) and the model resolution (spatial, temporal, and

number of isotopes) there is a limited effect on the maximum
BH mass. These terms place x M2 : uncertainties on the
maximum BH mass, over the ranges considered here,
contingent on how the different uncertainties are combined.
The next most significant factors are the metallicity and

winds. We consider these together, since the metallicity
dependence of wind mass loss rates introduces a degeneracy
between these two elements. We observe a population of BHs
from different progenitor stars with varying metallicities, so
this 7% variation in the maximum BH mass places a minimum
level of uncertainty on what we can learn from the most
massive BHs detected. Given a sufficiently large population of
binary BHs (at multiple redshifts) it may be possible to
disentangle the effects of the star formation and metallicity
evolution of the universe on the BH population (Dominik et al.
2013; Dvorkin et al. 2016). However, this uncertainty, which
varies across the universe, is small compared to the current
measurement uncertainties.
From the detection of a gravitational wave we can infer the

luminosity distance to the source. We also obtain the chirp
mass in the detector frame, i.e., the redshifted true chirp mass.
Knowledge of the true source mass would therefore also
provide the redshift to the source, and so allow the use of
gravitational wave events to measure the expansion history of
the universe without the need for electromagnetic detections to
supply the redshift of the event. Knowledge of the edge of the
PISN BH mass gap allows BH mergers to act as “standardiz-
able sirens” for cosmology (demonstrated by Farr et al. 2019,
following Schutz 1986; Holz & Hughes 2005). The sharper the
edge of the PISN mass gap is, the smaller the uncertainty in the
derived cosmological parameters that can be achieved (Farr
et al. 2019)
The most significant physics variation considered here is due

to the nuclear physics uncertainties, and primarily due to the
B HC , O12 16( ) rate, leading to a 40% variation in the maximum

BH mass. Models having lower B HC , O12 16( ) rates lose less

Figure 5. Range of maximum BH masses for different assumptions about the
environment and stellar physics. See Figure 2 for the range of metallicities
considered here; see Figure 4 for the range of each physics assumption.

10 In the approx21.net nuclear network these reactions rates are
compound rates where the different output channels have been combined.
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(2020) to calculate the boundaries of the BH mass gap
with respect to the updated 12C(↵,�)16O reaction-rate
uncertainties.
Figure 9 shows the location of the PISN BH mass

gap as a function of the uncertainty in the 12C(↵,�)16O
rate. As the reaction rate increases, through increas-
ing �[12C(↵,�)16O], both the lower and upper edges of
the BH mass gap shift to lower masses while maintain-
ing a roughly constant width, of ' 80+9

�5 M�. For the
updated �[12C(↵,�)16O] rates adopted in this work, the
location of the lower and upper edge over the ±3� range
is ' 59+34

�13 M� and ' 139+30
�14 M� respectively. These re-

sults are commensurate with Farmer et al. (2020) at the
' 20% level for the lower edge of the BH mass gap and
at the ' 5% for the upper edge of the BH mass gap. We
next discuss the main reasons why our results slightly
di↵er and put them in context with previous studies.
Marchant & Moriya (2020) found that the e�ciency

of angular-momentum transport changes the lower edge
of the BH’s mass gap at the ' 10% level. Farmer et al.
(2019) found that the lower edge of mass gap was ro-
bust at the ' 10% level to changes in the metallicity,
wind mass loss prescription, and treatment of chemical
mixing. We find that the primary uncertainty in our
models is the mass and time resolution. To ensure the
results shown in Figure 9 are robust at the ' 10% level,
our models use 2 times the mass resolution and about 2.5
times the temporal resolution as those used in Farmer
et al. (2020). For each �[12C(↵,�)16O], our �M =1 M�
mass grid of MESAmodels consumed' 60,000 core-hours,
with Figure 9 thus costing ' 780,000 core-hours.
We also calculate new ±3� rates for the 12C+12C,

12C+16O, 16O+16O reactions. Consistent with Farmer
et al. (2020), we find that these reaction rates move the
the BH’s mass-gap boundary by . 1M�. Evidently, in
this case, the total energy liberated by C-burning is more
important than how quickly or slowly the C-burning en-
ergy is liberated. A large carbon fuel reservoir from
a small 12C(↵,�)16O rate leads to a more massive BH,
an intermediate carbon fuel reservoir from the recom-
mended (i.e., median) 12C(↵,�)16O rate leads to less
massive BHs, and a small carbon-mass fraction from a
large 12C(↵,�)16O rate leads to no compact object being
formed (i.e., a PISN).

4.4. Measurement of mass gap with upcoming

LIGO-Virgo observations

Figure 9 shows that at the median (� = 0) of the
12C(↵,�)16O reaction rate, the mass gap would typically
fall in the range 60–130M� considering the overlapping
parts of the range from the two 12C(↵,�)16O rates. In-
cluding such a range in Figures 4 and 5 (see shaded gray
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Figure 9. The location of the BH’s mass gap as a function of
the temperature-dependent uncertainty in the 12C(↵,�)16O
reaction rate. The blue lines mark the mass-gap bound-
aries predicted by our updated 12C(↵,�)16O rate uncer-
tainties.The orange lines mark the mass-gap boundaries, as
found in Figure 5 of Farmer et al. (2020), predicted by the
Kunz et al. (2002) rate as expressed in the STARLIB reation-
rate library (Sallaska et al. 2013b). The white region denotes
the mass gap, the purple regions highlight di↵erences of the
adopted 12C(↵,�)16O rates, and the labeled grey horizontal
bars denote the mass range where a BH does not form for
any value of the adopted 12C(↵,�)16O rate.

region), we find that the uncertainties in the primary-
mass measurements for asymmetric IMBHB systems are
⇠ 17�25%, while for nearly symmetric systems they are
⇠ 30� 50%. For the latter systems, the secondary mass
also quite often falls in the mass gap, and can be con-
strained with an uncertainty of ⇠ 40� 70%.
How confidently the upcoming O4 run will be able to

identify that the component masses of IMBHB systems
lie in the mass gap? To address this question we need
to account for the uncertainties in the boundaries of the
mass gap shown in Figure 9, which are caused by uncer-
tainties in the 12C(↵,�)16O rate. The probability that a
component mass of the IMBHB system lies in the mass
gap can be computed as:

P (MG) = P (mL
MG < m

s

i
< m

U
MG) ,

=

Z
P (x)dx

Z
m

U
MG(x)

m
L
MG(x)

P (ms

i
|d)dms

i
, (12)

where i = 1, 2, x denotes the 12C(↵,�)16O rate, mL
MG

and m
U
MG denote the lower and upper edges of the mass

gap and d represents the data (i.e., the simulated GW
signal). We can approximate the above equation as a

Mehta+21

(see also Woosley & Heger 2021)

BHs of ~40-80 M! can be formed within the 
uncertainty of the 12C(α,γ)16O reaction rate.
→shifting the PISN gap.



Uncertainties

Other possibilities
• rotation (Marchant & Moriya 2020)
• super-Eddington accretion (van Son et al. 2020)
• compact envelope PPISN (Umeda et al. 2020)
→filling the PISN gap.

Both models show temperature and density oscillations during
the central Si-burning phase. This oscillation phase is
commonly called the PPI phase. As shown below only the
last few large oscillations can cause mass ejection.

In Figure 3, we show the internal density and radius
distribution of the 100Me models as a function of enclosed
mass (Mr) at a time just before the first mass ejection: Log
Tc=9.72 (M model) and Log Tc=9.64 (L model). We find
that inner structures (Mr<40Me) are similar, but the envelope
structures (Mr>40Me) are quite different.

Table 1 summarizes the main results. Mini,MCO, and MHe are
the initial, final CO-core, and final He-core masses. For most L
models, the hydrogen mass fraction changes rapidly at the edge
of the He core so that the lower and upper bounds of MHe are
identical. The next column shows the number of major PPI
oscillations that have peak temperatures Log Tpeak>9.59. The
restriction is made because we find mass ejection can only
accompany major oscillations, and specifically those with high
peak temperatures, although numerous smaller oscillations can
occur as shown in Figure 2. Furthermore, not all of the major
oscillations result in mass ejections, and we find that the
number of mass ejections, which are listed in the next column,
is at most 2. We think this is one of the most interesting results

in this Letter. For the L models, we find only one mass ejection
at most. This is in contrast to the case of CO stars (Yoshida
et al. 2016). For Pop III stars, most shock waves produced by
PPI, excluding the last one or two, are damped out in the
hydrogen envelope without mass ejection. The peak temper-
ature during a PPI oscillation accompanying mass ejection is
shown in the next column. The last two columns are the
remnant mass after the mass ejection and the energy of the
ejecta, respectively.

4. Implications

4.1. L Models

In the L models, the remnant mass, which we associate with
the BH mass, ranges from 42.4 to 70Me for the initial mass
range of 70–135Me. The maximum BH mass is obtained for
the lowest initial mass, 70Me, because only this case does not
experience PPI mass ejection. Although only the last PPI pulse
ejects mass, almost all of the hydrogen envelope is removed by
this pulse. As a result, the expected range for the BH mass gap
will be around 70–130Me assuming the upper bound of the
gap is determined by the most massive He-core mass exploding
as a pair-instability supernova (Takahashi et al. 2018). The
lower bound ∼70Me is a little larger than other arguments
(e.g., Abbott et al. 2020), but is still marginally too small to
explain GW190521 ( :� �

�M M851 14
21 ).

4.2. M Models

Although the parameter choice of the M models is as
reasonable as the L models, the remnant BH masses are
surprisingly different between the two models. First, we find
that MCO of the M models is smaller than that of the L models
for the same initial mass. This is because smaller fOV means
weaker convective mixing, which leads to smaller He and CO
cores. This smaller CO-core mass is one reason why the 80Me
model does not experience PPI mass ejection in the M model.
Though this effect is important, another effect is much more

important in estimating the maximum BH mass below the mass
gap. As described above, the L models have a much larger
radius than the M models during the PPI phase. Thus, the

Figure 1. The H-R diagram of 100 Me models. The red and blue curves
indicate the L and M models, respectively.

Figure 2. The evolution of central temperature Tc and central density ρc for the
100 Me models around the PPI phase. The red and blue curves indicate the L
and M models, respectively. The green shaded region is unstable against the
electron–positron pair-instability where the adiabatic index γ<4/3.

Figure 3. The internal density and radius distribution of the 100 Me models as
a function of enclosed mass (Mr) at a time just before the first mass ejection.
Red and blue solid curves indicate the density (ρ) distributions for the L and M
models. Orange and sky-blue dashed curves are the radius (r) distributions for
the L and M models.
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The momentum of the explosion is dumped 
by the dense envelope (Kasen+11, KT+18).

leave 52.2 M! BH (as usual).

leave 91.7 M! BH (in the PISN gap).



Conclusions

PISN is one of the most robust prediction in stellar physics.
The explosion mechanism is well understood.
  -no dimensionality
  -definite instability
  -simple energy source

We are awaiting for the confident observational confirmation.

Direct observation: not yet. PISN in the local universe is rare?

Nucleosynthetic remnant: not yet. require more EMP stars?

PISN mass gap: most promising? But be cautious for uncertainties.

End


