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• 重力波の初検出 
• 連星ブラックホール合体の発見

• 重力波・電磁波の同時検出 
• 連星中性子星合体の発見

• ブラックホール中性子星連星候補 

• Mass Gap天体

• 現時点で、BBH：48、NSBH:4、NSNS：6 （候補天体含む） 
• このうち、電磁波が付随したのは１天体 
• 一般相対論と無矛盾
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最初の重力波信号　GW150914

entering our sensitive band [85,86] and could not have
formed from an asymptotically spin antialigned binary.
We could exclude those systems if we believe the binary is
not precessing. However, we do not make this assumption
here and instead accept that the models can only extract
limited spin information about a more general, precessing
binary.
We also need to specify the prior ranges for the ampli-

tude and phase error functions δAkðf; ~ϑÞ and δϕkðf; ~ϑÞ, see
Eq. (5). The calibration during the time of observation of
GW150914 is characterized by a 1-σ statistical uncertainty
of no more than 10% in amplitude and 10° in phase [1,47].
We use zero-mean Gaussian priors on the values of the
spline at each node with widths corresponding to the
uncertainties quoted above [48]. Calibration uncertainties
therefore add 10 parameters per instrument to the model
used in the analysis. For validation purposes we also
considered an independent method that assumes frequency-
independent calibration errors [87], and obtained consistent
results.

III. RESULTS

The results of the analysis using binary coalescence
waveforms are posterior PDFs for the parameters describ-
ing the GW signal and the model evidence. A summary is
provided in Table I. For the model evidence, we quote
(the logarithm of) the Bayes factor Bs=n ¼ Z=Zn, which
is the evidence for a coherent signal hypothesis divided
by that for (Gaussian) noise [5]. At the leading order, the
Bayes factor and the optimal SNR ρ ¼ ½

P
khhMk jhMk i%1=2 are

related by lnBs=n ≈ ρ2=2 [88].
Before discussing parameter estimates in detail, we

consider how the inference is affected by the choice of
the compact-binary waveform model. From Table I, we see
that the posterior estimates for each parameter are broadly
consistent across the two models, despite the fact that
they are based on different analytical approaches and that
they include different aspects of BBH spin dynamics. The
models’ logarithms of the Bayes factors, 288.7 & 0.2 and
290.3 & 0.1, are also comparable for both models: the data
do not allow us to conclusively prefer one model over the
other [89]. Therefore, we use both for the Overall column
in Table I. We combine the posterior samples of both
distributions with equal weight, in effect marginalizing
over our choice of waveform model. These averaged results
give our best estimate for the parameters describing
GW150914.
In Table I, we also indicate how sensitive our results are

to our choice of waveform. For each parameter, we give
systematic errors on the boundaries of the 90% credible
intervals due to the uncertainty in the waveform models
considered in the analysis; the quoted values are the 90%
range of a normal distribution estimated from the variance
of results from the different models. (IfXwere an edge of a

credible interval, we quote systematic uncertainty
& 1.64σsys using the estimate σ2sys¼ ½ðXEOBNR−XOverallÞ2þ
ðXIMRPhenom−XOverallÞ2%=2. For parameters with bounded
ranges, like the spins, the normal distributions should
be truncated. However, for transparency, we still quote
the 90% range of the uncut distributions. These numbers
provide estimates of the order of magnitude of the potential
systematic error). Assuming a normally distributed error is
the least constraining choice [90] and gives a conservative
estimate. The uncertainty from waveform modeling is less
significant than the statistical uncertainty; therefore, we are
confident that the results are robust against this potential
systematic error. We consider this point in detail later in the
Letter.
The analysis presented here yields an optimal coherent

SNR of ρ ¼ 25.1þ 1.7
−1.7 . This value is higher than the one

reported by the search [1,3] because it is obtained using a
finer sampling of (a larger) parameter space.
GW150914’s source corresponds to a stellar-mass BBH

with individual source-frame masses msource
1 ¼ 36þ 5

−4M⊙
and msource

2 ¼ 29þ 4
−4M⊙, as shown in Table I and Fig. 1.

The two BHs are nearly equal mass. We bound the mass
ratio to the range 0.66 ≤ q ≤ 1 with 90% probability. For
comparison, the highest observed neutron star mass is
2.01 & 0.04M⊙ [91], and the conservative upper-limit for

FIG. 1. Posterior PDFs for the source-frame component masses
msource

1 and msource
2 . We use the convention that msource

2 ≤ msource
1 ,

which produces the sharp cut in the two-dimensional distribution.
In the one-dimensional marginalized distributions we show the
Overall (solid black), IMRPhenom (blue), and EOBNR (red)
PDFs; the dashed vertical lines mark the 90% credible interval
for the Overall PDF. The two-dimensional plot shows the
contours of the 50% and 90% credible regions plotted over a
color-coded PDF.
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the mass of a stable neutron star is 3M⊙ [92,93]. The
masses inferred from GW150914 are an order of magnitude
larger than these values, which implies that these two
compact objects of GW150914 are BHs, unless exotic
alternatives, e.g., boson stars [94], do exist. If the compact
objects were not BHs, this would leave an imprint on the
waveform, e.g., Ref. [95]; however, in Ref. [96] we verify
that the observed signal is consistent with that predicted
assuming BHs in general relativity. These results establish
the presence of stellar-mass BBHs in the Universe. It also
proves that BBHs formed in nature can merge within a
Hubble time [97].
To convert the masses measured in the detector frame to

physical source-frame masses, we require the redshift of the
source. As discussed in the Introduction, GW observations
are directly sensitive to the luminosity distance to a source,
but not the redshift [98]. We find that GW150914 is at
DL ¼ 410þ160

−180 Mpc. Assuming a flat ΛCDM cosmology
with Hubble parameterH0 ¼ 67.9 kms−1Mpc−1 and matter
density parameter Ωm ¼ 0.306 [6], the inferred luminosity
distance corresponds to a redshift of z ¼ 0.09þ0.03

−0.04 .
The luminosity distance is strongly correlated to the

inclination of the orbital plane with respect to the line of
sight [4,20,99]. For precessing systems, the orientation of
the orbital plane is time dependent. We therefore describe
the source inclination by θJN, the angle between the total
angular momentum (which typically is approximately
constant throughout the inspiral) and the line of sight

[30,100], and we quote its value at a reference GW
frequency fref ¼ 20 Hz. The posterior PDF shows that
an orientation of the total orbital angular momentum of the
BBH strongly misaligned to the line of sight is disfavored;
the probability that 45° < θJN < 135° is 0.35.
The masses and spins of the BHs in a (circular) binary

are the only parameters needed to determine the final mass
and spin of the BH that is produced at the end of the merger.
Appropriate relations are embedded intrinsically in the
waveform models used in the analysis, but they do not
give direct access to the parameters of the remnant BH.
However, applying the fitting formula calibrated to
nonprecessing NR simulations provided in Ref. [101] to
the posterior for the component masses and spins [102],
we infer the mass and spin of the remnant BH to be
Msource

f ¼ 62þ4
−4M⊙, and af ¼ 0.67þ0.05

−0.07 , as shown in Fig. 3
and Table I. These results are fully consistent with those
obtained using an independent nonprecessing fit [57]. The
systematic uncertainties of the fit are much smaller than
the statistical uncertainties. The value of the final spin is a
consequence of conservation of angular momentum in
which the total angular momentum of the system (which
for a nearly equal mass binary, such as GW150914’s
source, is dominated by the orbital angular momentum)
is converted partially into the spin of the remnant black hole
and partially radiated away in GWs during the merger.
Therefore, the final spin is more precisely determined than
either of the spins of the binary’s BHs.

FIG. 2. Posterior PDFs for the source luminosity distance DL
and the binary inclination θJN . In the one-dimensional margin-
alized distributions we show the Overall (solid black), IMRPhe-
nom (blue), and EOBNR (red) PDFs; the dashed vertical lines
mark the 90% credible interval for the Overall PDF. The
two-dimensional plot shows the contours of the 50% and 90%
credible regions plotted over a color-coded PDF.

FIG. 3. PDFs for the source-frame mass and spin of the remnant
BH produced by the coalescence of the binary. In the one-
dimensional marginalized distributions we show the Overall
(solid black), IMRPhenom (blue), and EOBNR (red) PDFs;
the dashed vertical lines mark the 90% credible interval for the
Overall PDF. The two-dimensional plot shows the contours of the
50% and 90% credible regions plotted over a color-coded PDF.
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Abbott et al 2016 重力波波形から、質量や距離が測定できる。

properties of space-time in the strong-field, high-velocity
regime and confirm predictions of general relativity for the
nonlinear dynamics of highly disturbed black holes.

II. OBSERVATION

On September 14, 2015 at 09:50:45 UTC, the LIGO
Hanford, WA, and Livingston, LA, observatories detected

the coincident signal GW150914 shown in Fig. 1. The initial
detection was made by low-latency searches for generic
gravitational-wave transients [41] and was reported within
three minutes of data acquisition [43]. Subsequently,
matched-filter analyses that use relativistic models of com-
pact binary waveforms [44] recovered GW150914 as the
most significant event from each detector for the observa-
tions reported here. Occurring within the 10-ms intersite

FIG. 1. The gravitational-wave event GW150914 observed by the LIGO Hanford (H1, left column panels) and Livingston (L1, right
column panels) detectors. Times are shown relative to September 14, 2015 at 09:50:45 UTC. For visualization, all time series are filtered
with a 35–350 Hz bandpass filter to suppress large fluctuations outside the detectors’ most sensitive frequency band, and band-reject
filters to remove the strong instrumental spectral lines seen in the Fig. 3 spectra. Top row, left: H1 strain. Top row, right: L1 strain.
GW150914 arrived first at L1 and 6.9þ0.5

−0.4 ms later at H1; for a visual comparison, the H1 data are also shown, shifted in time by this
amount and inverted (to account for the detectors’ relative orientations). Second row: Gravitational-wave strain projected onto each
detector in the 35–350 Hz band. Solid lines show a numerical relativity waveform for a system with parameters consistent with those
recovered from GW150914 [37,38] confirmed to 99.9% by an independent calculation based on [15]. Shaded areas show 90% credible
regions for two independent waveform reconstructions. One (dark gray) models the signal using binary black hole template waveforms
[39]. The other (light gray) does not use an astrophysical model, but instead calculates the strain signal as a linear combination of
sine-Gaussian wavelets [40,41]. These reconstructions have a 94% overlap, as shown in [39]. Third row: Residuals after subtracting the
filtered numerical relativity waveform from the filtered detector time series. Bottom row:A time-frequency representation [42] of the
strain data, showing the signal frequency increasing over time.
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連星ブラックホール（BBH）天文学
Pros

発見と同時に、天体の質量と”自転角運動量”を力学的に測定できる極めて美しい天体。 
（宇宙論的距離にある個別の天体の質量とスピンが測定できること自体が革新的）

Cons

星の頃の記憶はほとんど消えている。重力波の観測量を組成、年齢、磁場などに 
結びつけることは極めて難しい。 

BBH天文学の現状 

- 個々の天体の、質量・スピン 
- 質量分布などの統計的性質 
- 天文追観測はあまり行われていない。
これらに基づいて、連星ブラックホールの起源や恒星天文学に関する知見を得る。



BBH合体の起源
大質量星連星シナリオ 星団シナリオ 原始BHシナリオ
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FIG. 10. Time-frequency maps and reconstructed signal waveforms for the ten BBH events. Each event is represented with three panels
showing whitened data from the LIGO detector where the higher SNR was recorded. The first panel shows a normalized time-frequency
power map of the GW strain. The remaining pair of panels shows time domain reconstructions of the whitened signal, in units of the standard
deviation of the noise. The upper panels show the 90% credible intervals from the posterior probability density functions of the waveform
time series, inferred using CBC waveform templates from Bayesian inference (LALInference) with the PhenomP model (red band), and by
the BayesWave wavelet model (blue band) [52]. The lower panels show the point estimates from the cWB search (solid lines), along with a
90% confidence interval (green band) derived from cWB analyses of simulated waveforms from the LALInference CBC parameter estimation
injected into data near each event. Visible di↵erences between the di↵erent reconstruction methods have been verified to be consistent with a
noise origin (see text for details).
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FIG. 4. Parameter estimation summary plots I. Posterior probability densities of the masses, spins, and SNR of the GW events. For the
two-dimensional distributions, the contours show 90% credible regions. Left panel: Source frame component masses m1 and m2. We use the
convention that m1 � m2, which produces the sharp cut in the two-dimensional distribution. Lines of constant mass ratio q = m2/m1 are shown
for 1/q = 2, 4, 8. For low-mass events, the contours follow lines of constant chirp mass. Right panel: The mass Mf and dimensionless spin
magnitude af of the final black holes. The colored event labels are ordered by source frame chirp mass. The same color code and ordering
(where appropriate) apply to Figs. 5 to 8.

stellar-mass BHs [126–128]. The posterior distribution of the
heavier component in the heaviest BBH, GW170729, grazes
the lower boundary of the possible mass gap expected from
pulsational pair instability and pair instability supernovae at
⇠ 60 � 120M� [129–131]. The lowest-mass BBH systems,
GW151226 and GW170608, have 90% credible lower bounds
on m2 of 5.6 M� and 5.9 M�, respectively, and therefore lie
above the proposed BH mass gap region [132–135] of 2�5M�.
The component masses of the BBHs show a strong degener-
acy with each other. Lower mass systems are dominated by
the inspiral of the binary, and the component mass contours
trace out a line of constant chirp mass Eq. (5) which is the
best measured parameter in the inspiral [33, 60, 116]. Since
higher-mass systems merge at a lower GW frequency, their
GW signal is dominated by the merger of the binary. For high
mass binaries the total mass can be measured with accuracy
comparable to that of the chirp mass [136–138].

We show posteriors for the ratio of the component
masses Eq. (6) in the top left panel of Fig. 5. This parameter
is much harder to constrain than the chirp mass. The width
of the posteriors depends mostly on SNR and so the mass
ratio is best measured for the loudest events, GW170817,
GW150914 and GW170814. Even though GW170817 has
the highest SNR of all events, its mass ratio is less well con-
strained, because the signal power comes predominantly from
the inspiral, while the merger contributes little compared to
BBH [139]. GW151226 and GW151012 have posterior sup-
port for more unequal mass ratios than the other events, with
lower bounds of 0.28 and 0.30 at 90% credible level.

The final mass, radiated energy, final spin, and peak lumi-

nosity of the BH remnant from a BBH coalescence are com-
puted using averages of fits to numerical relativity (NR) re-
sults7 [14, 140–144]. Posteriors for the mass and spin of the
BH remnant for BBH coalescences are shown in the right
panel of Fig. 4. Only a small fraction (0.02–0.07) of the bi-
nary’s total mass is radiated away in GWs. The amount of
radiated energy scales with its total mass. The heaviest rem-
nant BH found is GW170729, at 80.3+14.6

�10.2M� while the light-
est remnant BH is GW170608, at 17.8+3.2

�0.7M�.
GW mergers reach extraordinary values of peak luminos-

ity which is independent of the total mass. While it de-
pends on mass ratio and spins, the posteriors overlap to a
large degree for the observed BBH events. Because of its
relatively high spin GW170729 has the highest value `peak =
4.2+0.9
�1.5 ⇥ 1056 erg s�1.

C. Spins

The spin vectors of compact binaries can a priori point in
any direction. Particular directions in the spin space are easier
to constrain and we focus on these first. An averaged pro-
jection of the spins parallel to the Newtonian orbital angular
momentum of the binary can be measured best. This e↵ec-
tive aligned spin �e↵ is defined by Eq. (4). Positive (nega-

7 The fits for the final mass and spin can be di↵erent from the fits used inter-
nally in the waveform models used in the analyses.

BBH合体レート： 50 Gpc-3 yr-1
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masses Eq. (6) in the top left panel of Fig. 5. This parameter
is much harder to constrain than the chirp mass. The width
of the posteriors depends mostly on SNR and so the mass
ratio is best measured for the loudest events, GW170817,
GW150914 and GW170814. Even though GW170817 has
the highest SNR of all events, its mass ratio is less well con-
strained, because the signal power comes predominantly from
the inspiral, while the merger contributes little compared to
BBH [139]. GW151226 and GW151012 have posterior sup-
port for more unequal mass ratios than the other events, with
lower bounds of 0.28 and 0.30 at 90% credible level.

The final mass, radiated energy, final spin, and peak lumi-

nosity of the BH remnant from a BBH coalescence are com-
puted using averages of fits to numerical relativity (NR) re-
sults7 [14, 140–144]. Posteriors for the mass and spin of the
BH remnant for BBH coalescences are shown in the right
panel of Fig. 4. Only a small fraction (0.02–0.07) of the bi-
nary’s total mass is radiated away in GWs. The amount of
radiated energy scales with its total mass. The heaviest rem-
nant BH found is GW170729, at 80.3+14.6

�10.2M� while the light-
est remnant BH is GW170608, at 17.8+3.2

�0.7M�.
GW mergers reach extraordinary values of peak luminos-

ity which is independent of the total mass. While it de-
pends on mass ratio and spins, the posteriors overlap to a
large degree for the observed BBH events. Because of its
relatively high spin GW170729 has the highest value `peak =
4.2+0.9
�1.5 ⇥ 1056 erg s�1.

C. Spins

The spin vectors of compact binaries can a priori point in
any direction. Particular directions in the spin space are easier
to constrain and we focus on these first. An averaged pro-
jection of the spins parallel to the Newtonian orbital angular
momentum of the binary can be measured best. This e↵ec-
tive aligned spin �e↵ is defined by Eq. (4). Positive (nega-

7 The fits for the final mass and spin can be di↵erent from the fits used inter-
nally in the waveform models used in the analyses.
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unequal mass ratio q= -
+0.112 0.009

0.008, with individual source
masses m1= -

+23.2 1.0
1.1 Meand m2= -

+2.59 0.09
0.08 Me, as shown in

Figure 3. A summary of the inferred source properties is given
in Table 1. We assume a standard flat ΛCDM cosmology with
Hubble constant H0=67.9 km s−1 Mpc−1 (Ade et al. 2016).

We report detailed results obtained from the two precessing
BBH signal models including subdominant multipole
moments: Phenom PHM and EOBNR PHM. In order to
compare the template models, we compute their Bayes factor
( �log10 ). We find no significant evidence that one waveform
family is preferred over the other as the Bayes factor between
Phenom PHM and EOBNR PHM is ��log 1.010 . As a result,
we combine the posterior samples with equal weight, in effect
marginalizing over a discrete set of signal models with a
uniform probability. This is shown in the last column of
Table 1, and we refer to these values throughout the paper
unless stated otherwise.

We find that the secondary mass lies in the range of
2.50–2.67Me. This inferred secondary mass exceeds the bounds
of the primary component in GW190425(1.61–2.52Me; Abbott
et al. 2020a) and the most massive known pulsar in the Galaxy:

:-
+ M2.14 0.09

0.10 at 68.3% credible interval (Cromartie et al. 2019).
Furthermore, the secondary is more massive than bounds on the
maximum NS mass from studies of the remnant of GW170817,
and from theoretical(Abbott et al. 2018) and observational
estimates(Farr & Chatziioannou 2020). The inferred secondary
mass is comparable to the putative BH remnant mass of
GW170817(Abbott et al. 2019b).

The primary object is identified as a BH based on its measured
mass of -

+23.2 1.0
1.1 Me. Due to accurately observing the frequency

evolution over a long inspiral, the chirp mass is well constrained
to -

+6.09 0.06
0.06 Me. The inferred mass ratio q= -

+0.112 0.009
0.008makes

GW190814only the second gravitational-wave observation with
a significantly unequal mass ratio(Abbott et al. 2019a, 2020d).
Given that this system is in a region of the parameter space

that has not been explored via gravitational-wave emission
previously, we test possible waveform systematics by compar-
ing the Phenom and EOB waveform families. Differences in
the inferred secondary mass are shown in Figure 4. The results
indicate that the inferred secondary mass is robust to possible
waveform systematics, with good agreement between the
Phenom PHM and EOBNR PHM signal models. Signal
models that exclude higher multipoles or precession do not
constrain the secondary mass as well.
The time delay of a signal across a network of gravitational

wave detectors, together with the relative amplitude and phase
at each detector, allows us to measure the location of the GW
source on the sky(Abbott et al. 2020b). We localize
GW190814ʼs source to within 18.5 deg2 at 90% probability,
as shown in Figure 2. This is comparable to the localization of
GW170817(Abbott et al. 2017a, 2019a).
Spins are a fundamental property of BHs. Their magnitude

and orientation carry information regarding the evolution
history of the binary. The effective inspiral spin parameter
χeff (Damour 2001; Racine 2008; Santamaría et al. 2010; Ajith
et al. 2011) contains information about the spin components
that are perpendicular to the orbital plane. We infer that χeff=
- -

+0.002 0.061
0.060. The tight constraints are consistent with being

able to measure the phase evolution from the long inspiral.
Orbital precession occurs when there is a significant spin

component in the orbital plane of the binary(Apostolatos et al.
1994). We parameterize precession by the effective precession
spin parameter 0�χp�1 (Schmidt et al. 2015). This effect
is difficult to measure for face-on and face-off systems
(Apostolatos et al. 1994; Buonanno et al. 2003; Vitale et al.
2014, 2017; Fairhurst et al. 2019a, 2019b). GW190814con-
strains the inclination of the binary to be Θ= -

+0.8 0.2
0.3 rad. Since

the system is neither face-on nor face-off, we are able to put
strong constraints on the precession of the system: χp=

-
+0.04 0.03

0.04. This is both the strongest constraint on the amount of
precession for any gravitational-wave detection to date, and the
first gravitational-wave measurement that conclusively mea-
sures near-zero precession(Abbott et al. 2019a, 2020a, 2020d).
By computing the Bayes factor between a precessing and

nonprecessing signal model ( ~�log 0.510 in favor of preces-
sion), we find inconclusive evidence for in-plane spin. This is
consistent with the inferred power from precession S/N ρp
(Fairhurst et al. 2019a, 2019b), whose recovered distribution
resembles that expected in the absence of any precession in the
signal; see Figure 5. The ρp calculation assumes a signal
dominated by the ℓ=2 mode; however, we have verified that
the contribution of higher harmonics to the measurement of
spin precession is subdominant by a factor of 5. The data are
therefore consistent with the signal from a nonprecessing
system.
Figure 4 shows that signal models including spin-precession

effects give tighter constraints on the secondary mass compared
to their nonprecessing equivalents. Signal models that include
spin-precession effects can constrain χp, whereas nonpreces-
sing signal models cannot provide information on in-plane spin

Figure 3. Posterior distribution of the primary and secondary source masses for
two waveform models that include precession and subdominant multipole
moments. The posterior distribution resulting from combining their samples is
also shown. Each contour, as well as the colored horizontal and vertical lines,
shows the 90% credible intervals. The right panel compares m2 to predictions
for the maximum NS mass, Mmax (see Section 6). The posterior distribution for
Mmax from the spectral equation of state analysis of GW170817(Abbott
et al. 2018) is shown in orange, and the empirical Mmax distribution from the
population model of Farr & Chatziioannou (2020) is shown in green. The gray
dashed line and shading represent the measured mass of the heaviest pulsar in
the Galaxy(median and 68% confidence interval; Cromartie et al. 2019). The
solid gray band at 2.3Me is the upper bound on Mmax from studies of
GW170817ʼs merger remnant.
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この質量を持つコンパクト天体は、 
見たことがない！（既知の中性子星＜２Msun） 
そもそも中性子星なのか、ブラックホールなのか？

1. 物理的には中性子星という解は禁じ
られていない。 

2. 電磁波追観測はすべて上限。
Andreoni,..KH+20, Dobie,..KH+19

多くの天文学者は、 
（たぶん）ブラックホールだと思っている。



BBH天文学：BH Mass Gap

GW190814

Remnant mass [Msun]

dN/dlogM

N
eu

tr
on

 s
ta

r

Bl
ac

k 
ho

le

Lo
w

er
 M

as
s 

G
ap

U
pp

er
 M

as
s 

G
ap

2M� 5M� 45M� 130M�

星の進化後に残るコンパクト天体の質量スペクトル（予想）
超新星爆発超新星爆発

Pair Instability

(Rakavy & Shaviv 1967,


Barkat et al, 1967

Woosley 2017)



Filling the Mass Gap in Stellar Cluster

9

FIG. 4. Illustration of our simple cluster model we use to
study the formation of 2G-objects (black dots) through suc-
cessive in-cluster mergers of 1G-objects (grey dots). The clus-
ter is composed of two parts, an inner core (pink region) and
an outer halo (blue region). Inside the core there is Nb bi-
naries that interact with the flow of objects coming in from
the outer halo. The resulting binary-single interactions are
modeled using our �-model described in Section IIA, which
leads to both dynamical ejections of binaries (B-ejection) and
singles (S-ejection), and the production of 2G-objects (2G-
formation) through in-cluster mergers of 1G-1G binaries. The
number of 2G objects compared to the number of 1G objects,
i.e. N2/N1, after a Hubble time provides a rough estimate for
how likely it is to observe a GW source from a binary merger
that includes at least one 2G-object. We study the evolution
of N2/N1 in Section III, and comment on the implied possi-
bility for populating the upper and lower BH gaps through
1G-1G mergers in Section III B 2.

we evolve them over the number of ICs, Nc. The ‘dot’
over each N refers therefore to the change per IC.

The relevant terms for writing out our evolution equa-
tions from above can be written as,

Ṅ
ej

i
⇡ [NbP̄M ]pej

i
N

ej

s
, (22)

Ṅ
ej

ij
⇡ [NbP̄M ]pej

ij
, (23)

Ṅ
M

ij
⇡ [NbPM ]pb

ij
, (24)

where Nb is here the number of binaries, PM (P̄M ) is
the integrated prob. that a given binary do (not) merge
during a single IC, p

ej

i
is the prob. that object ‘i’ is

ejected after a binary-single interaction, Nej

s
is the total

number of singles per binary ejected during one IC, pej
ij

is the prob. that‘{ij}’ is ejected after a binary-single
interaction, pb

ij
is the prob. that {ij} is in a binary at a

random hardening step ‘k’. These terms can be further
expanded as,

p
ej

2 ⇡ p
i

2p
es

112[1 +B], p
ej

1 ⇡ 1� p
ej

2 (25)

p
ej

21 ⇡ p
i

2p
es

211[1 +B], p
ej

11 ⇡ 1� p
ej

21 (26)

p
b

21 ⇡ p
i

2B, p
b

11 ⇡ 1� p
b

21 (27)

p
es

211 ⇡ 2w/3, p
es

112 ⇡ 1� p
es

211 (28)

p
i

2 ⇡ N2F/(N1 +N2), p
i

1 ⇡ 1� p
i

2. (29)

where p
i

2 is the prob. that object type ‘2’ (2G) is the
incoming single object in a binary-single interaction at
hardening step ‘k’, pes

ijk
is the prob. that a given binary-

single interaction results in an endstate where {ij} is a
binary and ‘k’ leaves as single, and B = 2Fw/(3 � 2w).
The factor F is introduced to quantify the probability
‘enhancement’ of a 2G-object to interact with a binary
compared to a 1G-object. For example, the enhancement
factor from standard gravitational focusing of having a
2G-object to interact with a binary compared to a 1G-
object is F = (1+ 1+ 2)/(1 + 1+ 1) = 4/3. Similarly, w
describes the ‘enhanced probability’ that the outcome of
a binary-single interaction involving a 2G-object is {121},
i.e. where ‘{12}’ is a binary and ‘1’ is ejected as single.
For this set of equations we have made four central as-
sumptions: (1) All binary-single interactions involving
objects {ijk} have the same outcome distributions irre-
spective of the initial configuration. (2) The probability
to have interactions with > 1 2G-object is = 0, which
follows from our considered limit of N2 ⌧ N1. (3) Single
and binary ejections associated with a given interacting
binary are only > 0 if the binary in question does not
merge before concluding its IC. (4) All interactions and
ICs follow our ‘�-model’ illustrated in Fig. 1. Now using
these equations we can rewrite our evolution equations
given by Eq. 21 as follows,

Ṅ1 = Nb ⇥
h
+p

i

2 (A� PM (A�B))�
⇣
N

ej

t
� PMN

ej

s

⌘i

Ṅ2 = Nb ⇥
⇥
�p

i

2 (A� PM (A�B)) +
�
p
b

11PMR
M

11

�⇤
,

(30)

where N
ej

t
= 2+N

ej

s
is here the total number of ejected

objects over 1 IC, and A = [1 +B]
�
p
es

112N
ej

s
+ p

es

211

�
.

To summarize, our presented evolution equations given
Eq. (21) are completely general, and shows simply what
characteristic sink and source terms that are relevant for
our problem. Other terms, such as strong binary-binary
interactions REF, weak few-body scatterings REF, secu-
lar interactions REF, or more general mass-ratio depen-
dent terms and corresponding GW kick prescriptions can
be included, but this is beyond this paper. The resulting
terms shown in Eq. (30) follow directly from simple com-
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1) 星の進化　＝＞　第一世代　BH,  NS
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第二世代以降のBHはMass Gapにも存在可能？
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FIG. 4. Illustration of our simple cluster model we use to
study the formation of 2G-objects (black dots) through suc-
cessive in-cluster mergers of 1G-objects (grey dots). The clus-
ter is composed of two parts, an inner core (pink region) and
an outer halo (blue region). Inside the core there is Nb bi-
naries that interact with the flow of objects coming in from
the outer halo. The resulting binary-single interactions are
modeled using our �-model described in Section IIA, which
leads to both dynamical ejections of binaries (B-ejection) and
singles (S-ejection), and the production of 2G-objects (2G-
formation) through in-cluster mergers of 1G-1G binaries. The
number of 2G objects compared to the number of 1G objects,
i.e. N2/N1, after a Hubble time provides a rough estimate for
how likely it is to observe a GW source from a binary merger
that includes at least one 2G-object. We study the evolution
of N2/N1 in Section III, and comment on the implied possi-
bility for populating the upper and lower BH gaps through
1G-1G mergers in Section III B 2.
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To summarize, our presented evolution equations given
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characteristic sink and source terms that are relevant for
our problem. Other terms, such as strong binary-binary
interactions REF, weak few-body scatterings REF, secu-
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dent terms and corresponding GW kick prescriptions can
be included, but this is beyond this paper. The resulting
terms shown in Eq. (30) follow directly from simple com-
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しかし、現実的な星団では、 
中性子星合体　-> 第二世代の合体 
という過程はほとんど起こらない。

Samsing & Hotokezaka 2020
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星団では、Upper Mass Gapは埋めることが可能



連星ブラックホールのまとめ

• BBH合体レートは超新星の１万分の１


• ブラックホールのMass Gapに注目が集まっている。


• xeffはBBH合体の起源を迫る重要な手がかり。


• 今後、O(100)のBBH合体から様々な理解が進むと期待。

- 連星シナリオ：Bimodal distribution 


- 星団シナリオ：Isotropic distribution

例、高速回転BH、楕円軌道BBH合体、重力波重力レンズ　etc

時間の都合上、省略
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１、連星ブラックホール天文学

今日のテーマ

後半、中性子星連星合体

２、状態方程式



連星中性子星合体の最後の瞬間
Hotokezaka et al 2013



中性子星合体の重力波と潮汐効果

leading-order tidal-deformation effect. We provide evi-
dence for this in Appendix B. For this reason, we suppose
that the EOB formalism could give a better waveform than
the TT4 formalism.
Figure 3 plots the Fourier spectra of the hybrid waveforms

(numerical plus EOB waveforms) together with a designed
noise curve of Advanced LIGO, S1=2n (for the zero detuning
high power configuration) [56] and with the spectrum of a
binary-black-holemerger ofmass 1.35M⊙ − 1.35M⊙. Here,
SnðfÞ denotes the one-sided noise spectrum density of
gravitational-wave detectors. The numerical waveform for
the binary black hole is taken from the SXS Gravitational
WaveformDatabase [57], and we employ SXS:BBH:001. In
this paper, the Fourier transform is defined by

~hðfÞ≔
Z

dthþðtÞ expð−2πiftÞ; ð3:6Þ

where hþðtÞ denotes the plus-mode gravitational waveform.
For binary neutron stars, the overall shape of h×ðtÞ is
approximately the same as that of hþðtÞ except for a π=2
phase difference, and hence, theFourier transformationof the
cross mode, h×ðtÞ, results approximately in −i ~hðfÞ.
The response of gravitational-wave detectors for a

gravitational-wave event of coalescing binary neutron stars
is written in the form

h̄ðtÞ ¼ H þðθ;φ; ι;ψpÞhþðtÞ þ H ×ðθ;φ; ι;ψpÞh×ðtÞ; ð3:7Þ

where H þ and H × are functions of the source angular
direction denoted by ðθ;φÞ, of the inclination angle of the
binary orbital plane with respect to the line of the sight to
the source denoted by ι, and of the polarization angle

denoted by ψp. Thus, the Fourier transformation of h̄ðtÞ is
written as

h̄ðfÞ≈H ðθ;φ; ι;ψpÞ ~hðfÞ; ð3:8Þ

where H ¼ H þ −iH ×, for which jH j ≤1. Taking into
account this form, we define the effective distance to the
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FIG. 2. The same as Fig. 1, but for the case that TT4 waveforms are used for the comparison with the numerical waveforms.
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FIG. 3. Fourier spectra of the hybrid waveforms for five
different equations of state for a hypothetical effective distance
of D eff ¼ 100 Mpc. The dot-dot curve for Advanced LIGO
(referred to as aLIGO) denotes S1=2n . Here, Sn is the one-sided
noise spectrum density for the “zero detuning high power”
configuration [56]. The dot-dot-dot curve denotes the Fourier
spectrum for a spinless binary black hole of mass 1.35M⊙ −
1.35M⊙ (plotted only for f ≥375 Hz). To find the approximate
SNR, the spectrum is shown with an additional factor of 2;
see Eq. (3.9).
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中性子星合体GW170817
∼100 s (calculated starting from 24 Hz) in the detectors’
sensitive band, the inspiral signal ended at 12∶41:04.4 UTC.
In addition, a γ-ray burst was observed 1.7 s after the
coalescence time [39–45]. The combination of data from
the LIGO and Virgo detectors allowed a precise sky
position localization to an area of 28 deg2. This measure-
ment enabled an electromagnetic follow-up campaign that
identified a counterpart near the galaxy NGC 4993, con-
sistent with the localization and distance inferred from
gravitational-wave data [46–50].
From the gravitational-wave signal, the best measured

combination of the masses is the chirp mass [51]
M ¼ 1.188þ0.004

−0.002M⊙. From the union of 90% credible
intervals obtained using different waveform models (see
Sec. IV for details), the total mass of the system is between
2.73 and 3.29 M⊙. The individual masses are in the broad
range of 0.86 to 2.26 M⊙, due to correlations between their
uncertainties. This suggests a BNS as the source of the
gravitational-wave signal, as the total masses of known
BNS systems are between 2.57 and 2.88 M⊙ with compo-
nents between 1.17 and ∼1.6 M⊙ [52]. Neutron stars in
general have precisely measured masses as large as 2.01#
0.04 M⊙ [53], whereas stellar-mass black holes found in
binaries in our galaxy have masses substantially greater
than the components of GW170817 [54–56].
Gravitational-wave observations alone are able to mea-

sure the masses of the two objects and set a lower limit on
their compactness, but the results presented here do not
exclude objects more compact than neutron stars such as
quark stars, black holes, or more exotic objects [57–61].
The detection of GRB 170817A and subsequent electro-
magnetic emission demonstrates the presence of matter.
Moreover, although a neutron star–black hole system is not
ruled out, the consistency of the mass estimates with the
dynamically measured masses of known neutron stars in
binaries, and their inconsistency with the masses of known
black holes in galactic binary systems, suggests the source
was composed of two neutron stars.

II. DATA

At the time of GW170817, the Advanced LIGO detec-
tors and the Advanced Virgo detector were in observing
mode. The maximum distances at which the LIGO-
Livingston and LIGO-Hanford detectors could detect a
BNS system (SNR ¼ 8), known as the detector horizon
[32,62,63], were 218 Mpc and 107 Mpc, while for Virgo
the horizon was 58 Mpc. The GEO600 detector [64] was
also operating at the time, but its sensitivity was insufficient
to contribute to the analysis of the inspiral. The configu-
ration of the detectors at the time of GW170817 is
summarized in [29].
A time-frequency representation [65] of the data from

all three detectors around the time of the signal is shown in
Fig 1. The signal is clearly visible in the LIGO-Hanford
and LIGO-Livingston data. The signal is not visible

in the Virgo data due to the lower BNS horizon and the
direction of the source with respect to the detector’s antenna
pattern.
Figure 1 illustrates the data as they were analyzed to

determine astrophysical source properties. After data col-
lection, several independently measured terrestrial contribu-
tions to the detector noise were subtracted from the LIGO
data usingWiener filtering [66], as described in [67–70]. This
subtraction removed calibration lines and 60 Hz ac power
mains harmonics from both LIGO data streams. The sensi-
tivity of the LIGO-Hanford detector was particularly
improved by the subtraction of laser pointing noise; several
broad peaks in the 150–800 Hz region were effectively
removed, increasing the BNS horizon of that detector
by 26%.

FIG. 1. Time-frequency representations [65] of data containing
the gravitational-wave event GW170817, observed by the LIGO-
Hanford (top), LIGO-Livingston (middle), and Virgo (bottom)
detectors. Times are shown relative to August 17, 2017 12∶41:04
UTC. The amplitude scale in each detector is normalized to that
detector’s noise amplitude spectral density. In the LIGO data,
independently observable noise sources and a glitch that occurred
in the LIGO-Livingston detector have been subtracted, as
described in the text. This noise mitigation is the same as that
used for the results presented in Sec. IV.
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FIG. 4. Marginalized posteriors for the binary inclination
(✓JN) and luminosity distance (DL) using a uniform-in-volume
prior (blue) and EM-constrained luminosity distance prior
(purple) [104]. The dashed and solid contours enclose the
50% and 90% credible regions respectively. Both analyses
use a low-spin prior and make use of the known location of
SSS17a. 1-D marginal distributions have been renormalized
to have equal maxima to facilitate comparison, and the ver-
tical and horizontal lines mark 90% credible intervals.

gle ✓JN = 151+15
�11 deg (low-spin) and ✓JN = 153+15

�11 deg
(high spin). This measurement is consistent for both the
high-spin and low-spin cases, since the EM measurements
constrain the source of GW170817 to higher luminosity
distances and correspondingly more face-on inclination
values. They are also consistent with the limits reported
in previous studies using afterglow measurements [108]
and combined GW and EM constraints [104, 109, 110] to
infer the inclination of the binary.

B. Masses

Owing to its low mass, most of the SNR for GW170817
comes from the inspiral phase, while the merger and
post-merger phases happen at frequencies above 1 kHz,
where LIGO and Virgo are less sensitive (Fig. 1). This
is di↵erent than the BBH systems detected so far,
e.g. GW150914 [111–114] or GW170814 [52]. The inspiral
phase evolution of a compact binary coalescence can be
written as a PN expansion, a power series in v/c, where v

is the characteristic velocity within the system [87]. The
intrinsic parameters on which the system depends enter
the expansion at di↵erent PN orders. Generally speak-
ing, parameters which enter at lower orders have a large
impact on the phase evolution, and are thus easier to
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FIG. 5. 90% credible regions for component masses using
the four waveform models for the high-spin prior (top) and
low-spin prior (bottom). The true thickness of the contour,
determined by the uncertainty in the chirp mass, is too small
to show. The points mark the edge of the 90% credible re-
gions. 1-D marginal distributions have been renormalized to
have equal maxima, and the vertical and horizontal lines give
the 90% upper and lower limits on m1 and m2, respectively.

measure using the inspiral portion of the signal.

The chirp mass M enters the phase evolution at the
lowest order, thus we expect it to be the best-constrained
among the source parameters [32, 80, 92, 93]. The mass
ratio q, and consequently the component masses, are in-
stead harder to measure due to two main factors: 1)

LVC 2017, 2018
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Low-spin prior (�  0.05) High-spin prior (�  0.89)

Binary inclination ✓JN 146+25
�27 deg 152+21

�27 deg

Binary inclination ✓JN using EM distance constraint [104] 151+15
�11 deg 153+15

�11 deg

Detector frame chirp mass Mdet 1.1975+0.0001
�0.0001M� 1.1976+0.0004

�0.0002M�

Chirp mass M 1.186+0.001
�0.001M� 1.186+0.001

�0.001M�

Primary mass m1 (1.36, 1.60) M� (1.36, 1.89) M�

Secondary mass m2 (1.16, 1.36) M� (1.00, 1.36) M�

Total mass m 2.73+0.04
�0.01M� 2.77+0.22

�0.05M�

Mass ratio q (0.73, 1.00) (0.53, 1.00)

E↵ective spin �e↵ 0.00+0.02
�0.01 0.02+0.08

�0.02

Primary dimensionless spin �1 (0.00, 0.04) (0.00, 0.50)

Secondary dimensionless spin �2 (0.00, 0.04) (0.00, 0.61)

Tidal deformability ⇤̃ with flat prior 300+500
�190(symmetric)/ 300+420

�230(HPD) (0, 630)

TABLE II. Properties for GW170817 inferred using the PhenomPNRT waveform model. All properties are source properties
except for the detector frame chirp mass Mdet = M(1 + z). Errors quoted as x+z

�y represent the median, 5% lower limit, and
95% upper limit. Errors quoted as (x, y) are one-sided 90% lower or upper limits, and are used when one side is bounded by
a prior. For the masses, m1 is bounded from below and m2 is bounded from above by the equal mass line. The mass ratio
is bounded by q  1. For the tidal parameter ⇤̃, we quote results using a constant (flat) prior in ⇤̃. In the high-spin case we
quote a 90% upper limit for ⇤̃, while in the low-spin case we report both the symmetric 90% credible interval and the 90%
highest posterior density (HPD) interval, which is the smallest interval that contains 90% of the probability.

FIG. 3. The improved localization of GW170817, with the lo-
cation of the associated counterpart SSS17a/AT 2017gfo. The
darker and lighter green shaded regions correspond to 50%
and 90% credible regions respectively, and the gray dashed
line encloses the previously-derived 90% credible region pre-
sented in [3].

arise because under that prior our weak constraint on
precession (see Sec. III C) helps to rule out binary in-
clinations which are closer to edge-on and where preces-

sion e↵ects would be measurable, and hence increases the
lower bound on the luminosity distance. Meanwhile, the
upper bound on the luminosity distance is achieved with
face-o↵ binary inclinations, and is nearly the same for
both high-spin and low-spin cases.

This same weak constraint on precession leads to a
tighter constraint on the inclination angle in the high-
spin case when using the precessing signal model Phe-
nomPNRT, ✓JN = 152+21

�27 deg, as compared to the low-
spin case. The inclination measurement in the low-spin
case, ✓JN = 146+25

�27 deg, agrees with the inferred values
for both the high- and low-spin cases of our three wave-
form models that treat only aligned-spins (see Table IV
in Appendix A). This gives further evidence that it is the
absence of strong precession e↵ects in the signal, which
can only occur in the high-spin case of the precessing
model, that leads to tighter constraints on ✓JN . This
tighter constraint is absent for systems restricted to the
lower spins expected from Galactic NS binaries.

Conversely, EM measurements of the distance to the
host galaxy can be used to reduce the e↵ect of this degen-
eracy, improving constraints on the luminosity distance
of the binary and its inclination, which may be useful for
constraining emission mechanisms. Figure 4 compares
our posterior estimates for distance and inclination with
no a priori assumptions regarding the distance to the
binary (i.e., using a uniform-in-volume prior) to the im-
proved constraints from an EM-informed prior for the
distance to the binary. For the EM-informed results we
have reweighted the posterior distribution to use a prior
in distance following a normal distribution with mean
40.7 Mpc and standard deviation 2.36 Mpc [104]. This
leads to improved measurements of the inclination an-
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precession (see Sec. III C) helps to rule out binary in-
clinations which are closer to edge-on and where preces-

sion e↵ects would be measurable, and hence increases the
lower bound on the luminosity distance. Meanwhile, the
upper bound on the luminosity distance is achieved with
face-o↵ binary inclinations, and is nearly the same for
both high-spin and low-spin cases.

This same weak constraint on precession leads to a
tighter constraint on the inclination angle in the high-
spin case when using the precessing signal model Phe-
nomPNRT, ✓JN = 152+21

�27 deg, as compared to the low-
spin case. The inclination measurement in the low-spin
case, ✓JN = 146+25

�27 deg, agrees with the inferred values
for both the high- and low-spin cases of our three wave-
form models that treat only aligned-spins (see Table IV
in Appendix A). This gives further evidence that it is the
absence of strong precession e↵ects in the signal, which
can only occur in the high-spin case of the precessing
model, that leads to tighter constraints on ✓JN . This
tighter constraint is absent for systems restricted to the
lower spins expected from Galactic NS binaries.

Conversely, EM measurements of the distance to the
host galaxy can be used to reduce the e↵ect of this degen-
eracy, improving constraints on the luminosity distance
of the binary and its inclination, which may be useful for
constraining emission mechanisms. Figure 4 compares
our posterior estimates for distance and inclination with
no a priori assumptions regarding the distance to the
binary (i.e., using a uniform-in-volume prior) to the im-
proved constraints from an EM-informed prior for the
distance to the binary. For the EM-informed results we
have reweighted the posterior distribution to use a prior
in distance following a normal distribution with mean
40.7 Mpc and standard deviation 2.36 Mpc [104]. This
leads to improved measurements of the inclination an-

=

銀河系で観測されている中性子星連星の質量と同等
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FIG. 1. Cumulative observational constraints on the EoS. We show 90% symmetric credible intervals for the pressure as a
function of density (left panel) and the radius as a function of mass (right panel). Black contours denote the prior range, while
turquoise contours correspond to the posterior when using only the heavy pulsar measurements. The other contours correspond
to the posterior when also employing the GW (green) and NICER (blue) data. Vertical lines in the left panel denote multiples
of the nuclear saturation density, while horizontal shaded regions in the right panel show the 68% credible mass estimate for
the two heaviest known pulsars.

PSR m [M�]

J1614�2230 [7, 91] 1.928+0.017
�0.017

J0348+0432 [8] 2.01+0.04
�0.04

J0740+6620 [9] 2.14+0.10
�0.09

TABLE I. Summary of the heavy pulsar mass measurements
we employ in this work. We quote the median and uncer-
tainties (68% credible level) for the mass m of each pulsar.
The mass measurement we use for J1614�2230 has been su-
perseded by 1.908+0.016

�0.016 M� [96], but we do not expect this
1�-level change in the median to a↵ect our results.

companion (in the case of J0348+0432). We approximate
the likelihood of the mass for each pulsar as a Gaussian
that reproduces the reported median and uncertainty.

B. Binary neutron star coalescences via
gravitational waves

During the late stages of the inspiral of coalescing NSs,
the finite size of the stars gives rise to tidal interac-
tions that a↵ect the evolution of the binary system. The
tidal field produced by each binary component induces a
quadrupole moment on the companion star, resulting in
enhanced emission of gravitational radiation and a slight
boost to their relative acceleration; the inspiral phase is
sped up. The magnitude of the induced quadrupole mo-
ment is related to the NSs’ internal structure, with larger
stars being less compact and thus more easily deformable
under the influence of an external field of a given ampli-
tude. The e↵ect is quantified through the dimensionless
tidal deformability of each star ⇤i, i 2 {1, 2}, defined
as the ratio of the induced quadrupole moment to the

BNS M [M�] q ⇤̃

GW170817 [29, 32] 1.186+0.001
�0.001 (0.73, 1.00) 300+500

�190

GW190425 [30] 1.44+0.02
�0.02 (0.8, 1.0) . 600

TABLE II. Summary of the BNS data we employ in this
work. We quote the median (where applicable) and uncer-
tainties (90% credible level) for the chirp mass M, mass ratio
q, and the tidal parameter ⇤̃. We note that applying our
nonparametric EoS priors can change these posterior credible
regions somewhat, particularly for ⇤̃ [49, 50], as the observ-
ables are correlated through the EoS.

external perturbing tidal field [70]. The tidal deforma-
bilities can be directly constrained from analysis of the
GW signal as they a↵ect its phase evolution [13, 97].

The advanced LIGO and Virgo detectors have so
far detected GWs from the coalescence of two BNSs,
GW170817 and GW190425. Analysis of each event
yielded a multidimensional posterior distribution for the
binary parameters, most notably the component masses
m1,m2 and tidal deformabilities ⇤1,⇤2. Table II sum-
marizes some of the relevant properties of each event. We
quote the chirp mass M ⌘ (m1m2)3/5/(m1+m2)1/5, the
mass ratio q ⌘ m2/m1, and the tidal parameter ⇤̃ [98].
The latter, a particular mass-weighted combination of
⇤1 and ⇤2, is the best measured tidal parameter for
GW170817 and GW190425, and the only tidal parameter
expected to be measurable with current detector sensi-
tivities [99]. In our analysis we use the publicly available
posterior samples from [100] and [101]. The posteriors
are reported with respect to a prior that is uniform in
the tidal deformabilities ⇤1,⇤2 and the detector-frame
component masses, subject to m2  m1 [30, 32].

(i) 最大質量＜2Msun 
(ii) + GW170817 
(iii) + NICER (X-ray)

Landry et al 2020

90% symmetric credible intervals

11 km ~< R ~< 14 km at 1.4Msun

注）NICERの半径の測定には、
モデルの系統誤差あり。
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将来的には、１kmほどの精度が可能　（重力波２０イベント）
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FIG. 5. Projected constraints on the EoS in the pressure-
density (top) and mass-radius (bottom) plane from hypothet-
ical future observations. We consider the scheduled LIGO-
Virgo observing runs and published NICER targets. Black
lines denote our prior range, while the pink line is our injected
EoS. The turquoise lines correspond to our mock current con-
straints given the injected EoS, while green and blue solid
lines correspond to constraints using potential GWs observed
during O4 and O5, respectively. Green and blue dashed lines
denote improvements over the corresponding solid lines by
incorporating potential future NICER results.

accurate representation of the true EoS, for these results
we cannot employ the current observational constraints
computed in Sec. IV as a starting point. Instead, we
simulate a BNS detection with similar SNR and masses
as GW170817, as well as a NICER observation that is
comparable to J0030+0451, and use them to compute a
mock version of the current constraints (turquoise lines)
which we will use as a baseline to compare projected im-
provements against. The mock current constraints also
include the real observations of massive pulsars, as they
are consistent with the injected EoS.

The progressive improvement of EoS constraints as
more GWs and NICER observations are added is pre-
sented in Fig. 5. We consider the scheduled O4 and O5
LIGO-Virgo observing runs [92], as well as announced
pulsars targeted by NICER [57]. The estimated num-
ber of BNS detections expected during O4 is 10+52

�10 [92],
and we assume that this will result in O(4) BNS detec-
tions with SNR> 20, corresponding to a total number

of O(10) detections. Projections for O5 are less certain,
but given the targeted increases in detector sensitivity,
we assume O(100) BNS detections per year, O(10) of
which have SNR> 20. For NICER, we combine mock
observations of PSR J0751+1807 and PSR J0636+5129
with GW results from O4, and additionally combine PSR
J2241�5236, PSR J1231�1411, and PSR J1012+5307
with GW results from O5. (The masses for J0751+1807
and J1012+5307 are already known to be 1.64±0.15M�
[133, 134] and 1.83 ± 0.11M� [135, 136], respectively, at
the 68% level.) The design of our simulated observation
campaign is laid out in more detail in Table VI.

Figure 5 suggests that the combination of GW and
NICER data will result in exquisite EoS constraints in
the coming years. Starting from a mock present-day
90% credible radius uncertainty �R1.4 ⇡ 3.20 km (which
is slightly larger than the actual radius uncertainty of
�R1.4 ⇡ 2.56 km from Sec. IV), we find that the discov-
ery of ⇠ 4 BNSs in O4 could result in an uncertainty
of �R1.4 ⇡ 2.12 km, for a ⇠ 34% improvement (green
solid lines). Adding information from two pulsars ob-
served by NICER tightens the lower limit on the radius,
resulting in �R1.4 ⇡ 1.72 km, for a ⇠ 46% improve-
ment over mock current constraints (green dashed lines).
The potential detection of 20 loud BNSs during O5 can
lead to �R1.4 ⇡ 1.17 km (blue solid lines), while further
NICER observations bring the error to �R1.4 ⇡ 1.07 km
(blue dashed lines). Similarly, from a mock current 90%
credible uncertainty of �p(2⇢nuc) ⇡ 7.3 ⇥ 1034 dyn/cm2

(cf. the actual �p(2⇢nuc) = 5.6 ⇥ 1034 dyn/cm2 from
Sec. IV), the precision of the recovered pressure at twice
nuclear saturation density improves by ⇠ 34% after O4
and by a further ⇠ 30% after one year of O5, including
the contributions from NICER.

Not unexpectedly, the radius constraints we obtain
are tightest for masses around 1.4–1.8M�, as our sim-
ulated NICER observations come from this range, while
the GW observations are uniformly distributed in mass.
There are relatively few observations of lighter or heavier
NSs simply because of the small total number of events
we consider. Nonetheless, NSs of ⇠ 1M� may be es-
pecially informative as they benefit from stronger tidal
interactions. The paucity of high-mass NS observations
means that we expect to recover only weak constraints
on the EoS at densities corresponding to masses above
⇠ 2.15M�.

Taking the current observational constraints in Fig. 1
and the mock results in Fig. 5 together, we see that GW
observations tend to more easily constrain large radii and
sti↵ EoSs, while NICER X-ray observations exhibit the
opposite trend. This is due to the fact that GW obser-
vations constrain the tidal interactions in NS binaries,
which are more pronounced when the stars have large
radii. They can therefore place stringent upper limits on
the radius when tidal e↵ects are not observed. On the
other hand, smaller NSs are more compact and hence re-
sult in X-ray light curves that are less variable, suggest-
ing that NICER can more easily place lower limits on the
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Figure 1: Localization of GW170817 and associated transient EM170817. (A) Constraints at
the 90% confidence level on the sky position from gravitational-wave and �-ray observations.
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X-ray observations of 
CTB 37B 

!  Present study combines all the Chandra and XMM-Newton 
(0.5-10 keV) archived observations of SNR CTB 37B with the 
goal:  

!  To perform a spatially resolved spectroscopic study targeted 
to search for ejecta signatures expected from a young 
remnant. 

!  To revisit the estimate of the age of the remnant and 
determine the SN explosion energy and the ambient density. 

!  1 Chandra (~25 ks) + 2 XMM-Newton observations (~120 ks)  

Fermi

エネルギー 
重力波 (~1053erg) >> ガンマ線～可視～X線 (1046erg)

Abbott et al 2017



中性子星合体から飛び出す物質
KH + 13, also Shibata & KH 19

also Bauswein + 13, Piran + 13, Rosswog 2013, Kyutoku+15, Sekiguchi + 15, 16, Radice+16, 18, 
Kawaguchi+15 and more

合体時に、太陽質量のO(0.01)倍の物質が光速の10-30％で放出される。

=>これらが望遠鏡で観測可能な電磁波放射を生成



元素の起源とキロノバ

本当に金・プラチナは中性子星合体で作られたのか？



キロノバとは
Li & Paczynski 1998, Kulkarni 2005, Metzger + 2010

Time

Merger 質量放出 R過程元素合成 放射性加熱

光が抜け始める 晴れ上がり

t=0            0<t<100ms               ~<1s                     1day              > 10day 
   
10km        10-100km                 < 0.1Rsun               10AU              >100AU

中性子

中性子星合体の放出物が、放射性崩壊によって熱的に輝く現象。（超新星に似ているが暗い）

観測的に”キロノバ”と確定されているのは、GW170817に付随した１天体のみ。



キロノバ　GW170817

© ESO



キロノバ in GW170817
 

 

Extended Data Figure 4 | AT 2017gfo evolves faster than any known 

supernova, contributing to its classification as a kilonova. We compare our 

w-band data of AT 2017gfo (red; arrows denote 5σ non-detection upper limits 

reported by others55,56) to r-band templates of common supernova types (types Ia 

and Ib/c normalized to peaks of −19 and −18 mag respectively)50,51, to r-band 

data of two rapidly-evolving supernovae52,53 (SN 2002bj and SN 2010X) and to 

R-band data of the drop from the plateau of the prototypical type IIP supernova54 

SN 1999em (dashed line; shifted by one magnitude for clarity). 
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R過程とキロノバのエネルギー源

中性子数

陽
子
数

原子
核の
安定
線

R過程

多くのベータ崩壊が統計的に加熱に参加
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統計的ベータ崩壊加熱は、組成パターンの詳細には弱く依存。
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キロノバの光度曲線　（GW170817）
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ΛࣼΊ͔Β؍ଌͨ͠ɽҎԼͰ͸GRB 170817Aͷ

Έ͍ͨɽͯ͑ߟʹ୯؆͍ͯͭʹݯى
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τʢ∼ 1051 ergɼεϖΫτϧϐʔΫ∼ 300 keVʣΛ

ࣼΊ͔ΒͨݟͱԾఆ͢ΔͱɼεϖΫτϧϐʔΫ͸

∼ 1 keVͱͳΔɽ͔͠͠ɼ͜Ε͸࣮؍ʹࡍଌ͞Ε

ͨGRB 170817AͷεϖΫτϧϐʔΫʢ185 keVʣ

ʹໃ६͢Δɽ͕ͨͬͯ͠ɼయܕతͳ୹͍ GRBΛ

ࣼΊ͔Βͨݟͱ͍͏Ծઆ͸গʑ͍ۤ͠ͱ͍͏͜ͱ

͕Θ͔Δɽ

Ͱ͸ʢ2ʣͷઆ͸Ͳ͏͔ɽجຊʹ໭ͬͯɼ؍ଌ

ऀͷํ޲ʹ๲ு͍ͯ͠ΔΞ΢τϑϩʔ͕ GRB

170817AΛੜ੒ͨ͠ͱ͍͏ԾઆΛͯ͑ߟΈ͍ͨɽ

େྔͷΨϯϚઢ͕୹͍ؒ࣌Ͱ์ࣹ͞ΕΔͨΊʹ͸ɼ

ΨϯϚઢ͕ݯ૬ର࿦తͳ଎౓Ͱ๲ு͢Δඞཁ͕͋

*6 ͜͜Ͱ͸ࠐݟΈ֯͸δΣοτͷ։͖͔֯Βൺֱత͍ۙͱ͍͏͜ͱΛԾఆͨ͠ɽࠐݟΈ͕֯े෼େ͖͘ͳΔͱ ∼ D−3 ͷΑ

͏ʹεέʔϧ͢Δɽ

ୈ 103 ר ୈ 2 ߸ 7

下限

ベータ崩壊加熱に沿うように減光

必要なR過程元素：0.05Msun

Hotokezaka & Nakar 2020

https://github.com/hotokezaka/HeatingRate



キロノバのスペクトル
1.5日のスペクトルは、綺麗な黒体放射
に吸収線。 

2.5日以降も同じ波長付近に吸収・放射
線が見える 
＝＞膨張物質による吸収放射の典型的
なプロファイル（P-Cygni） 

これらのラインはSr II と考えられる。
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Figure 4 | Spectral series of AT2017gfo 1.5–4.5 days after the merger. Data
are shown in grey and have been smoothed slightly. A model (solid red lines)
consisting of a blackbody (blue dotted lines) with P Cygni profiles (red transparent
fill) for the Sr lines is shown. The rest (black) and observed (blue) positions of the
model’s Sr lines are shown, with the blueshift indicated by arrows. Green dotted
lines show the Gaussian emission profiles added to ensure the overall continuum
is not biased. A vertical offset has been applied to each spectrum for clarity, with
zero flux indicated by the dashed horizontal line segment. Bottom panels show the
residuals between model and data.

from Sr is also 1,050 nm. This adds to our confidence in the line iden-
tification based on the simple thermal r-process absorption model.

We further confirm our results using TARDIS, extending the code’s
atomic database to include elements up to 92U with the latest Ku-
rucz linelists24 with its 2.31 million lines. Our TARDIS models pro-
duce results very similar to our static-code models, reproducing the
spectra well (Extended Data Fig. 6). In particular, the P Cygni emis-
sion/absorption structure is well-reproduced as expected, confirming
our LTE and MOOG modelling, and showing Sr dominating the fea-
tures around 1µm.

From the detection of Sr, it is clearly important to consider lighter
r-process elements in addition to the lanthanide elements in shaping
the kilonova emission spectrum. Observations of abundances in stars
in dwarf galaxies6 suggest that large amounts of Sr are produced to-
gether with Ba (Z=56) in infrequent events, implying the existence of a
site that produces both light and heavy r-process elements together in
quantity, as found in some models25, 26. This is consistent with our spec-
tral analysis of AT2017gfo and analyses of its lightcurve27, 28. Together
with the differences observed in the relative abundances of r-process
Ba and Sr in stellar spectra29, this suggests that the relative efficiencies
of light and heavy r-process production could vary substantially from
merger to merger.

Extreme-density stars composed of neutrons were proposed shortly
after the discovery of the neutron13, and identified with pulsars three

decades later30. However, no spectroscopic confirmation of the com-
position of neutron stars has ever been made. The identification here of
an element that could only have been synthesised so quickly under an
extreme neutron flux, provides the first direct spectroscopic evidence
that neutron stars comprise neutron-rich matter.
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Å

�
1
]

2.5 days

-3
3 3.5 days

4000 5500 7500 10500 14500 20000

Observed wavelength [Å]
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Figure 4 | Spectral series of AT2017gfo 1.5–4.5 days after the merger. Data
are shown in grey and have been smoothed slightly. A model (solid red lines)
consisting of a blackbody (blue dotted lines) with P Cygni profiles (red transparent
fill) for the Sr lines is shown. The rest (black) and observed (blue) positions of the
model’s Sr lines are shown, with the blueshift indicated by arrows. Green dotted
lines show the Gaussian emission profiles added to ensure the overall continuum
is not biased. A vertical offset has been applied to each spectrum for clarity, with
zero flux indicated by the dashed horizontal line segment. Bottom panels show the
residuals between model and data.

from Sr is also 1,050 nm. This adds to our confidence in the line iden-
tification based on the simple thermal r-process absorption model.

We further confirm our results using TARDIS, extending the code’s
atomic database to include elements up to 92U with the latest Ku-
rucz linelists24 with its 2.31 million lines. Our TARDIS models pro-
duce results very similar to our static-code models, reproducing the
spectra well (Extended Data Fig. 6). In particular, the P Cygni emis-
sion/absorption structure is well-reproduced as expected, confirming
our LTE and MOOG modelling, and showing Sr dominating the fea-
tures around 1µm.

From the detection of Sr, it is clearly important to consider lighter
r-process elements in addition to the lanthanide elements in shaping
the kilonova emission spectrum. Observations of abundances in stars
in dwarf galaxies6 suggest that large amounts of Sr are produced to-
gether with Ba (Z=56) in infrequent events, implying the existence of a
site that produces both light and heavy r-process elements together in
quantity, as found in some models25, 26. This is consistent with our spec-
tral analysis of AT2017gfo and analyses of its lightcurve27, 28. Together
with the differences observed in the relative abundances of r-process
Ba and Sr in stellar spectra29, this suggests that the relative efficiencies
of light and heavy r-process production could vary substantially from
merger to merger.

Extreme-density stars composed of neutrons were proposed shortly
after the discovery of the neutron13, and identified with pulsars three

decades later30. However, no spectroscopic confirmation of the com-
position of neutron stars has ever been made. The identification here of
an element that could only have been synthesised so quickly under an
extreme neutron flux, provides the first direct spectroscopic evidence
that neutron stars comprise neutron-rich matter.
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Fig. 7.— Bolometric light curves for realistic models (Table 1).
The expected emission of models with a soft EOS APR4 (red) is
brighter than that with a stiff EOS H4 (blue). For the soft EOS
APR4, the light curve does not depend on the mass ratio, while for
a stiff EOS H4, a higher mass ratio (1.2M⊙ + 1.5M⊙, solid line)
results in a large ejecta mass, and thus, brighter emission than a
lower mass ratio (1.3M⊙ + 1.4M⊙, dashed line).

fiducial model NSM-all (black) is similar to that of model
APR4-1215 and APR4-1314 because these models have
a similar mass and a characteristic velocity (Table 1).
For the soft EOS APR4, the brightness does not de-

pend strongly on the mass ratio of the binary NSs (red
solid and dashed lines in Figure 7). This is because for
a soft EOS, such as APR4, the mass ejection by shock
heating is efficient. By contrast, for the stiff EOS H4, the
mass ejection occurs primarily by tidal effects (the effect
of shock heating is weak, Hotokezaka et al. 2013). Thus,
the mass ejection is more efficient for a higher mass ra-
tio. As a result, model H4-1215 (mass ratio of 1.25) is
brighter than model H4-1314 (mass ratio of 1.08).
These results open a new window to study the nature

of the NS merger and EOSs. By adding the information

of EM radiation to the analysis of GW signals, we may be
able to pin down the masses of two NSs and/or stiffness
of the EOSs more accurately. Note that, in the current
simulations, the heating rate per mass is fixed. To fully
understand the connection between the initial condition
of the NS merger and expected emission, detailed nucle-
osynthesis calculations are necessary.

6. IMPLICATIONS FOR OBSERVATIONS

6.1. Follow-up Observations of EM Counterparts

In this section, we discuss the detectability of UVOIR
emission from NS merger ejecta. Figure 8 shows expected
observed light curves for a NS merger event at 200 Mpc.
Model NSM-all (black) and 4 realistic models (red and
blue) are shown. Note that all the magnitudes in Figure
8 are given in AB magnitude for the ease of comparison
with different survey projects. Horizontal lines show 5σ
limiting magnitudes for different sizes of telescopes with
10 min exposure time.
After the detection of GW signal, EM follow up ob-

servations should discover a new transient object from
a ∼ 10-100 deg2 area. Thus, the use of wide-field tele-
scope/camera is a natural choice (e.g., Nissanke et al.
2013). For optical wavelengths, there are several projects
using 1 m-class telescopes that can cover ∼

> 4 deg2 area,
such as Palomar transient factory (PTF, Law et al. 2009;
Rau et al. 2009), La Silla-QUEST Variability Survey
(Hadjiyska et al. 2012), and Catalina Real-Time Tran-
sient Survey (Drake et al. 2009). In Figure 8, we show
the limiting magnitudes deduced from Law et al. (2009).
Because of the red color, the detection in blue wave-
lengths (ug bands) seems difficult. Even for the bright
cases, deep observations with > 10 min exposure in red
wavelengths (i or z bands) are needed. The faint models
are far below the limit of 1m-class telescopes.
For larger optical telescopes, the field of view tends to

be smaller. Among 4m-class telescopes, Canada-France-
Hawaii Telescope (CFHT)/Megacam and the Blanco
4m telescope/DECAM for the Dark Energy Survey 8

have 3.6 deg2 and 4.0 deg2 field of view, respectively.

8 https://www.darkenergysurvey.org

Tanaka & Hotokezaka 2013

Sr II

理論計算でもSr IIの吸収線が1.5日に 
見えていた。（確かに最も強い吸収線） 

※実は、キロノバがどうして黒体スペクトルに非常に近いの

か理解できていない。昔の太陽スペクトル問題に似ている。



キロノバと元素のまとめ
• 中性子星合体GW170817の後に可視光で明るいキロノバを確
認。


• 観測された光度曲線は、多種の核種のベータ崩壊による加熱率
に沿って減光＝＞R過程元素合成が起こったと考えられる。


• スペクトルにSr IIの強い吸収線と輝線が見られる。少なくとも
1st peak付近の元素はある程度生成された。


• 3rd peak およびそれ以降（つまり金やプラチナ）が生成され
た証拠は今の所ない。



標準サイレンとしての中性子星合体
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Figure 2. Inference on H0 and inclination. Pos-
terior density of H0 and cos ◆ from the joint GW-EM
analysis (blue contours). Shading levels are drawn at
every 5% credible level, with the 68.3% (1�, solid) and
95.4% (2�, dashed) contours in black. Values of H0 and
1- and 2� error bands are also displayed from Planck
(Planck Collaboration et al. 2016) and SHoES (Riess
et al. 2016). As noted in the text, inclination angles
near 180 deg (cos ◆ = �1) indicate that the orbital an-
gular momentum is anti-parallel with the direction from
the source to the detector.

of NGC 4993 by correcting for local peculiar mo-
tions.

NGC 4993 is part of a collection of galaxies,
ESO-508, whose center-of-mass recession veloc-
ity relative to the frame of the CMB (Hinshaw et al.
2009) is (Crook et al. 2007) 3327± 72 km s�1. We
correct the group velocity by 310 km s�1 due to
the coherent bulk flow (Springob et al. 2014; Car-
rick et al. 2015) towards The Great Attractor (see
Methods section for details). The standard error on
our estimate of the peculiar velocity is 69 km s�1,
but recognizing that this value may be sensitive
to details of the bulk flow motion that have been
imperfectly modelled, in our subsequent analysis
we adopt a more conservative estimate (Carrick
et al. 2015) of 150km s�1 for the uncertainty on
the peculiar velocity at the location of NGC 4993,
and fold this into our estimate of the uncertainty
on vH . From this, we obtain a Hubble velocity
vH = 3017± 166 km s�1.

Once the distance and Hubble velocity distribu-
tions have been determined from the GW and EM
data, respectively, we can constrain the value of
the Hubble constant. The measurement of the dis-
tance is strongly correlated with the measurement
of the inclination of the orbital plane of the bi-
nary. The analysis of the GW data also depends on
other parameters describing the source, such as the
masses of the components (Abbott et al. 2016a).
Here we treat the uncertainty in these other vari-
ables by marginalizing over the posterior distribu-
tion on system parameters (Abbott et al. 2017a),
with the exception of the position of the system on
the sky which is taken to be fixed at the location of
the optical counterpart.

We carry out a Bayesian analysis to infer
a posterior distribution on H0 and inclination,
marginalized over uncertainties in the recessional
and peculiar velocities; see the Methods sec-
tion for details. Figure 1 shows the marginal
posterior for H0. The maximum a posteri-
ori value with the minimal 68.3% credible in-
terval is H0 = 70.0+12.0

�8.0 km s�1 Mpc�1. Our
estimate agrees well with state-of-the-art de-
terminations of this quantity, including CMB
measurements from Planck (Planck Collabora-
tion et al. 2016) (67.74 ± 0.46 km s�1 Mpc�1,
“TT,TE,EE+lowP+lensing+ext”) and Type Ia su-
pernova measurements from SHoES (Riess et al.
2016) (73.24 ± 1.74 km s�1 Mpc�1), as well as
baryon acoustic oscillations measurements from
SDSS (Aubourg et al. 2015), strong lensing mea-
surements from H0LiCOW (Bonvin et al. 2017),
high-l CMB measurements from SPT (Henning
et al. 2017), and Cepheid measurements from the
HST key project (Freedman et al. 2001). Our mea-
surement is a new and independent determination
of this quantity. The close agreement indicates
that, although each method may be affected by dif-
ferent systematic uncertainties, we see no evidence
at present for a systematic difference between GW
and established EM-based estimates. As has been
much remarked upon, the Planck and SHoES re-

Abbott et al 2017

GW170817 の重力波と母銀河を使った測定



標準サイレンとしての中性子星合体
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重力波振幅の精密測定＝＞重力波天体までの距離が測定できる。 
宇宙論への応用が可能。

vr ⇡ H0d+ vp

後退速度

宇宙膨張率（ハッブル定数）

銀河の固有運動
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によって母銀河から測る
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もう少し詳しく見ると、

というように、重力波の振幅は
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電磁波からの情報=> H0

3-4% ジェットのモデルの不定性

the information about the host galaxy NGC4993 (see Methods)15. Figure 2 depicts the poste-84

rior distribution for H0 for a PLJ model and that of the GW-only analysis15, 27. The constraint85

is improved from the GW-only analysis, 74+16
�8 km/s/Mpc, to 68.1+4.5

�4.3 km/s/Mpc (median and86

symmetric 68% credible interval). Also depicted in Figure 2 are the regions determined by the87

Planck CMB3 and SH0ES Cepheid-supernova distance ladder surveys4 respectively. Figure 388

shows the posterior distributions for H0 with the different jet models: hydrodynamics simula-89

tion jet (0.25 < ✓obs

⇣
d

41 Mpc

⌘
< 0.5 rad), PLJ, and GJ models. The medians and 68% credible90

intervals are 70.3+5.3
�5.0, 68.1+4.5

�4.3, and 68.3+4.4
�4.3 km/s/Mpc, respectively, corresponding to a precision91

of 6–7% at 1-� level. These are consistent with that estimated by using the surface brightness92

fluctuation technique applied to NGC 499328. The sources of errors in our analysis are the GW93

data, the shape of the light curve, the centroid motion, and the peculiar velocity of the host galaxy.94

While the constraint on ✓obs is slightly different between the three models, the systematic error95

in H0 due to this difference is much smaller than 7%. This is because the uncertainty in H0 of96

our analysis is dominated by both the GW data and the peculiar motion of NGC 4993 (contrary97

to the GW-only analysis, where the uncertainty in the observing angle is a major source of error).98

Finally, it is important to bear in mind that our result does not depend on the spin prior in the GW99

analysis27 (see Methods).100

Our new analysis, which is based on this single event, improves the H0 measurement to101

a precision of ⇠ 7% but it does not resolve the discrepancy between Planck and SH0ES yet. We102

expect that the precision of the measurement will improve by observing more merger events similar103

to GW170817, i.e, mergers with detectable jet afterglows. In the coming years, several to tens of104

5

Hotokezaka et al 2019



将来の展望
4

By simulating BNS data we can investigate the num-
ber of mergers needed to arbitrate the tension between
the Cepheids and CMB using the PPD. Consider a set of
n mergers with GW observations {x}, peculiar velocity
estimates {v̂p} and perfectly observed redshifts {ẑ}. As-
suming Gaussian v̂

p likelihoods (with uncertainties �i)
and a Gaussian v

p prior (of width �), the marginal H0

posterior becomes

Pr(H0|{x}, {v̂
p
}, {ẑ}, I) / Pr(H0|I)

nY

i=1Z
ddi Pr(di|xi, I)N

✓
H0 di; c ẑi �

�
2
v̂
p
i

�2 + �
2
i

,
�
2
�
2
i

�2 + �
2
i

◆

(8)

(see Appendix A for more detail) if the events are selected
by their GW signal-to-noise ratio (SNR) [c.f. 9, 35]. Con-
verting this posterior into a PPD for the CMB or Cepheid
distance ladder measurements is a straightforward inte-
gral with the relevant “likelihood” Pr(Ĥ0|H0, I).

We simulate a sample of BNS mergers and pro-
cess it using the same Bayesian parameter-estimation
pipeline as employed on real data, including the ef-
fects of amplitude and phase calibration uncertain-
ties. We simulate BNS detections during the next
three LIGO-Virgo (LV) observing runs assuming an un-
derlying rate of 3000Gpc�3 yr�1 (consistent with the
bounds from GW170817 [36] at 90% confidence), and
a three-detector duty cycle of 40%. Events are as-
sumed to be independently distributed uniformly in co-
moving volume, with NS masses drawn from the Gaus-
sian N(mi ; 1.4M�, (0.2M�)2) restricted to the range 1–
3 M�. Binary orientations and NS spins are isotropi-
cally oriented, with spin magnitudes  0.05 [36]. Each
simulated waveform is generated using a time-domain
post-Newtonian approximation [37, 38] and embedded in
colored Gaussian noise realizations with power spectral
densities [39, Fig. 1] appropriate to the detection date:
⇠2019 (1 year); ⇠2021 (1 year); and 2022+ (Design, 2
years). We deem BNS events “GW detectable” when two
or more detectors have SNRs � 6, and the network has
SNR � 12. This yields 51 detections. Fixing the sky po-
sition by assuming known host galaxies, we sample the
parameter posteriors for each detection using a complete
Bayesian MCMC analysis [40] with a frequency-domain
post-Newtonian waveform model [37, 38] spanning the
range 30–2048 Hz.6 For estimating H0, we retain each
event’s distance posterior, marginalizing over all other
parameters.

To complete the simulated dataset we need v̂
p esti-

mates and hence a true H0. For illustrative purposes,
we use two true H0 values, assuming either Planck or
SH0ES is correct. We generate Gaussian measurement

6
This takes a few CPU weeks per BNS posterior.

FIG. 3. H0 posteriors for individual BNS mergers (purple to
yellow, sorted by signal-to-noise) and the full sample (black
solid; scaled by a factor of 1/3), assuming a true H0 of 67.81
km s�1 Mpc�1 (black dashed).

errors for each source’s v̂
p with standard deviation 200

km s�1 [24, 41]. The H0 posterior for the resulting
simulated BNS dataset (assuming a true H0 of 67.81
km s�1 Mpc�1) is plotted in Fig. 3, along with posteriors
for each individual event, colored by SNR. Our 1.8% H0

constraint from 51 mergers is in good agreement with the
recent analysis of Ref. [35]. This complementary study
uses an approximate 3D localization of GW sources [42]
to rapidly average over samples of mergers between com-
pact objects of a single mass, with or without EM coun-
terparts. Ref. [35] finds that ⇠60 mergers between 1.4
M� BNSs will, on average, constrain H0 to 2% assuming
unique EM counterparts can be identified.

To convert the BNS H0 posteriors to PPDs for the
CMB and Cepheid distance ladder measurements, we
take Gaussian likelihoods Pr(Ĥ0|H0, I) with standard
deviations of 0.92 and 1.74 km s�1 Mpc�1, respectively.
The results are plotted in Fig. 4. The solid curves, for
which we assume the Planck H0 is correct, demonstrate
the ability of this BNS sample to arbitrate the tension.
The observed SH0ES Ĥ0 (solid light orange) would be
an extremely unlikely draw from its sampling distribu-
tion (solid dark orange): the PPD ratio is ⇠1/300, much
lower than the 3-� equivalent ratio of 1/90. The Planck
observation (solid light blue) would, as expected, be con-
sistent with its PPD (solid dark blue). The BNS and
CMB observations would decisively favor the underlying
value of H0 used in the simulations.

The dashed curves in Fig. 4, in which we assume the
SH0ES H0 is correct, demonstrate another important as-
pect of this analysis: sample variance due to the limited
number of detectable events. The posterior for our sim-

母銀河が決まる連星中性子星合体50イベント 
（今のところ、１イベント）

50天体あれば、Hubble Tension 
を解決可能。 
ジェットを使えば、15天体ほど。


課題 
LIGO/Virgo O3では、０イベント 

遠い合体は、母銀河の決定が難しいので、
年間数イベント程度？ 

電磁波対応天体に対する、検出バイアス
がある？

Feeney + 19



中性子星合体のまとめ

• GW170817では、重力波と電磁波の同時検出に成功。（今のとこ
ろ、唯一の例）


• 重力波波形から中性子星のサイズを測定：


• R過程元素の放射崩壊で輝くキロノバ。光度曲線とスペクトルから
重元素ができた証拠（Sr）。しかし、金・プラチナが作られた証拠
はまだない。


• この１イベントでハッブル定数が測定される。ジェット観測の情報
を加えることで、（クリーンさは減るが）測定精度を向上できる。
今後、重力波のみなら５０天体ほどでテンション解決。

. 13 km



今後の展望

• BBH観測から、BH Mass GapやBBH形成の起源に進展。重力レンズイベント？


• BBHが作る重力波背景放射。


• 複数の中性子星合体から、中性子星の状態方程式がより良く決まる。


• 中性子星合体は、連星質量に対してどれくらいバリエーションがあるのか？中性子星
の最大質量にも関係（e.g. Shibata & Hotokezaka 2019）


• James Webb Space Telescope によって、キロノバのスペクトルから複数の重元素が
特定できる?


• 複数の中性子星合体の距離を測ることで、ハッブル定数の測定精度が向上。50イベ
ントほどでハッブルテンションも解決？

< 5yr

注：将来のイベントは平均的にはより遠方なので、天文追観測はより難しい。今後、どれく
らいの割合で電磁波対応天体が受かるか非自明。専用の新しい望遠鏡や衛星も登場？



今後の展望
10yr or longer

• 高赤方偏移まで見渡す。毎日いくつも重力波が観測される時代。宇宙論への応用に
は高い期待。


• 全てのガンマ線バーストが重力波の視野に入る。重力波天体とのガンマ線バーストの
関係がより明確に。


• 中性子星合体から核ガンマ線の検出。Isotopeの特定と生成量の測定。


• 系内超新星爆発からの重力波とニュートリノの同時検出。

• 地上干渉計：

• 宇宙干渉計：
• 超大質量ブラックホール重力波天文学。より良い重力のテスト。


• インフレーション起源の重力波背景放射。


• Ia型超新星と連星白色矮星。


