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背景と目標
WIMP以外の暗黒物質にも注目が集まっている
様々な質量・相互作用の暗黒物質探索のアイデアが重要

最近、固体の物性を利用したアイデアが多数提案されている

固体中の電子の性質

今日の目標

固体中の低エネルギー励起とその分散関係

暗黒物質への応用 （アクシオン、Hidden photon）



固体中の低エネルギー励起

半導体、Dirac物質、
超伝導体 …

固体電子

マグノン

フォノン 誘電体

強磁性体、反強磁性体

電子

格子原子核
の変位

電子スピン

ターゲット物質 ミクロな起源

Sec.1

Sec.2

Sec.3



暗黒物質の模型と質量領域
吸収の場合 1meV . mDM . 1 eV

散乱の場合 1 keV . mDM . 1MeV

tromagnetic photon A
µ

for our discussions is given by
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are the field strength tensor of the hidden
photon and SM photon, respectively.#1 The mass term is understood as a result of the
Stuckelberg mechanism or the Higgs mechanism with the Higgs excitation being assumed to
be heavy enough so that its dynamics is safely ignored. The massive hidden photon with
kinetic mixing has rich phenomenological implications [22, 23].

For such a hidden photon to be DM, some production mechanisms are required. There
are several proposed mechanisms so far: tachyonic instability due to the axionic scalar
coupling to the hidden photon [24–26], production from the dark Higgs dynamics [27], from
the cosmic strings associated with the spontaneous breaking of hidden U(1) symmetry [28],
vector coherent oscillation [29–33] and the gravitational production [34–36]. Among them we
focus on the gravitational production mechanism since it is ubiquitous: such a contribution
is unavoidable as far as we consider the inflationary universe and actually it is enough to
reproduce the DM abundance for m

V

⇠ O(1) keV, as shown below.
The gravitational production of hidden photon DM was first discussed in Ref. [34] in

the case of m
V

⌧ Hinf with the assumption of instant reheating, where Hinf denotes the
Hubble scale during inflation. In Ref. [35] it was extended to the case of delayed reheating
HR ⌧ Hinf and also the case of heavy hidden photon: m

V

& Hinf , where HR is the Hubble
scale at the completion of reheating. As far as the kinetic mixing parameter is much smaller
than unity, the calculation of the gravitational production rate remains intact.

The hidden photon abundance from the gravitational production, in terms of the energy
density-to-entropy density ratio, is given by [35]
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where MPl is the reduced Planck scale and we have defined the reheating temperature TR

through TR = (90/⇡2g⇤)1/4
p
HRMPl. As usual, the universe is assumed to be matter-

dominated during the reheating since the inflaton harmonic oscillation behaves as non-
relativistic matter. Practically the case of Hinf < m

V

is irrelevant since it predicts too
small hidden photon abundance to be DM for m

V

⇠ O(1) keV. Below we briefly summa-
rize how to obtain (2) for m

V

< Hinf . The massive hidden photon is decomposed into the

#1 If we start from the hypercharge photon, instead of the electromagnetic photon, and introduces the
kinetic mixing of ✏Y , we end up with (1) after the electroweak symmetry breaking with ✏ = ✏Y cos ✓W where
✓W is the Weinberg angle.
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1. 固体電子



固体中の電子

原子核

束縛電子

自由電子

金属 絶縁体

周期的ポテンシャル中の電子の分散関係は？
バンド理論

k

E

２つの考え方

2. ほぼ自由電子 + 結晶格子からの弱い周期ポテンシャル

1. 電子は原子核に強く束縛されている(Tight-binding模型)



Tight-binding 模型

… …
電子は各原子に強く束縛されているが
隣の電子と薄く重なっている

i番目のサイトの電子軌道に電子が１ついる状態 |ii

hi|H |ii = ✏ hi|H |i+ 1i = �t

第２量子化

Tight-binding 模型

ハミルトニアン H = �t
X

hi,ji,�

c†i�cj�

… …
電子は各原子に強く束縛されているが
隣の電子と薄く重なっている

ci�, c
†
i� :  i番目のサイトの電子の生成消滅演算子t :  飛び移り積分
（特定の電子軌道に注目する）

波数空間表示

where c†iσ and ciσ denote the electron creation and annihilation operator at the site i with
spin σ (↑ or ↓) and the summation is taken over the combination of adjacent sites ⟨i, j⟩.
They satisfy the anti-commutation relation

{
ciσ, c

†
jσ′

}
= δijδσσ′ . (15)

The Fourier transformation is defined by

ciσ =
1√
N

∑

k⃗

e−ik⃗·x⃗ick⃗,σ. (16)

The Hamiltonian is rewritten in a diagonal form as

H =
∑

k⃗,σ

ϵk⃗c
†
k⃗,σ

ck⃗,σ, ϵk⃗ = −t(γk⃗ + γ∗
k⃗
). (17)

This ϵk⃗ denotes the electron energy band. In a simple cubic lattice, for example, we obtain

ϵk = 2t
(
1−

∑
i=x,y,z cos(kia)

)
.

The conductivity of this model is determined by the number of electron in the system.
If each orbit is filled, i.e., there are two electrons with opposite spin at each site, the energy
band is filled and this becomes an insulator as far as there is an energy gap to the next
energy band. If there is only one electron at each orbit, the energy band is not filled and it
becomes a metal.

2.2 Half-filling Hubbard model

Let us add the effect of interaction between electrons at the same site i to the tight-binding
Hamiltonian. The resulting Hamiltonian is called the Hubbard model:

H = Ht +HU = −t
∑

⟨i,j⟩,σ

(
c†iσcjσ + c†jσciσ

)
+ U

∑

i

ni↑ni↓, (18)

where U > 0 represents the interaction energy and ni↑ = c†i↑ci↑ and ni↓ = c†i↓ci↓.
The Hubbard model is characterized by several parameters: the relative interaction

strength U/t and the number of electron per site, Ne/Ns. The case of Ne/Ns = 1 is called
the half-filling (it is “half” because of the spin degree of freedom) and its properties are
well understood. Below we consider the half-filling case. Naively one may consider that
the half-filling Hubbard model describes a metal since electrons are in a conducting band.
It is true in the limit U = 0, but it is not necessarily true for sizable interaction strength.
The interaction term can split the energy band and make a gap, which would result in an
insulator. Such an insulator is called the Mott insulator.

Now we consider the large interaction limit: U/t ≫ 1. In this limit the tight-binding
part is regarded as a perturbed Hamiltonian. The ground state is such that one electron is
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Tight-binding 模型
Tight-binding ハミルトニアン（波数空間表示）
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the half-filling (it is “half” because of the spin degree of freedom) and its properties are
well understood. Below we consider the half-filling case. Naively one may consider that
the half-filling Hubbard model describes a metal since electrons are in a conducting band.
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{
ciσ, c

†
jσ′

}
= δijδσσ′ . (15)

The Fourier transformation is defined by

ciσ =
1√
N

∑

k⃗

e−ik⃗·x⃗ick⃗,σ. (16)

The Hamiltonian is rewritten in a diagonal form as

H =
∑

k⃗,σ
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†
k⃗,σ

ck⃗,σ, ϵk⃗ = −t(γk⃗ + γ∗
k⃗
). (17)
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固体電子の 

エネルギーバンド

Tight-binding 近似 ～ 格子上の自由フェルミオン
格子の形状によってバンドの形（分散関係）が変わる



エネルギーバンド（複数の電子軌道を考慮）

k

E フェルミエネルギーが
バンドギャップに位置する

＝絶縁体

フェルミエネルギーが
エネルギーバンド中に位置する

＝金属

コメント

波数空間で
の領域だけ考えればよい（第一ブリルアン域）

典型的なオーダー：

T ⌧ EF なので固体中の電子は強くフェルミ縮退している
電子相関などの効果で物性が変わることがある

実空間で ~x ! ~x+ ~a の周期性 の周期性

(e.g.Mott絶縁体)

K/2

~k ! ~k + ~K

|~k| . | ~K/2|

K ⇠ 2⇡

a
⇠ keV t ⇠ EF ⇠ eV
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Tight-binding 模型の拡張
H = �t

X

hi,ji,�

c†i�cj�

電子間斥力（ハバード模型）+U
X

i

ni"ni#

Mott絶縁体、(反)強磁性体

+
X

~k

X

~k0

gkc
†
~k+~k0c~k0(b~k + b†

�~k
) 電子-フォノン相互作用

超伝導体

+�
X

(i,j)

c†i (~� · ~L)cj スピン軌道相互作用
トポロジカル絶縁体

Tight-binding模型
バンド金属、バンド絶縁体

様々な物性を理解する模型としてよく応用されている



弱い周期ポテンシャル
電子のシュレディンガー方程式： H =

~p2

2m
+ V (~r)H = E 

格子イオンによる周期ポテンシャル： V (~r) =
X

~K
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~K·~r ~K :逆格子ベクトル

摂動論： E(0)
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~k
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弱い周期ポテンシャル
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自由電子
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ギャップ

Tight-binding模型、弱い周期ポテンシャルどちらの描像でも
バンド構造が現れる

[Ibach, Luth
textbook]



NQNLQCAL PSEUDQPQTENTIAL CALCULATIQNS FQR THE. . .
where

z„„(k)=z„(k)—z„(k)

X) r2s

a' f&~„k[V[s„k&J'

is the interband oscillator strength. The sum is
over the initial valence-band index n„and the final

conduction-band states n, . 8 is a surface in k
space of constant interband energy. Four valence
bands and six conduction bands were included in
the sum. The Gilat-Raubheimer scheme" was
used to evaluate the integral. The expression for
e,((a) is based upon several assumptions such as
neglecting excitonic effects, but has been quite
satisfactory for the purpose of analyzing reflec-
tivities.
Once an imaginary part of the dielectric function

has been evaluated, the real part and the reflectiv-
ity may be calculated from a Kramers-Kronig
transformation. To compare the theoretical re-
sults to the experimental derivative spectra, the
logarithmic derivative of the ref lectivity is
computed by numerical means.

D. Electronic density of states

—10
The density of states is given by

L A r X U,K X

where the sum is over wave vector and ba.nd index.

0-
TABLE II. Eigenvalues for diamond-structure semi-

conductors at I', X, andL. Energies are in eV.

Point Level
Compound

Ge

Local Nonlocal

-12.53 -12.36 -12.66 -11.34
-0.29 -0.80

—10

—12 pC

0.00
4.17

0.00
4.10

0.00
0.90 —0.42

3.43 3.22 2.66

-8.27
-2.99

-7.69
-2.86

-8.65 —7.88
-3.29 —2.75

1.22 1.17 1.16 0.90

—10

r Z X U,K X

WAVE VECTOR k

-10.17
-7.24

2.15

-9.55
-6.96

2.23

-10~39 -9.44
-7.61 -6.60
-1.63 -1.68
-1.43 -1.20
0.76

FIG. 1. Band structures for Si, Ge, and e-Sn. In
the case of silicon two results are presented: nonlocal.
pseudopotential |'solid line) and local pseudopotential
(dashed hne). Spin-orbit corrections not included.

4.16

Chelikowsky, Cohen (1976)

例：ゲルマニウムのエネルギーバンド

ブリルアンゾーン

wikipedia

wikipedia

結晶構造



固体電子と暗黒物質

k

E

占有準位（価電子帯）
空準位（伝導帯）DM

価電子帯の電子を伝導帯に叩き上げる

暗黒物質の質量>バンドギャップ  が必要

半導体：ギャップ ~ 1eV

Dirac物質：ギャップ << 1eV

暗黒物質の吸収：

超伝導体：フェルミ面付近の電子がクーパー対を形成し、1meV程度の
準粒子ギャップを生じる（吸収＋フォノン放出が必要）

Hochberg et al (2017), 
Geilhufe, Kahlhoefer, Winkler (2019)

Hochber et al (2015), Hochberg, Lin, Zurek (2016)

Hochberg, Lin, Zurek (2016)
Bloch et al (2016)



Dirac物質
２次元の例：グラフェン

H = �t
X

hi,ji,�

c†i�cj�

ブリルアン域

k
x

ky

E(~k)

エネルギー分散

Tight-binding ハミルトニアン

波数空間（単位格子に２原子あることに注意）
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(c†
A,~k

, c†
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0 1 + e�i~k·~a1 + e�i~k·~a2

1 + ei
~k·~a1 + ei

~k·~a2 0

!

エネルギー固有値
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単位格子



Dirac物質
電子の分散関係が錐状になる物質：Dirac物質

占有準位
（Dirac sea）

~k

E

（相対論的massless Dirac粒子とのアナロジー）

軽い暗黒物質の吸収に好都合 DM

伝導帯

広範囲の暗黒物質質量を一度に探れる

mDM

２次元：グラフェン
トポロジカル絶縁体のエッジモード

３次元：Na3Bi, Cd3Ar2, ZrTe5…

実際にはわずかにギャップが空く
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Figure 4: Calculated ab initio band structures for potential Dirac DM sensor materials: ZrTe5 (left),
Yb3PbO (center), and BNQ-TTF (right).

Material Mode vF,x

vF,y

vF,z

� ⇤
x

⇤
y

⇤
z

~

k

cone

(c) (c) (c) (meV) (Å�1) (Å�1) (Å�1)
ZrTe5 NR 1.1⇥10�3 4.5⇥10�4 1.0⇥10�3 11.8 0.23 0.215 0.1 (0.,0.,0.)

ISIF7 1.1⇥ 10�3 4.4⇥ 10�4 9.1⇥ 10�4 15.6 0.23 0.216 0.1 (0.,0.,0.)
Th. [21] 2.9⇥10�3 5.0⇥10�4 2.1⇥10�3 17.5 0.07 0.07 0.07 (0.,0.,0.)
Exp. [52] 1.3⇥10�3 6.5⇥10�4 1.6⇥10�3 11.75 (0.,0.,0.)

Yb3PbO NR 8.5⇥10�4 8.8⇥10�4 8.8⇥10�4 17.2 0.45 0.45 0.45 (±0.185,0.,0.0)
8.8⇥10�4 8.5⇥10�4 8.8⇥10�4 (0.0,±0.185,0.0)
8.8⇥10�4 8.8⇥10�4 8.5⇥10�4 (0.0,0.0,±0.185)

ISIF7 8.7⇥10�4 9.0⇥ 10�4 9.0⇥ 10�4 19.4 0.45 0.45 0.45 (±0.185,0.,0.0)
9.0⇥ 10�4 8.7⇥10�4 9.0⇥ 10�4 (0.0,±0.185,0.0)
9.0⇥ 10�4 9.0⇥ 10�4 8.7⇥10�4 (0.0,0.0,±0.185)

Impl. 8.9⇥ 10�4 8.9⇥ 10�4 8.9⇥ 10�4 19.4 0.45 0.45 0.45
BNQ-TTF NR 2.3 ⇥10�4 1.9 ⇥10�4 - 0. 0.81 0.3 0.1 (±0.075,0.,0.5)

1.9 ⇥10�4 2.3 ⇥10�4 - 0.3 0.81 0.1 (±0.075,0.,0.)
ISIF7 2.2 ⇥10�4 1.8 ⇥10�4 - 0. 0.81 0.3 0.1 (±0.065,0.,0.5)

1.8 ⇥10�4 2.2 ⇥10�4 - 0.3 0.81 0.1 (±0.065,0.,0.)
Impl. 2.0⇥ 10�4 2.0⇥ 10�4 1.0⇥ 10�4 5.0 0.3 0.3 0.1

Table 1: Calculated Fermi-velocities, band gaps, cut-off radii, and Dirac point positions in the
Brillouin zone. We compare values obtained using optimized structures (ISIF7) and experimental
structures (NR). The values implemented for our sensitivity estimates are highlighted in bold.

occurring in the DFT calculations.
The obtained band structures for ZrTe5, Yb3PbO, and BNQ-TTF are shown in Fig. 4. ZrTe5

exhibits a gaped Dirac point at �, the center of the Brillouin zone. The calculated band gap with
and without structural optimization are given by 31.2 meV and 23.6 meV, which corresponds to
� = 15.6 meV and � = 11.8 meV, respectively. Yb3PbO exhibits a gaped Dirac point along the
path �X (� = (0, 0, 0), X = (0.5, 0, 0)) located at ~k

D

= (0.185, 0.0, 0.0). The corresponding band
gap is 34.4 meV (� = 17.2 meV) for the experimental unit cell and 38.8 meV (� = 19.4 meV)
for the optimized unit cell. Due to the cubic symmetry of the system a total of 6 such points can
be observed which can be projected by applying 4-fold rotations about the k

y

- and k

z

- axis in the
Brillouin zone.

In Ref. [23], BNQ-TTF was discussed as a tiny gap organic semiconductor. However, our
calculations incorporating spin-orbit coupling reveal a Dirac crossing along the paths DZ (D =

(0.5, 0.0, 0.5), Z = (0.0, 0.0, 0.5)) and �B (B = (0.5, 0.0, 0.0)) at k

x

= 0.075 for the experimental
and k

x

= 0.065 for the optimized unit cell. By two-fold rotational symmetry both points come

12

ZrTe5 Yb3PbO BNQ-TTF

gap ~ 16meV gap ~ 19meV gap ~ 5meV

Geilhufe, Kahlhoefer, Winkler (2019)



暗黒物質の吸収
Hidden photon DMの場合

単位時間・重量あたりの暗黒物質吸収率

L =


2
Fµ⌫V

µ⌫

2
e↵ =

2m4
DM

(m2
DM � Re⇧)2 + (Im⇧)2

R =
nDM

⇢target
2
e↵

Im⇧(!)
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����
!=mDM

光子のself-energyはQEDと同じ手法で計算できる
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Ge
(2-phonon)

Si
(2-phonon)

Dark photon absorption

Figure 6: Projected reach for absorption of kinetically mixed dark photons, given in terms of
the kinetic mixing parameter ". We show the expected background-free 95% C.L. sensitivity (3.0
events) that can be obtained with 1 kg-yr exposure. The green (purple) curves are gapless (gapped)
isotropic Dirac materials with ⇢

T

= 10 g/cm3 and all other parameters as in Fig. 4. We cut o↵ the
plot at m

A

0 = 2⇤v
F

= 160 meV, the largest energy deposit consistent with the linear dispersion
relation with cuto↵ ⇤ = 0.2 keV. For comparison we show the projected reach of superconductors
with a 1 meV threshold [55] (black), as well as two-phonon excitations in germanium (brown) and
silicon (blue) semiconductors [51]. Stellar emission constraints [103,104] are shown in shaded gray.

4.3 Projected Sensitivity Reach

The projected sensitivity of Dirac materials to absorption of a kinetically mixed dark photon is

shown in Fig. 6, assuming 1 kg-year exposure and that the dark photon comprises all of the DM.

Here, we use a typical target mass density of ⇢
T

= 10 g/cm3, with all other parameters equal to the

fiducial parameters taken in Section 3.3. The green (purple) curves correspond to ideal isotropic

gapless (gapped) systems. We do not show the projected reach for our candidate target material

ZrTe
5

, as it is highly anisotropic, not only in its band structure but also in its background dielectric

tensor. Because the kinematics of absorption dictates that ⇧
L

and ⇧
T

are of the same order of

magnitude, they can mix in a potentially non-trivial way in an anisotropic medium, implying that

the formalism to describe the absorption rate will be more involved. This feature could give rise

to interesting directional dependence in the rate, which will require a dedicated analysis; we leave

this for future work.

For comparison we show the reach of superconductors as well as multiphonon excitations
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FIG. 2. Estimated reach of a germanium (green lines) and silicon (blue lines) target at 90% CL for 1-kg-year exposure,
assuming solar neutrino backgrounds only, for absorption of kinetically mixed hidden photon dark matter. For absorption of
halo DM (solid lines), we show the reach considering multi-phonon excitations for mV = 0.01�0.2 eV, and electron excitations
for mV > 0.6 eV. The dashed lines show the reach for absorption of dark photons emitted from the sun. Our recast of constraints
from CDMSlite (germanium) for mV > 56 eV and DAMIC (silicon) for mV > 100 eV are indicated by the shaded green and
blue regions, respectively. We also show bounds from Xenon10 and Xenon100, including those from Ref. [21] (lighter shaded
red) and our own updated Xenon100 limits for 50-700 eV (darker shaded red); the projected reach for 1-kg-year exposure of
an aluminum superconducting target (grey line) [23]; and stellar emission constraints (shaded orange) [21, 46].

the strong 4 dependence of the signal, this reach is rel-
atively weak compared to existing constraints. We note
that a ton-scale xenon experiment can achieve a similar
sensitivity to semiconductors only if the electronic energy
threshold of the former can be lowered to ⇠100 eV.

Existing limits on absorption of halo DM from
Xenon10 and Xenon100 data are shown in Fig. 2
for masses above the ionization threshold in xenon of
12 eV. We include constraints obtained from Ref. [21],
which used 15 kg-day of Xenon10 data [51] for mV =
12 eV�1 keV and the Xenon100 solar axion search [52]
for mV > 1 keV. In addition, we have recast the recent
Xenon100 low-threshold analysis [53], which had a total
exposure of 30 kg-year, to obtain updated limits in the
mass range 50 � 700 eV. Ref. [53] provides their data
in the form of observed photoelectrons (PE) for each
event. For a deposited energy of mV , we obtain the dis-
tribution in PE using Refs. [54, 55], which gives a sig-
nal peaked at (mV /13.5eV)⇥ 20 PE and with a width of
� ⇡ p

mV /13.5eV⇥7 PE. Accounting for the experimen-
tal e�ciency, we compare the signal with the observed
counts in a bin of size 4� to obtain the 90% CL limit. Our
result is roughly an order of magnitude stronger than the
Xenon10 limit from Ref. [21], and is shown as the dark
red shaded region in Fig. 2.

For comparison, we demonstrate that existing semi-
conductor targets already start to probe new parameter
space for DM mass down to 100 eV. Re-interpreting re-
cent results from CDMSlite [24], with 70 kg-day exposure
on germanium, and DAMIC [25], with 0.6 kg-day expo-
sure on silicon, we obtain limits on absorption of DM in
the halo, shown as the shaded green and blue regions in
Fig. 2.

For DAMIC, we derive 90% CL limits by comparing
the DM signal with the observed counts in a single energy
bin of width 100 eV. For the mono-energetic absorption
signal, we apply the given experimental e�ciency and
also account for the finite energy resolution of the exper-
iment. Following Ref. [25], we model the energy resolu-
tion by a Fano model, �2(E) = �2

0 + (3.77eV)FE with
F = 0.133 ± 0.005. With typical total energy resolution
of ⇠ 50 eV, this introduces an additional O(1) e�ciency
for the DM signal to fall in a single bin. Assuming the
best-fit background of ⇡0.5 events/bin, we then obtain
upper limits of the DM signal following Ref. [58], as de-
picted in Fig. 2.

We follow a similar procedure to obtain 90% CL lim-
its from CDMSlite. Here we model the energy resolu-
tion with a modified Fano model [43], given by �2(E) =
�2
0+↵E+�E2. We fit these constants to the measured en-

✏

固体電子による検出まとめ

Dirac物質
半導体電子

半導体フォノン(後述)

超伝導体

Hochberg, Lin, Zurek (2016)
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for mV > 0.6 eV. The dashed lines show the reach for absorption of dark photons emitted from the sun. Our recast of constraints
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an aluminum superconducting target (grey line) [23]; and stellar emission constraints (shaded orange) [21, 46].

the strong 4 dependence of the signal, this reach is rel-
atively weak compared to existing constraints. We note
that a ton-scale xenon experiment can achieve a similar
sensitivity to semiconductors only if the electronic energy
threshold of the former can be lowered to ⇠100 eV.

Existing limits on absorption of halo DM from
Xenon10 and Xenon100 data are shown in Fig. 2
for masses above the ionization threshold in xenon of
12 eV. We include constraints obtained from Ref. [21],
which used 15 kg-day of Xenon10 data [51] for mV =
12 eV�1 keV and the Xenon100 solar axion search [52]
for mV > 1 keV. In addition, we have recast the recent
Xenon100 low-threshold analysis [53], which had a total
exposure of 30 kg-year, to obtain updated limits in the
mass range 50 � 700 eV. Ref. [53] provides their data
in the form of observed photoelectrons (PE) for each
event. For a deposited energy of mV , we obtain the dis-
tribution in PE using Refs. [54, 55], which gives a sig-
nal peaked at (mV /13.5eV)⇥ 20 PE and with a width of
� ⇡ p

mV /13.5eV⇥7 PE. Accounting for the experimen-
tal e�ciency, we compare the signal with the observed
counts in a bin of size 4� to obtain the 90% CL limit. Our
result is roughly an order of magnitude stronger than the
Xenon10 limit from Ref. [21], and is shown as the dark
red shaded region in Fig. 2.

For comparison, we demonstrate that existing semi-
conductor targets already start to probe new parameter
space for DM mass down to 100 eV. Re-interpreting re-
cent results from CDMSlite [24], with 70 kg-day exposure
on germanium, and DAMIC [25], with 0.6 kg-day expo-
sure on silicon, we obtain limits on absorption of DM in
the halo, shown as the shaded green and blue regions in
Fig. 2.

For DAMIC, we derive 90% CL limits by comparing
the DM signal with the observed counts in a single energy
bin of width 100 eV. For the mono-energetic absorption
signal, we apply the given experimental e�ciency and
also account for the finite energy resolution of the exper-
iment. Following Ref. [25], we model the energy resolu-
tion by a Fano model, �2(E) = �2

0 + (3.77eV)FE with
F = 0.133 ± 0.005. With typical total energy resolution
of ⇠ 50 eV, this introduces an additional O(1) e�ciency
for the DM signal to fall in a single bin. Assuming the
best-fit background of ⇡0.5 events/bin, we then obtain
upper limits of the DM signal following Ref. [58], as de-
picted in Fig. 2.

We follow a similar procedure to obtain 90% CL lim-
its from CDMSlite. Here we model the energy resolu-
tion with a modified Fano model [43], given by �2(E) =
�2
0+↵E+�E2. We fit these constants to the measured en-
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FIG. 3. Estimated reach of a germanium (green lines) and silicon (blue lines) target at 90% CL with a 1-kg-year exposure,
assuming solar neutrino backgrounds only, for absorption of pseudoscalar dark matter. The solid lines show the reach for
absorption of halo DM, while the dashed lines are for absorption of pseudoscalars emitted from the sun. The reach of an
aluminum superconducting target is given by the solid grey line [23]. We show constraints from absorption of solar axions
in Xenon100 (shaded red) [52] and stellar emission from white dwarfs (shaded orange) [56]. The range of couplings for the
QCD axion is indicated by the shaded grey region. Constraints on pseudoscalar decays into photons (shaded blue) assume the
coupling in Eq. (12), and come from a line search for ma = 4.5� 7.5 eV [57] as well as from the extragalactic background light,
early reionization, and x-rays [48].

ergy resolutions given in Table I of Ref. [24] and include
an extra data point for the baseline energy resolution,
�2(0) = (14 eV)2. For mV > 100 eV, we then set con-
servative limits using the observed counts within single
100 eV bins, making no assumption for the background
model. For DM masses closer to the experimental thresh-
old, mV = 56�100 eV, we instead use the 90% CL upper
limit on the rate in the lowest energy bin from Table I of
Ref. [24]. Our result is shown in Fig. 2

In Fig. 2, we also show existing Xenon10 limits on ab-
sorption of solar hidden photons, along with other stellar
cooling constraints from the sun, horizontal branch stars,
and red giant stars, assuming the dark photon obtains
its mass via the Stuckelberg mechanism [21]. (For stellar
constraints in the case that the dark photon mass arises
from a dark Higgs mechanism, see Ref. [46].)

We learn that semiconductor targets, such as germa-
nium and silicon, are powerful probes of hidden photon
DM with mass in the meV�keV range, finding a reach
that can supersede all existing terrestrial and astrophys-
ical bounds, with only mild exposure.

B. Pseudoscalars

Next, we consider a pseudoscalar a that couples to elec-
trons:

L � gaee
2me

(@µa)ē�
µ�5e . (9)

This pseudoscalar may be an axion-like particle, see
for example Ref. [48]. For comparison, we will show
the relation between the mass ma and coupling con-
stant for the QCD axion in our results: then the e↵ec-
tive coupling can be written as gaee = Ceme/fa, with
(0.60 meV/ma) = (fa/1010 GeV), and we take Ce = 1/3
as an upper bound.

For non-relativistic halo DM, the leading
matrix-element-squared for absorption of the
pseudoscalar is related to photon absorption by
|M|2 ⇡ 3(gaee/2me)2(ma/e)2|M� |2 [22, 23]. Then
the rate for pseudoscalar absorption is related to the
measured conductivity by

R ' 1

⇢

⇢DM

mDM

3m2
a

4m2
e

g2aee
e2

�1(ma) . (10)

The expected 90% CL reach for pseudoscalar DM is
shown in Fig. 3, for germanium and silicon targets with
1 kg-year exposure. Here we consider only the reach from

Hochberg, Lin, Zurek (2016)
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ergy resolutions given in Table I of Ref. [24] and include
an extra data point for the baseline energy resolution,
�2(0) = (14 eV)2. For mV > 100 eV, we then set con-
servative limits using the observed counts within single
100 eV bins, making no assumption for the background
model. For DM masses closer to the experimental thresh-
old, mV = 56�100 eV, we instead use the 90% CL upper
limit on the rate in the lowest energy bin from Table I of
Ref. [24]. Our result is shown in Fig. 2

In Fig. 2, we also show existing Xenon10 limits on ab-
sorption of solar hidden photons, along with other stellar
cooling constraints from the sun, horizontal branch stars,
and red giant stars, assuming the dark photon obtains
its mass via the Stuckelberg mechanism [21]. (For stellar
constraints in the case that the dark photon mass arises
from a dark Higgs mechanism, see Ref. [46].)

We learn that semiconductor targets, such as germa-
nium and silicon, are powerful probes of hidden photon
DM with mass in the meV�keV range, finding a reach
that can supersede all existing terrestrial and astrophys-
ical bounds, with only mild exposure.

B. Pseudoscalars

Next, we consider a pseudoscalar a that couples to elec-
trons:

L � gaee
2me

(@µa)ē�
µ�5e . (9)

This pseudoscalar may be an axion-like particle, see
for example Ref. [48]. For comparison, we will show
the relation between the mass ma and coupling con-
stant for the QCD axion in our results: then the e↵ec-
tive coupling can be written as gaee = Ceme/fa, with
(0.60 meV/ma) = (fa/1010 GeV), and we take Ce = 1/3
as an upper bound.

For non-relativistic halo DM, the leading
matrix-element-squared for absorption of the
pseudoscalar is related to photon absorption by
|M|2 ⇡ 3(gaee/2me)2(ma/e)2|M� |2 [22, 23]. Then
the rate for pseudoscalar absorption is related to the
measured conductivity by
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The expected 90% CL reach for pseudoscalar DM is
shown in Fig. 3, for germanium and silicon targets with
1 kg-year exposure. Here we consider only the reach from
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2. マグノン



磁性

外部磁場をかけると電子のスピンがそろう＝常磁性体

電子のスピン磁気モーメント ~M = �gµB
~S g = 2 µB =

e

2me

自由電子磁性：Pauli常磁性

外部磁場なしでも電子のスピンがそろっている＝強磁性体

… …

局在電子磁性：常磁性（相互作用が弱い時）
Heisenberg強磁性（相互作用が強い時）

（核子は基本的に固体の磁性には寄与しない）

電子の磁気モーメント（スピン&軌道）が磁性に寄与



強磁性体

基底状態：各格子点の最外殻電子のスピンが揃っている

… …

… …

励起状態：集団励起モード＝スピン波（マグノン）

格子点に電子が局在している絶縁性磁性体を考える （金属強磁性）

遷移金属酸化物等

遷移金属(Fe, Co, Ni)

（注：軌道が全部埋まっていない電子の局在化には電子相関の効果が重要！）

希土類化合物強磁性の担い手

伝導電子

局在電子

金属(3d伝導)

金属(4f局在 5d伝導)

絶縁体



ハイゼンベルグ模型

with the sum of the vector ~G is taken over all the reciprocal vectors,#1 the inverse transfor-
mation is given by

cj,~k =
1p
N

X

`

ei
~k·~x`jec`j, c†

j,~k
=

1p
N

X

`

e�i~k·~x`jec†`j. (10)

Using the above relations, we can rewrite the Hamiltonian in a convenient form. Terms
quadratic in cj,~k and c†

j,~k
represent the free Hamiltonian of the magnon, as soon shown below,

and higher order terms represent its self interactions. Note that, under the existence of non-
zero matrix element Rz,x

j , Rz,y
j or dipole interaction D↵�

``0jj0 , there are terms of the form of

cj,~kcj0,~k0 and c†
j,~k
c†
j0,~k0

in the quadratic part of the Hamiltonian. Thus we perform a Bogoliubov

transformation to go to the canonical basis:
 

cj,~k
c†
j,�~k

!
=

✓
u~k v~k
v⇤�~k

u⇤
�~k

◆ 
�⌫,~k
�†
⌫,�~k

!
, (11)

where u~k = {uj⌫,~k} and v~k = {vj⌫,~k} are n⇥n matrices with ⌫ labeling n di↵erent excitation
modes. By choosing proper matrices u~k and v~k, we diagonalize the quadratic part of the

Hamiltonian, which we denote by H
(�)
0

, as

H
(�)
0

=
X

⌫

X

~k

!⌫,~k�
†
⌫,~k
�⌫,~k. (12)

Thus �⌫,~k and �†
⌫,~k

represent the annihilation and creation operators of a quanta around the

ground state, which is called magnon, and !⌫,~k denotes the dispersion relation of the magnon
mode ⌫. In general, the magnon dispersion relation is anisotropic, i.e., !⌫,~k depends not only

on |~k| but also on the direction of ~k [52, 53].
As we will see later, only the lowest energy magnon mode around k ' 0 is important

for our discussion. This mode, which is a Nambu-Goldstone (NG) mode resulting from the
symmetry breaking of the spatial rotation, can be expressed in a much simpler e↵ective
Hamiltonian. We define the total spin operator ~S` of the `-th magnetic unit cell and the
e↵ective Hamiltonian

H
e↵

= �gµB

X

`

~B0 · ~S` � J

2

X

`,`0

~S` · ~S`0 , (13)

where the second sum is taken over the adjacent cells. The above e↵ective Hamiltonian
describes the NG mode as the unique magnon mode. We can consider the Holstein-Primako↵

#1 Note that the unique contribution to the calculation throughout this paper comes from ~G = 0 since the
sum over the magnon momentum covers only the first Brillouin zone.

4

ハミルトニアン

~S` : 電子スピン@ `

…. ….

~B0

` `+ 1`� 1

J JJ

µB =
e

2me
:ボーア磁子 :Lande g-factorg

局在電子が隣の電子とスピンに依存する交換相互作用を持つ

J>0 のとき絶対零度・基底状態ではスピンが揃っている（強磁性体）



transformation of the total spin operator as

S+

` ⌘ Sx
` + iSy

` =
p
2s

s

1� ec†`ec`
2s

ec`, (14)

S�
` ⌘ Sx

` � iSy
` =

p
2sec†`

s

1� ec†`ec`
2s

, (15)

Sz
` = s� ec†`ec`, (16)

with
h
ec`,ec†`0

i
= �``0 . (17)

Here, s is the size of the total spin of electrons inside a magnetic unit cell. With Fourier
expanding ec` and ec†` as Eq. (7), we can see that the quadratic part of H

e↵

, which we call free
Hamiltonian, is given by

H
0

=
X

~k

"
!L + 2Js

X

p

(1� cos(~k · ~ap))
#
c†~kc~k ⌘

X

~k

!~kc
†
~k
c~k, (18)

where !L ⌘ gµBB
0

z is the Larmor frequency with B0

z being the z component of the magnetic
field ~B0, and ~ap (p = 1, 2, 3) are fundamental translation vectors that generate magnetic
unit cells. For the YIG, we can use s = 10 and J = 0.35meV, and the magnetic unit cell is
a cube with L ⌘ |~a

1

| = |~a
2

| = |~a
3

| = 12.56 Å [54].
Let us focus on the material with the cubic unit cell for simplicity. In the long wavelength

limit |~k|L ⌧ 1, the dispersion relation is given by

!~k ' !L + JsL2k2 ⌘ !L +
k2

2M
, (19)

with k ⌘ |~k|. The k = 0 mode corresponds to the homogeneously rotating mode around
the external magnetic field with Larmor frequency, which is called the Kittel mode. In a
typical material, M ⇠ O(1)MeV; for example, using the values shown above, we obtain
M ⇠ 3.5MeV for the YIG. The Larmor frequency is evaluated as

!L =
eB0

z

me

' 1.2⇥ 10�4 eV

✓
B0

z

1T

◆
. (20)

For the purpose of DM detection discussed below, the DM detection rate is enhanced if the
Larmor frequency is close to the DM mass, and hence we are interested in the DM mass of
meV range.#2

#2 Ref. [55] considered DM scattering with an electron as an excitation process of magnon. It may be
interpreted as the magnon emission by DM. On the other hand, we consider DM absorption by the electron,
which may be regarded as the DM conversion into a magnon. In the latter case, it is essential to apply the
magnetic field to control the gap of the magnon dispersion relation.

5

量子化 (Holstein-Primakoff 変換)

c
~
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=
1p
N
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`
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`フーリエ変換：

波数表示ハミルトニアン
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Here, s is the size of the total spin of electrons inside a magnetic unit cell. With Fourier
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with k ⌘ |~k|. The k = 0 mode corresponds to the homogeneously rotating mode around
the external magnetic field with Larmor frequency, which is called the Kittel mode. In a
typical material, M ⇠ O(1)MeV; for example, using the values shown above, we obtain
M ⇠ 3.5MeV for the YIG. The Larmor frequency is evaluated as
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For the purpose of DM detection discussed below, the DM detection rate is enhanced if the
Larmor frequency is close to the DM mass, and hence we are interested in the DM mass of
meV range.#2

#2 Ref. [55] considered DM scattering with an electron as an excitation process of magnon. It may be
interpreted as the magnon emission by DM. On the other hand, we consider DM absorption by the electron,
which may be regarded as the DM conversion into a magnon. In the latter case, it is essential to apply the
magnetic field to control the gap of the magnon dispersion relation.
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マグノン生成消滅演算子 :

Type-II NG bozon 
[Watanabe,Murayama(2012),

Hidaka(2012)]
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単位格子に複数ある場合はマグノンも複数モードある
“音響”マグノン: NG mode 
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Fig. 4. Magnon spectra for the symmetric directions k 1 [1101, [100] and for the values of the exchange constants (1.28). T = OK [5].

The spectrum ~d1 (k) is not linear and anisotropic only in the vicinity of the edge of the Brillouin
zone. This part of the spectrum is not universal, it depends on all the values of exchange integrals
a1ad, Jdd, and faa. Nevertheless, the volume of that part of the Brillouin zone where the spectrum
deviates from the linear behavior (1.30) is negligibly small for most quantities.

1.4.2. Ferromagnon and ant~ferromagnonmodes
In an overview of the spectra it strikes one that the antiferromagnetic Wai (k) branch runs almost

parallel to the ferromagnetic branch wdl(k) and they both are not noticeably perturbed in their
multiple crossing of other branches. In the language of perturbation theory this means that the
eigenvectors of the FM and AFM modes are practically unmixed with the other eigenvectors.
Neglecting such an intermixing, we can obtain simple analytical expressions for the frequencies
~~a1 (k) and ~d1 (k) of the FM and AFM branches over the entire Brillouin zone. To do this we
assume that in (1.15) the oscillation amplitudes of all eight a and all twelve d spins are equal
(a
1 = = a8,a9 = = a20) and obtain

da. da*i-j~=Aiat+Biaf~ —i-~-=B1a,+D1a, i=1,...,8,j=9,...,20. (1.31)

Hence, we obtain for d1 (k) and a1 (k) the expressions (6) given in the introduction. The notation
used for the coefficients is given in eq. (7).
Our assumptions about the equality of the amplitudes of the oscillations of the spins of the a and

d ions is equivalent to the replacement of the 20-sublattice ferrite by a two-sublattice model. Here,

マグノンの分散関係（YIG） YIG=Y3Fe5O12

20 Fe^3+ イオン in magnetic unit cell

マグノン分散関係 (20マグノン分枝)

12 Fe :

8 Fe :

“フェリ強磁性”

Cherepanov,  Kolokolov, L’vov (1993)
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2
µB ⇥ 12

�5

2
µB ⇥ 8

Wikipedia
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Fig. I. Elementary cell ofgarnet. (I): (a) positions, (2): (c) positions, (3): (d) positions, (4): 0 ions.

octant are (~,0, ~), (~,~, 0), and (0, ~, ~). One can find some more detailed information about YIG
and related magnetic garnets in ref. [15].

1.1.2. Exchange interaction and spin Hamiltonian
In YIG the nearest magnetic neighbours are Fe ions in a and d sites. Each ion in a site has six

nearest neighbours in d sites and each ion in d site has four nearest neighbours in a sites. The
distance between nearest a and d sites is 3.46 A I~15j.Next nearest neighbours are Fe ions in
tetrahedral sites, the distance between them is 3.79 A [15]. There are four next nearest neighbours.
The distance between two nearest sites a is 5.37 A, there are eight neighbouring sites a for each
a site. The superexchange interaction decreases rapidly with the increase of the distance between
magnetic ions because electron configurations at Fe and 0 ions are well localized. An analysis of
various experimental data: inelastic neutron scattering, temperature dependence ofmagnetization,.
and magnon spectrum in the microwave range, carried out in the review showed that the a—d
exchange interaction is the strongest. The constant of d—d interaction is four times smaller, and the
constant of a—a interaction is one order smaller than that of a—d interaction. Interaction between
more distant magnetic moments is negligible.
As a result, the Heisenberg Hamiltonian Hex is written in the form

/ 8 820

Hex _2~.(\faa ~ Si(Rin)>Sj(Rin+dij)+ fad ~ ~ ~
n i,j=1,j>i ~ i=1 j=9 d11’

20
+ ~Jdd ~ S.(R1~)~ SJ(RU, + d~~)). (1.1)

i.j=9,j>i ~

Here n numbers the primitive cell, I and j number the sublattices (i = 1, ... , 8 number the a ions,
= 9, ... ,20 number the d ions), S~(R1~)are the spin and coordinate of an ion of the ith sublattice in
the nth cell and d.~is the distance to the nearest neighbour in the jth sublattice. For the exchange

Fe Fe OY

音響マグノン

! ' k2

2M

M ⇠ 7MeV



Axion-magnon conversion

アクシオン電子相互作用

3 Axion conversion into magnon

First, we consider the case of axion DM which interacts with the electron and calculate
the axion-magnon conversion rate. In Ref. [29], a classical calculation was used to estimate
the axion-magnon conversion rate. We take a quantum mechanical method to calculate the
conversion rate and show that it reproduces the result of Ref. [29]. A quantum mechanical
calculation of the conversion rate with a slightly di↵erent manner has been done in Ref. [56]
and the result is also consistent with ours. An advantage of the quantum mechanical cal-
culation is that it is applicable even in the case where only a small number of magnons are
excited during the time scale of our interest. We then apply the same method to the hidden
photon DM.

3.1 Formulation

The axion (denoted by a) is assumed to interact with the electron, as in the DFSZ model [57,
58] or the flaxion/axiflavon [59,60]. The Lagrangian density is

L =
1

2
(@µa)

2 � 1

2
m2

aa
2 +  (i/@ �me) +

@µa

2f
 �µ�

5

 , (21)

where  denotes the electron and f is of the order of the Peccei-Quinn symmetry breaking
scale. Then, in the non-relativistic limit of the electron, the total interaction Hamiltonian
of the material is

H
int

=
1

f

X

`

~ra(~x`) · ~S`, (22)

where ~S` is the electron spin at each cite ` (see Appendix A).
Below we treat the axion as a classical background described by

a(~x, t) = a
0

cos(mat�ma~va · ~x+ �), (23)

with va ⌧ 1. This treatment is valid within the axion coherence time ⌧a ⇠ (mav
2

a)
�1.

Note that maa0 =
p
2⇢

DM

, with ⇢
DM

⇠ 0.3GeV/cm3 being the energy density of DM. In
the following, the location of the ferromagnetic material is chosen to be close to the origin
~x ⇠ 0. Then, the interaction Hamiltonian becomes

H
int

=
maa0va

f

X

`

~ev · ~S` sin(mat+ �), (24)

where ~ev is the unit vector pointing to the direction of ~va. At the first order in the magnon
creation or annihilation operator, we obtain

H
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=
maa0 sin(mat+ �)
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s

2

X

`

⇣
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where we used the fact that (mava)�1 is expected to be much larger than the size of the
ferromagnetic material. In addition, we define

v±a ⌘ vxa ± ivya, V ⌘
r

sN

2

maa0v
+

a

f
, (26)

with choosing the direction of ~S` in the ground state as the z-axis. The total magnon-axion
Hamiltonian is

H = H
0

+H
int

, (27)

where the magnon free Hamiltonian H
0

is given in Eq. (18).
Now let us estimate the axion-magnon conversion rate based on the Hamiltonian derived

above. For the axion-magnon conversion, only the k ' 0 mode matters since the axion
momentum is negligible compared with its mass. The magnon has a dispersion relation
!k = !L + k2/(2M) and !L is chosen such that !L ' ma. The system can be approximated
by a two-level system: the ground state |0i and the excited state |1i which is defined by

c†
0

|0i. In principle, there are higher excited states
⇣
c†
0

⌘n

|0i (n � 2), but the probability to

reach to these states is negligibly small for the situation of our interest. The quantum state
| (t)i is, in general, a linear superposition of them:
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(t) |0i+ ↵
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(t) |1i . (28)

The initial condition is taken to be ↵
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(t = 0) = 1 and ↵
1

(t = 0) = 0. The Schrodinger
equation is

i
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0
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) | (t)i . (29)

It is convenient to go to the interaction picture: let us define |�(t)i ⌘ eiH0t | (t)i. Then the
Schrodinger equation becomes

i
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From this, we obtain the di↵erential equation
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Assuming |V | ⌧ !L, which is valid in parameters of our interest, it is solved as
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|0i : 0-magnon state

|1i : 1-magnon state

k=0 モード (Kittel mode) のみに注目

シュレディンガー方程式
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m2

a � !2

L

. (33)
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where we used the fact that (mava)�1 is expected to be much larger than the size of the
ferromagnetic material. In addition, we define

v±a ⌘ vxa ± ivya, V ⌘
r

sN

2

maa0v
+

a

f
, (26)

with choosing the direction of ~S` in the ground state as the z-axis. The total magnon-axion
Hamiltonian is

H = H
0

+H
int

, (27)

where the magnon free Hamiltonian H
0

is given in Eq. (18).
Now let us estimate the axion-magnon conversion rate based on the Hamiltonian derived

above. For the axion-magnon conversion, only the k ' 0 mode matters since the axion
momentum is negligible compared with its mass. The magnon has a dispersion relation
!k = !L + k2/(2M) and !L is chosen such that !L ' ma. The system can be approximated
by a two-level system: the ground state |0i and the excited state |1i which is defined by

c†
0

|0i. In principle, there are higher excited states
⇣
c†
0

⌘n

|0i (n � 2), but the probability to

reach to these states is negligibly small for the situation of our interest. The quantum state
| (t)i is, in general, a linear superposition of them:

| (t)i = ↵
0

(t) |0i+ ↵
1

(t) |1i . (28)

The initial condition is taken to be ↵
0

(t = 0) = 1 and ↵
1

(t = 0) = 0. The Schrodinger
equation is

i
@

@t
| (t)i = (H

0

+H
int

) | (t)i . (29)

It is convenient to go to the interaction picture: let us define |�(t)i ⌘ eiH0t | (t)i. Then the
Schrodinger equation becomes

i
@

@t
|�(t)i = eiH0tH

int

e�iH0t |�(t)i . (30)

From this, we obtain the di↵erential equation

i↵̇
0

= V ⇤ sin(mat+ �)↵
1

, (31)

i↵̇
1

= !L↵1

+ V sin(mat+ �)↵
0

. (32)

Assuming |V | ⌧ !L, which is valid in parameters of our interest, it is solved as

↵
1

(t) ' iV

2

ei�(ma � !L)(eimat � e�i!Lt) + e�i�(ma + !L)(e�imat � e�i!Lt)

m2

a � !2

L

. (33)
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with choosing the direction of ~S` in the ground state as the z-axis. The total magnon-axion
Hamiltonian is

H = H
0

+H
int

, (27)

where the magnon free Hamiltonian H
0

is given in Eq. (18).
Now let us estimate the axion-magnon conversion rate based on the Hamiltonian derived

above. For the axion-magnon conversion, only the k ' 0 mode matters since the axion
momentum is negligible compared with its mass. The magnon has a dispersion relation
!k = !L + k2/(2M) and !L is chosen such that !L ' ma. The system can be approximated
by a two-level system: the ground state |0i and the excited state |1i which is defined by

c†
0

|0i. In principle, there are higher excited states
⇣
c†
0

⌘n

|0i (n � 2), but the probability to

reach to these states is negligibly small for the situation of our interest. The quantum state
| (t)i is, in general, a linear superposition of them:

| (t)i = ↵
0

(t) |0i+ ↵
1

(t) |1i . (28)

The initial condition is taken to be ↵
0

(t = 0) = 1 and ↵
1

(t = 0) = 0. The Schrodinger
equation is

i
@

@t
| (t)i = (H

0

+H
int

) | (t)i . (29)

It is convenient to go to the interaction picture: let us define |�(t)i ⌘ eiH0t | (t)i. Then the
Schrodinger equation becomes

i
@

@t
|�(t)i = eiH0tH

int

e�iH0t |�(t)i . (30)

From this, we obtain the di↵erential equation

i↵̇
0

= V ⇤ sin(mat+ �)↵
1

, (31)

i↵̇
1

= !L↵1

+ V sin(mat+ �)↵
0

. (32)

Assuming |V | ⌧ !L, which is valid in parameters of our interest, it is solved as

↵
1

(t) ' iV

2

ei�(ma � !L)(eimat � e�i!Lt) + e�i�(ma + !L)(e�imat � e�i!Lt)

m2

a � !2

L

. (33)
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The probability that we find the state |1i at the time t is given by P (t) = |↵
1

(t)|2. Clearly,
the probability is enhanced for !L ' ma. In this case, we have#3

P (t) ' |V |2t2
4

. (34)

Since the Kittel mode is maximally hybridized with the cavity mode, half of the power may
be detected as the photon. Thus the power obtained by this transition is given by

dE
signal

dt
=

!LP (t)

2t
=

!L|V |2t
8

. (35)

It is consistent with classical calculation in [29] (see also Appendix B). Note that t is lim-
ited by the axion coherence time ⌧a or the magnon-polariton relaxation time ⌧m (due to
spin-lattice and spin-spin interactions and dissipation of cavity mode), whichever is smaller
determines the e↵ective coherence time through ⌧ ⌘ min[⌧a, ⌧m]. The event rate is then


dN

signal

dt

�

spin

=
P (⌧)

2⌧
=

|V |2⌧
8

=
sN

4

⇢
DM

(vx2a + vy2a )⌧

f 2

. (36)

To derive more convenient expression, we convert the factor sN to the target mass M
target

through

M(T )M
target

= g
e

2m
sN, (37)

where M(T ) is the magnetization of the target. Hereafter, we assume the target material
to be YIG at temperature T ⇠ 100mK according to the QUAX proposal, which yields
M ' 38 emu/g [54]. Substituting all the above, we obtain


dN

signal

dt

�

spin

' 0.05 s�1

✓
M

target

1 kg

◆✓
1010 GeV

f

◆
2

✓
⌧

2µs

◆⇣ va
10�3

⌘
2

sin2 ✓, (38)

where ✓ is the angle between ~va and z direction.

3.2 Sensitivity

So far we have discussed the axion-spin interaction. One should note that the cavity setup
also works as a standard haloscope [11,12] if the axion has a Chern-Simons coupling like

L = �Ca�
↵e

8⇡

a

f
Fµ⌫

eF µ⌫ = Ca�
↵e

2⇡

a

f
~B · ~E, (39)

#3 In the QUAX setup, the cavity photon mode is chosen such that the cavity frequency !cav coincides
with !L. In this case, the hybridization (or the mixing) between cavity and Kittel mode takes place, and
the magnon should be regarded rather as a polariton (or “magnon-polariton”) [61–63].

8

Signal power
where we used the fact that (mava)�1 is expected to be much larger than the size of the
ferromagnetic material. In addition, we define

v±a ⌘ vxa ± ivya, V ⌘
r

sN

2

maa0v
+

a

f
, (26)

with choosing the direction of ~S` in the ground state as the z-axis. The total magnon-axion
Hamiltonian is

H = H
0

+H
int

, (27)

where the magnon free Hamiltonian H
0

is given in Eq. (18).
Now let us estimate the axion-magnon conversion rate based on the Hamiltonian derived

above. For the axion-magnon conversion, only the k ' 0 mode matters since the axion
momentum is negligible compared with its mass. The magnon has a dispersion relation
!k = !L + k2/(2M) and !L is chosen such that !L ' ma. The system can be approximated
by a two-level system: the ground state |0i and the excited state |1i which is defined by

c†
0

|0i. In principle, there are higher excited states
⇣
c†
0

⌘n

|0i (n � 2), but the probability to

reach to these states is negligibly small for the situation of our interest. The quantum state
| (t)i is, in general, a linear superposition of them:

| (t)i = ↵
0

(t) |0i+ ↵
1

(t) |1i . (28)

The initial condition is taken to be ↵
0

(t = 0) = 1 and ↵
1

(t = 0) = 0. The Schrodinger
equation is

i
@

@t
| (t)i = (H

0

+H
int

) | (t)i . (29)

It is convenient to go to the interaction picture: let us define |�(t)i ⌘ eiH0t | (t)i. Then the
Schrodinger equation becomes

i
@

@t
|�(t)i = eiH0tH

int

e�iH0t |�(t)i . (30)

From this, we obtain the di↵erential equation

i↵̇
0

= V ⇤ sin(mat+ �)↵
1

, (31)

i↵̇
1

= !L↵1

+ V sin(mat+ �)↵
0

. (32)

Assuming |V | ⌧ !L, which is valid in parameters of our interest, it is solved as

↵
1

(t) ' iV

2

ei�(ma � !L)(eimat � e�i!Lt) + e�i�(ma + !L)(e�imat � e�i!Lt)

m2

a � !2

L

. (33)
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Limitation:

アクシオンのコヒーレンス時間

スピン-スピン緩和時間

スピン-格子緩和時間

⌧a ⇠ (mav
2
a)

�1

磁気モーメント相互作用：

マグノン自己相互作用

�H =
X

h`,`0i

DijS
i
`S

j
`0

H = �J

2

X

h`,`0i

~S` · ~S`0 J(r) = J(r0) +rJ · �~r

フォノン

マグノン-フォノン相互作用

Jは格子間隔による

マグノンの緩和時間 ⌧
magnon

⇠ (1/⌧
spin�spin

+ 1/⌧
spin�lattice

)�1
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FIG. 4. Normal-mode splitting between the Kittel mode and the cavity mode TE101. a) Amplitude of the transmission Re(S21)
through the cavity as a function of the probe microwave frequency and the static magnetic field represented in the current I
through the superconducting coil. The current I is defined to be zero at the anticrossing. The horizontal and diagonal dashed
lines show the TE101-mode and the Kittel-mode frequencies both obtained from the fitting. b) Cross sections at the static
magnetic field corresponding to I = �3.5, �2.3, �1.1, and 0 mA. Solid curves are experimental data, and the dashed white
lines are fitting curves based on the input-output theory. For clarity, the individual curves are o↵set vertically by 0.4 from
bottom to top. c) Linewidth of the Kittel mode as a function of the temperature. The red dots show the linewidth obtained
by fitting S21(!) measured at each temperature. The dashed line is the fitting curve to the temperature dependence below
1 K. The dashed blue line depicts the temperature-independent component of the fit. (Reprinted figure with permission from
Y. Tabuchi, et al., Phys. Rev. Lett. 113, 083603 (2014). Copyright (2014) by the American Physical Society.)

the hybridization of a Kittel-mode magnon and a cavity
photon, i.e., formation of “magnon-polaritons”. Their
decay rates are apparently much smaller than the cou-
pling energy.

We quantify the coupling strength g

m

, the cavity-mode
decay rates 

in

+ 

out

+ 

int

, and the Kittel-mode decay
rate �

m

, based on the model Hamiltonian in Eq. (20).
Here, 

in

, 

out

, and 

int

are the cavity decay rates
through the input and output ports and the internal loss
channel, respectively. Using the input-output theory, we
derive the transmission coe�cient S

21

(!) as:

S

21

(!) =

p


in



out

i(! � !

c

)� 

in

+

out

+

int

2

+ |g
m

|2
i(!�!

m

)��

m

. (21)

The fitting curves, shown as the white dashed lines in
Fig. 4b, well reproduce the experimental data. From
the fitting, we obtain g

m

/2⇡ = 47 MHz, (
in

+ 

out

+


int

)/2⇡ = 2.7 MHz, and �

m

/2⇡ = 1.1 MHz. We find our
magnon-cavity hybrid system deep in the strong coupling
regime, g

m

� , �, even in the quantum limit where the
average photon/magnon number is less than one.

D. Coupling strength

The obtained coupling strength g

m

/2⇡ of 47 MHz re-
sults from the

p
N -enhancement according to Eq. (20).

Given that the 0.5-mm-diameter sphere contains 1.4 ⇥
1018 net spins, the single spin coupling strength is esti-
mated to be 40 mHz.

In designing coupling strengths for various applica-
tions, it is worth estimating the strength with numerical
simulation. Figure 3b shows the magnetic field distribu-
tion B

0

at the single photon level of the TE
101

mode. The
coupling strength can be easily calculated by the relation
g

0

= �B

0

/2. The simulated value of B
0

= 5.5 pT/photon
at the sample gives g

0

/2⇡ = 38.5 mHz, which agrees well
with the experiment.

E. Magnon linewidth

Little has been known about the linewidth of the Kittel
mode in the temperature range attainable in a dilution
refrigerator. We measure the temperature dependence of
the resonance linewidth below 1 K (Fig. 4c) and observe
a peculiar behavior below 1 K; the linewidth is broadened
as temperature decreases.
The fitting curve based on the TLS model, as indi-

cated with the green dashed line in Fig. 4c, well agrees
with the experimental data below 1 K. Note that the
Kittel-mode frequency !

m

is used as a fixed parame-
ter in the temperature-dependent term proportional to
tanh(~!

m

/2k
B

T ). We also assume the presence of a
temperature-independent contribution in the fitting. The
parameters obtained imply that among the linewidth at
the lowest temperature a fraction of 0.63 MHz is at-
tributed to TLSs, and the other 0.39 MHz to surface
scattering. The microscopic origin of the TLSs remains
to be understood. The linewidth broadening above 1 K
is ascribed to the slow-relaxation mechanism caused by

a) b)SMA connector

10 mm

Copper cavity

YIG
sphere

/ B0

Tabuchi et al.,1508.05290

マグノン-光子混合 (マグノン-ポラリトン)

Cavity内ではマグノンと電磁波の混合が起こる

From this, we obtain the differential equation

iα̇0 = V ∗ sin(mat+ δ)α1, (31)

iα̇1 = ωLα1 + V sin(mat+ δ)α0. (32)

Assuming |V | ≪ ωL, which is valid in parameters of our interest, it is solved as

α1(t) ≃
iV

2

eiδ(ma − ωL)(eimat − e−iωLt) + e−iδ(ma + ωL)(e−imat − e−iωLt)

m2
a − ω2

L

. (33)

The probability that we find the state |1⟩ at the time t is given by P (t) = |α1(t)|2. Clearly,
the probability is enhanced for ωL ≃ ma. In this case, we have

P (t) ≃ |V |2t2

4
. (34)

The excited magnon is detected through its coupling to the cavity photon. In the QUAX
setup, the cavity photon mode is chosen such that the cavity frequency ωcav coincides with ωL.
In this case, the hybridization (or the mixing) between cavity and Kittel mode takes place,
and the magnon should be regarded rather as a polariton (or “magnon-polariton”) [63–65].
Including the cavity mode and focusing only on the zero mode, the Hamiltonian is given by

H = ωLc
†
0c0 + ωcavb

†b+ gcm(b
†c0 + c†0b) (35)

= (ωL + gcm)c
†
+c+ + (ωL − gcm)c

†
−c−, (36)

where b† (b) is the creation (annihilation) operator of the cavity mode, gcm represents the
cavity-magnon coupling rate,#3c± ≡ (c0 ± b)/

√
2 and we have taken ωL = ωcav in the last

line. Thus two modes are maximally mixed and all the energy eigenstates are generated by
one-to-one superposition of b† and c†0. Accordingly, when many magnon modes are excited,
half of them are detected as a cavity mode after their propagation. Thus the power obtained
by the transition is given by

dEsignal

dt
=
ωLP (t)

2t
=
ωL|V |2t

8
. (37)

It is consistent with classical calculation in [29] (see also Appendix B). Note that t is lim-
ited by the axion coherence time τa or the magnon-polariton relaxation time τm (due to
spin-lattice and spin-spin interactions and dissipation of cavity mode), whichever is smaller
determines the effective coherence time through τ ≡ min[τa, τm]. The event rate is then

[
dNsignal

dt

]

spin

=
P (τ)

2τ
=

|V |2τ
8

=
sN

4

ρDM(vx2a + vy2a )τ

f 2
. (38)

#3 The photon-magnon mixing comes from the dipole interaction H = −gµB
∑

ℓ B⃗(x⃗ℓ) · S⃗ℓ. The mixing

parameter is roughly given by gcm ∼ gµB

√
2sNV −2/3

cav where Vcav is the cavity volume. In the QUAX setup
ωL ≫ gcm.
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H = gµB
~B · ~S

QUAX experiment:
Barbieri et al (2016)Cavity modeを検出することでアクシオンを探す



Figure 1: Sensitivity plot for SNR = 3 under Ttotal = 10 years. Left : Sensitivity of the
magnon detector on the axion-electron coupling gaee as a function of the axion mass ma.
The green and blue regions show the sensitivity for an ideal setup. The colors and styles of
regions represent different setups; the observation time for each scan is set to be Tobs = 103 s
(green) or 104 s (blue), and the cavity temperature is Tcav = 1K (dark-meshed) or 0.1K
(light). The orange dashed lines show the sensitivity for a realistic setup with Tobs = 103 s
and Tcav ≪ ma. Throughout the figure, the setup of Mtarget = 1kg, τ = 2µs, va = 10−3,
and sin2 θ = 0.5 is assumed. Besides, the gray regions show the parameter region already
excluded by other searches and the yellow region and the black solid line correspond to
the prediction of the DFSZ model with 0.28 ! tan β ! 140 and that of the KSVZ model,
respectively. Right : Sensitivity of the cavity detector on the axion-photon coupling gaγγ as a
function ofma. Similar to the left panel, the green and blue regions and orange lines show the
sensitivities with B0 = 1T, VcavGcav = 100 cm3, and τcav = 2µs. The other shaded regions
show the region excluded by other searches and the black dashed (solid) line corresponds to
the prediction of the DFSZ (KSVZ) model.

va = 10−3, and sin2 θ = 0.5. Gray regions correspond to the parameter space excluded by
other searches using the bremsstrahlung from white dwarfs [70], the brightness of the tip of
the red-giant branch in globular clusters [71], and the direct detection of solar axions at the
EDELWEISS-II [72], the XENON100 [73], and the LUX [74] collaborations. Besides, the
yellow region and the black solid line show the prediction for the DFSZ and KSVZ models,
respectively. To obtain the DFSZ prediction, we variate tan β, which is the ratio between
vacuum expectation values of the two Higgs doublets, within 0.28 ! tan β ! 140 as required
by the perturbative unitarity of Yukawa couplings [75]. By comparing with the right panel
we will explain below, we can see that the axion search using the cavity mode has a better
sensitivity than that using magnon excitation for the DFSZ and KSVZ models. At the
same time, however, the sensitivity of the magnon detector reaches the DFSZ prediction
for a relatively heavy mass due to the Boltzmann suppression of the noise rate according to
Eq. (44). Thus, the figure shows the potential to probe the axion-electron coupling depending
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Figure 2: Sensitivity of the magnon (left) and cavity (right) detectors in the mH vs. ✏ plane.
We use M

target

= 1kg and T
total

= 10 years. The other parameters are chosen as vH = 10�3,
⌧ = 2µs, and sin2 ✓ = sin2 ' = 1/2. The green and blue colors correspond to an ideal setup
case with (SNR) = 3 and T

obs

= 103 s and 104 s, respectively, and the dark-meshed and the
light regions show those with T

cav

= 1K and 0.1K, respectively. The orange dashed lines
correspond to a realistic setup with T

obs

= 103 s and T
cav

⌧ ma. The gray region corresponds
to the parameter space already excluded by other experiments. Magenta region shows the
expected sensitivity of polar materials, while purple and light green lines show that of Dirac
materials.

photon DM. Conversely, if the DM signal is discovered in a cavity without magnetic material
and the sizable spin-induced signal is also present, one can rule out the hidden photon DM.

Let us estimate the experimental sensitivity as done in Sec. 3.2. In Fig. 2, we show the
sensitivity of the magnon (left) and the cavity (right) detectors on the hidden photon with
M

target

= 1kg and T
total

= 10 years. The center of the scan is fixed to be mH = 200µeV.
To derive the sensitivity, we use the parameter choices vH = 10�3, ⌧ = 2µs, and sin2 ✓ =
sin2 ' = 1/2. For an ideal setup, we again use two di↵erent choices of the observation time
T
obs

= 103 s (green) and 104 s (blue), while the dark-meshed and light regions show the
sensitivities with T

cav

= 1K and T
cav

= 0.1K, respectively. The orange dashed lines show
the sensitivities of a realistic setup with T

obs

= 103 s and T
cav

⌧ ma. Also shown in gray
color is the parameter region already excluded [79]; this includes constraints from spectral
distortions [2], modifications to N

e↵

[2], and stellar cooling [80–82]. The magenta region
shows the expected sensitivity using polar materials with phonon excitation by the hidden
photon absorption [47]. The purple (light green) solid line shows the expected sensitivity
using Dirac materials with a band gap of � = 2.5meV (� = 0) [48], while the light green
dotted line is an extrapolation of the sensitivity assuming that the electron excitation with
energy of O(10�4) eV can be detected. From the figure, we can see the strong potential of
this setup on the hidden photon search. Even if we use a much shorter value of T

obs

than
the canonical value adopted in the QUAX proposal, a much stronger bound on the kinetic
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その他のマグノン利用法

軽い暗黒物質の散乱
Trickle, Zhang, Zurek (2019) DM

DM

マグノン

重力波検出（graviton-magnon conversion）
Ito, Ikeda, Miuchi, Soda (2019) マグノングラビトン

光学マグノンモードを
使ったアクシオン検出

Mitridate, Trickle, Zhang, Zurek (2020)
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FIG. 5. Projected reach on g
aee

from axion-to-magnon conversion, compared with DFSZ (assuming 0.28 
tan�  140) and KSVZ model predictions, as well as white dwarf (WD) constraints from Ref. [64]. The

suppression of axion-magnon couplings is alleviated by using the three strategies discussed in the main text:

lifting gapless magnon modes by an external magnetic field (YIG target in a 1T magnetic field, compared to

the scanning scheme of Ref. [49]), anisotropic interactions (NiPS3 target), and using targets with nondegenerate

g-factors (hypothetical toy models based on YIG, referred to as YIG
o

and YIG
t

). For all the cases considered

we assume 3 events per kilogram-year exposure, and take the magnon width to frequency ratio �/! to be 10�2

(solid) or 10�5 (dashed).

c. Nondegenerate g-factors. Finally, we consider coupling the axion to gapped magnon modes in

the presence of nondegenerate g-factors. We are not aware of a well-characterized material with non-

degenerate g-factors so, as a proof of principle, we entertain a few toy models, where a nondegenerate

` component is added to the e↵ective spins S in YIG. In reality, all the magnetic ions Fe3+ in YIG

have (`, s, S) = (0, 5/2, 5/2); the orbital angular momenta of 3d electrons are quenched. In Fig. 5, we

show the reach for two toy models, with either the octahedral sites or the tetrahedral sites modified

to have (`, s, S) = (1, 5/2, 7/2). In each case, only one of the 19 gapped magnon modes, at 7meV

トポロジカル磁性体を
用いたアクシオン検出

Marsh, Fong, Lentz, Smejkal, Ali (2018)

トポロジカル磁性体中のマグノンはアクシオン的に振る舞う



3. フォノン



格子振動（フォノン）
結晶格子の振動を量子化 フォノン

並進対称性の破れに伴うNGモード：音響フォノン
それ以外のモード（副格子がある場合）：光学フォノン

フォノンの物性における役割

金属の電気抵抗に寄与（電子フォノン散乱）
1

⌧
/ T 5

伝導電子にフォノン媒介引力 超伝導

固体の熱伝導に寄与（デバイ比熱）

イオン結晶の光学的性質に寄与（フォノン-ポラリトン） etc.

! ⇠ vsk

（軽い）暗黒物質検出にも有用



単原子模型
ばね定数Kでつながった結晶格子（周期境界条件）

3 フォノン
3.1 Single crystal

Let us consider a 1 dimensional crystal consisting of single atom. Each atom with mass
m is connected by spring with spring constant K. The distance between each atom at the
equilibrium position is d.

The displacement of each atom is denoted by Xn (n = 1, . . . , N). We take the periodic
boundary condition XN+1 = X1. The Hamiltonian is given by

H =
∑

n

p2n
2m

+ U, U =
∑

n

K

2
(Xn+1 −Xn)

2 , (1)

where Ẋn = ∂H/∂pn = pn/m. The equation of motion of each atom is given by

mẌn = − ∂U

∂Xn
= −K(2Xn −Xn−1 −Xn+1). (2)

Let us seek the solution of the form

Xn = Re
[
X̃ke

i(ωt−knd)
]
. (3)

To satisfy the periodic boundary condition, the wave number is discretized as

k =
2πℓ

Nd
, ℓ = 0, 1, 2, . . . , N − 1. (4)

Note that we restricted 0 ≤ ℓ < N (the first Brillouin zone) since eiknd is the same for some
ℓ and ℓ+N . One can easily solve the equation of motion and find the dispersion relation

ω2 =
2K

m
(1− cos kd) =

4K

m
sin2 kd

2
≃ Kd2

m
k2. (5)

In the last similarity we have assumed kd ≪ 1.
Using the Fourier transform of Xn,

Xn =
1√
N

∑

n

Re
[
X̃ke

−iknd
]
, (6)

The Hamiltonian is rewritten as

H =
∑

k

[
|p̃k|2

2m
+

mω2

2
|X̃k|2

]
, (7)

with ω given by (5).

4

~rn ~rn+1

ハミルトニアン

~rn
~

Xn = ~xn � ~rn

平衡位置
変位

第二量子化形式

2 Phonon and magnon

2.1 Phonon

Let us expand the position of the cell around its equilibrium position r⃗i: X⃗i ≡ x⃗i − r⃗i. The
Fourier expansion is

Xα
i =

1√
N

∑

k⃗,λ

eα
k⃗,λ

Xk⃗,λe
ik⃗·r⃗i , (6)

where eα
k⃗,λ

is the polarization vector for λ = 1, 2, 3. We take eα
k⃗,3

∥ kα and eα
k⃗,1
, eα

k⃗,2
⊥ kα.

The phonon Hamiltonian is

H =
∑

k⃗,λ

[
p−k⃗,λpk⃗,λ

2m
+

mω2
k,λ

2
X−k⃗,λXk⃗,λ

]
=
∑

k⃗,λ

ϵk⃗,λ

(
a†
k⃗,λ

ak⃗,λ +
1

2

)
, (7)

where m = 9.8×10−24 kg ≃ 5.5×103 GeV and ϵk⃗,λ = vs,λk with vs,λ ∼ 1×10−5 for transverse
phonon (λ = 1, 2) and vs,λ ∼ 2× 10−5 for longitudinal phonon (λ = 3) for YIG. The phonon
creation and annihilation operators are defined by

Xk⃗,λ =
ak⃗,λ + a†

−k⃗,λ√
2mωk⃗,λ

, pk⃗,λ = −i

√
mωk⃗,λ

2
(ak⃗,λ − a†

−k⃗,λ
). (8)

These are the so-called acoustic phonons, corresponding to the NG modes. We do not
consider optical phonons which have finite gap energy.1

2.2 Magnon

In the insulator the outermost electrons bounded by each atomic cell contributes to the
magnetic properties. Let us start with the Heisenberg model

H = −gµBB
0
z

∑

i

Sz
i −

J

2

∑

i,j

S⃗i · S⃗j −
1

2

∑

i,j

Dij
αβS

α
i S

β
j , (9)

where Sα
i is the electron spin at each cell, g = 2 and µB = e/(2me) is the Bohr magneton,

B0
z is the external magnetic field along the z direction. The exchange interaction energy is

represented by J and the summation is taken over adjacent cells. The dipole-dipole interac-
tion energy is represented by Dij

αβ with α, β corresponding to the vector index. hereafter we
neglect dipole interaction term. For YIG, J ∼ 0.24meV and D ∼ 10−3meV.

1Optical phonon couples to electromagnetic photon, hence it may be important for detection of hidden
photon (?).
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フォノン生成消滅演算子：
h
a~k,�, a

†
~k0,�0

i
= �~k,~k0���0

１次元格子の分散関係： ✏2k =

2K

m
(1� cos ka) 音響フォノン



２原子模型
ばね定数K,Gでつながった結晶格子（周期境界条件）3.2 Diatomic crystal

Next let us consider diatomic crystal. Atoms with mass mX and mY are connected by two
kinds of springs with spring constant K and G. The distance between the atom n-th X and
n-th Y is a and connected by a spring constant K, while the distance between the atom n-th
Y and (n+ 1)-th X is b and connected by a spring constant G.

The displacement of each atom is denoted byXn, Yn (n = 1, . . . , N). We take the periodic
boundary condition XN+1 = X1 and YN+1 = Y1. Then the potential energy is given by

U =
∑

n

[
K

2
(Yn −Xn)

2 +
G

2
(Xn+1 − Yn)

2

]
. (8)

The equation of motion of each atom is given by

mXẌn = − ∂U

∂Xn
= −(K +G)Xn +KYn +GYn−1, (9)

mY Ÿn = − ∂U

∂Yn
= −(K +G)Yn +KXn +GXn+1. (10)

Let us seek the solution of the form

Xn = Re
[
X̃ke

i(ωt−knd)
]
, Yn = Re

[
Ỹke

i(ωt−knd)
]
, (11)

where d = a+ b. To satisfy the periodic boundary condition, the wave number is discretized
as

k =
2πℓ

Nd
, ℓ = 0, 1, 2, . . . , N − 1. (12)

Note that we restricted 0 ≤ ℓ < N (the first Brillouin zone, or equivalently −N/2 < ℓ < N/2)
since eiknd is the same for some ℓ and ℓ+N . The equation of motion is written in the matrix
from as

(
mXω2 − (K +G) K +Geikd

K +Ge−ikd mY ω2 − (K +G)

)(
X̃k

Ỹk

)
= 0. (13)

In order to have a solution to this equation, the determinant of the matrix must be zero. It
is solved and the dispersion relation is obtained as

ω2
± =

mX +mY

2mXmY
(K +G)

[
1±

√

1− 8mXmY

(mX +mY )2
KG

(K +G)2
(1− cos kd)

]
. (14)

There are two branches: ω+ is called optical phonon and ω− is called acoustic phonon. The
acoustic phonon has a dispersion relation like ω− ∝ k for kd ≪ 1.

5

H =
X

n

 
p2n,X
2mX

+
p2n,Y
2mY

!
+ U

ハミルトニアン
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)(
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= 0. (13)
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is solved and the dispersion relation is obtained as
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(K +G)
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1±

√
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(mX +mY )2
KG

(K +G)2
(1− cos kd)

]
. (14)

There are two branches: ω+ is called optical phonon and ω− is called acoustic phonon. The
acoustic phonon has a dispersion relation like ω− ∝ k for kd ≪ 1.
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フォノン分散関係

＋：光学フォノン
ー：音響フォノン

エネルギーギャップあり
ギャップレス !� ' vsk
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GaAsのフォノン分散関係
1464 D Strauch and B Dorner 

10 

2 

0 

Figure 2. Phonon dispersion curves for GaAs. The experimental data at T = 12 K are given 
by the crosses; the experimental uncertainty is typically 0.02 THz (less than the height of the 
crosses). The lines give the results of model calculations using the rigid-ion model  RIM^. The 
letters R on top of the figure gives the notation for the symmetry directions or points, and 
the numbers i refer to the symmetry representations R, of the corresponding branches or  
points. 

roughly equal weight. Since in the X-W direction the symmetries of the different 
branches could not be determined (§ 4.5), these data have not been used at all in the 
minimisation procedure. (The data for this latter direction will turn out to serve as an 
interesting testing ground for the various models, cf §§ 4.5 and 4.6.) The resulting 
parameters and their variances are listed in tables7-11 along with the originally published 
numbers (see, e.g. ,  chapter 14 of Press etal(1986) for the meaning of the variances in the 
context of non-linear least-squares fitting and non-standard experimental deviations). 

Dispersion curves calculated from these models are shown in figures 2-6 together 
with the experimental data. 

r h X L r A  L X Z W  0 L 
10 , , 

Figure 3. As figure 2, but the model calculations are with the 14-parameter shell model a ( i i ) .  

Strauch, Dorner (1990)

Acoustic

Optical

1458 D Strauch and B Dorner 

and further lattice-dynamical properties are compared among the models and with 
experiment in the subsections following 4.3.. Section 5 summarises our results. 

2. Experiment 

We have carried out inelastic neutron-scattering experiments using the three-axis 
spectrometer IN8 at the high-flux reactor of the ILL. Cu(220) was used as a mono- 
chromator for higher (>2 THz) and Cu(ll1) for the lower energy transfer; the analyser 
was pyrolyticgraphite; collimator divergences were 40’, 40’, 60’, 60’. The final wavevec- 
tor was kept constant at kf = 2.662 A-’, where higher-order radiation (if any) was 
reduced by a graphite filter in front of the analyser. Constant-Q scans were recorded for 
wavevectors lying in the (001) and (211) planes in six different directions which are 
depicted in figure 1. 

Figure 1. Two different Brillouin zones with the wavevector directions investigated in the 
present study. 

The crystal, 4.5 cm high and 5 cm in diameter, was kindly supplied by Dr Stath of 
Siemens AG. The crystal was kept in a Displex cryostat at 12 K. A lattice constant of 
a = 5.637 A gave the optimal alignment of the sample and the instrument. 

3. Results 

The experimental scattering spectra were analyzed by a Gaussian (plus constant back- 
ground) least-squares fit. The fitted peak centres were taken as the phonon frequencies. 
These are listed in tables 1 to 6. The systematic error is estimated to be 0.02 THz, even 
though the uncertainty of the relative frequency values for adjacent wavevectors is 
probably lower by half an order of magnitude. Where the experimental error turned out 
to be larger than 0.02 THz, the estimated value is given in the tables. 

２種類の原子
３音響フォノンモード（縦波1+横波2）
３光学フォノンモード（縦波1+横波2）

ブリルアンゾーン

1THz~4meV

Wikipedia



フォノンの相互作用
自己相互作用
ポテンシャルの高次項（非調和項）から

フォノン-電子相互作用

フォノン-マグノン相互作用

H =

Z
d3xe

Z
d3xAV (~xe � ~xA)ne(~xe)nA(~xA) �nA ' �n

0
A
~r · ~

�xA

フォノン

電子 格子イオン

H =
X

~q

gqn
e
�~q(a~q + a†�~q) ne

�~q =
X

~k

c†~k+~q
c~k

H = �J

2

X

h`,`0i

~S` · ~S`0 J(~xA` � ~xA`0) ⇠ J0 + J

0
�xA

フォノン

マグノン



誘電体の光学応答

k

!

!T

!L
禁止帯(全反射)

p ✏(
1
)!
=
k

フォノン-ポラリトンの分散関係誘電体：絶縁体で電場を
かけると分極を示すもの

分極=格子イオンの変位
=横波フォノン

~E

+ +- -

光子と(光学)フォノンは混合する
フォノン-ポラリトン

典型的には !T ⇠ !L ⇠ 0.01� 0.1 eV

✏(!) = ✏(1)
!2
L � !2 + i!�L

!2
T � !2 + i!�T

虚部：multi-phonon過程等による“width”

光学応答は誘電率で表される



誘電体による暗黒物質吸収
Hidden photon DMの場合

単位時間・重量あたりの暗黒物質吸収率

R =
n
DM

⇢
target

2

e↵

�
pol

2

e↵

=
2m4

DM

(m2

DM

� !2

L)
2 +m2

DM

�2

pol

L =


2
Fµ⌫V

µ⌫

�
pol

: フォノン-ポラリトンの崩壊率

DM ポラリトン



複素誘電率の理論計算・実験値を使って
暗黒物質吸収率を見積もることができる

Knapen, Lin, Pyle, Zurek (2017)



3

products) have typical energy scales that are much larger
than the energies of interest here, and thus are not ex-
pected to be problematic given demonstrated capabilities
for controlling such backgrounds [44]. The dominant re-
maining particle backgrounds in such an experiment are
pp neutrinos, where a few events per kg-year can be ex-
pected [26], and coherent scattering of high-energy pho-
tons [45], which we estimate to be ⇠ 50 events/kg-year
accounting for structure e↵ects. The latter background
can be suppressed to the ⇠ 10�2 level with an active veto
on the hard photon, and so we take the zero background
limit for our projections.

Dark photon absorption. We first consider DM
consisting of nonthermally-produced dark photons with
kinetic mixing given by �F 0

µ⌫F
µ⌫/2, for the mass range

of ⇡ meV - 100 eV. The DM can be detected through
absorption, where all of the mass-energy of the DM goes
into the excitation. The absorption rate can be related to
the optical properties of the material (see Ref. [46, 47]):

R =
1

⇢

⇢DM

mA0
2
e↵�1. (2)

where �1 is the absorption rate of photons, ⇢ is the mass
density of the target and ⇢DM = 0.3 GeV/cm3 is the local
DM density. e↵ is the in-medium coupling of A0 with
the EM current, obtained by diagonalizing the in-medium
polarization tensors for the photon and dark photon:

2
e↵ =

2m4
A0

[m2
A0 � Re ⇧(!)]

2
+ Im ⇧(!)2

. (3)

⇧(!) = �i�! is the photon polarization tensor in the
q ! 0 limit, valid for absorption processes where |q| ⌧
!. � is the complex optical conductivity. From the opti-
cal theorem, the absorption rate is given by the real part
of the optical conductivity, �1 = � Im⇧(!)

! . Finally, these
quantities are related to the permittivity of a material by
✏̂ = n̂2 = 1+i�/! with n̂ the complex index of refraction.

To determine the reach on the kinetic mixing parame-
ter , we use calculations of the sub-eV absorption coe�-
cient in the T = 0 limit from Ref. [55], supplemented with
the optical conductivity data of Ref. [56] that extends up
to 100 eV. The result is shown in Fig. 2, assuming 3
events for a kg-year exposure. The reach below 100 meV
is obtained from absorption into phonon modes; there is
resonant absorption into the LO phonon at mA0 ⇡ 36
meV, as well as sidebands from multiphonon processes.
The reach for mA0 > eV is due to electron excitations
above the bandgap, considered before in Ref. [51].

DM scattering via ultralight dark photon.
In this case we assume a fermionic DM interaction
gXX�µXA0

µ, in addition to kinetic mixing. Taking the
limit mA0 ⌧ eV, the results are best understood in
the basis where X is e↵ectively millicharged under the
standard model photon with coupling gXX�µXAµ (see
e.g. appendix D of [23]). The interaction of X with an
LO phonon is e↵ectively that of a test charge with elec-
tric charge gX . We can then follow the derivation of
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FIG. 2. Reach for absorption of dark photon DM, in terms
of the kinetic mixing parameter  for kg-year exposure.
Shaded regions are stellar constraints [48, 49], and direct
detection constraints from DAMIC [50], Xenon10 [46, 51],
Xenon100 [51, 52], and CDMSlite [52]. The dotted lines are
the projected reach with an Al superconductor [47], Ge and Si
semiconductors [52], Dirac materials [29] and molecules [53].
See Ref. [51] for absorption on GaAs for mA0 > eV, and
Ref. [54] for the reach of molecular magnets.

the well-known Fröhlich Hamiltonian for interactions of
electrons with LO phonons in the long-wavelength and
isotropic limit [33, 57–59]. These long-range interactions
are important in explaining electron mobility data in po-
lar materials, and have previously been computed for
GaAs in Refs. [60, 61]. To obtain the interaction of DM
with LO phonons in this limit, we rescale the original
Fröhlich Hamiltonian by the electric charge ratio of DM
to electrons, gX/e. This coupling is well-suited to de-
scribe scattering of DM in the keV-MeV mass range, with
corresponding low momentum transfer q . keV. The re-
sulting interaction is

HI = i
gX
e

CF

X

k,q

1

|q|
h
c†qa

†
k�qak � c.c.

i
(4)

where c†q and a†k are phonon and X creation operators,
respectively. The coupling is

CF = e


!LO

2Vcell

✓
1

✏1
� 1

✏0

◆�1/2
, (5)

where e is the electric charge, ✏0 (✏1) is the static (high
frequency) dielectric constant, and Vcell is the primitive
cell volume. For GaAs, ✏0 = 12.9 and ✏1 = 10.88 [34].
The above approximations are expected to break down
for anisotropic crystals, such as sapphire, and for mX & 1
MeV. For these DM masses, the typical momentum
transfer becomes comparable or larger to the inverse in-
terparticle spacing, requiring a description of processes
where phonons are excited outside the first Brillouin
zone. In addition, multiphonon processes are expected

Knapen, Lin, Pyle, Zurek (2017)

Sensitivity on hidden photon dark matter



その他のフォノン利用法

暗黒物質散乱による multi-phonon excitation
Campbell-Deem, Cox, Knapen, Lin, Melia (2019)

Mitridate,  Trickle, Zhang, Zurek (2020)

磁場中でのアクシオン-フォノン変換

ga�a ~B0 · ~E

axion-induced 
Electric field

Transverse phonon
(Phonon-polariton)
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FIG. 3. Projected reach on g
a��

from axion absorption onto phonon polaritons in Al2O3, CaWO4, GaAs and

SiO2, in an external 10T magnetic field, averaged over the magnetic field directions, assuming 3 events per

kilogram-year. Also shown are predictions of the KSVZ and DFSZ QCD axion models, and horizontal branch

(HB) star cooling constraints [63].

for a sapphire target, when b̂ is parallel (perpendicular) to the crystal c-axis, chosen to coincide with

the z-axis here, only 2 (4) out of the 6 resonances appear. This observation provides a useful handle

to confirm a discovery by running the same experiment with the magnetic field applied in di↵erent

directions.

B. Magnon excitation via the axion wind coupling

To compute the magnon excitation rate, we substitute the coupling f

j

in Eq. (35), into the rate

formula Eq. (27). In Sec. III, we discussed three strategies to alleviate the suppression of axion-magnon

couplings due to selection rules: external magnetic fields, anisotropic interactions, and nondegenerate

g-factors. In this subsection, we show the projected reach for each of these strategies. The results are



4. まとめ



固体物性を利用したDM検出まとめ
固体には様々な低エネルギー励起があり軽い暗黒物質検出に使える

meV eV ~keV10meV 100meV

超伝導体ギャップ
Dirac半金属 半導体ギャップ

光学フォノン

0.1meV

音響マグノン

絶縁体ギャップ

光学マグノン

固体物理の素粒子物理への応用は考えられ始めたばかり

有用なアイデアはまだまだ眠っていると思われ

固体物理も素粒子物理も歴史が深いが、
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App.1 誘電体の光学応答



誘電体の光学応答
誘電体：絶縁体で電場をかけると分極を示すもの

~E+
-

+
-

+
-

+
-

+
-

+
-

分極の起源

変位分極：イオン核の平衡位置からのずれ

原子分極：原子核まわりの電荷分布の偏り

双極子能率 ~P = ↵~E ：分極率（ミクロに計算する量）↵(!)

~E + ~P ⌘ ✏ ~E (⌘ ~D)有効電場 ✏(~k,!)：誘電率

光に対する応答

電子のバンド間遷移による吸収! & eV

0.01eV . ! . 0.1eV フォノンとの結合による反射・吸収

✏の実部：光の位相速度（負のとき伝播できない） ✏の虚部：光の吸収



フォノン-ポラリトン
双極子の運動方程式

!T：横波光学フォノン振動数

電磁波の運動方程式
~̈D �r2 ~E = 0

~̈P + !2

T
~P =

Ze2n
ion

M
~E

~P = Zen
ion

~u

~u：イオン変位

フォノン-ポラリトン
フォノンと電磁波の混合：

✏(!) = 1 +
!2

p,ion

!2 � !2

T

!p,ion =

r
Ze2n

ion

M

!

✏

!T !L

✏(0)

✏(1)

原子分極の効果：

✏(!) = ✏(1) +
!2

p,ion

!2

T � !2



k

!

!T

!L
禁止帯(全反射)

p ✏(
1
)!
=
k

LZT関係式:
!2
L

!2
T

=
✏(! = 0)

✏(! = 1)

!2

L = !2

T +
Ze2n

ion

M

フォノン-ポラリトン
✏(!) = ✏(1)

!2
L � !2

!2
T � !2

✏(!L) = 0 : 縦波フォノン

フォノン-ポラリトンの分散関係誘電率

Typically
!T ⇠ !L ⇠ 0.01� 0.1 eV

フォノンの散逸を入れる
~̈P + � ~̇P + !2

T
~P = !2

p,ion
~E

複素誘電率 ✏(!) = ✏(1)
!2
L � !2 + i!�L

!2
T � !2 + i!�T

multi-phonon過程等による
“width”を表す



App. 2 磁性



Pauli常磁性
自由電子系に磁場をかけるとスピンによって準位が分裂する

k

E

"#

EF

~B = 0 ~B 6= 0

k

E

"#

EF

絶縁体ではPauli常磁性はないが、(スピン)角運動量非保存の効果で
常磁性を示すことがある （van Vleck常磁性）

フェルミ面の状態密度に比例した磁化率

電子の軌道運動は反磁性を示す（Landau反磁性）

（Pauli常磁性）



局在電子磁性
局在電子系（ハイゼンベルグ相互作用あり）に磁場をかける

Curie-Weiss則

分子場近似：

H = �J ~Si ·
X

j

~Sj � gµBB0S
z
iサイト i にあるスピンのハミルトニアン

H = �(zJsz + gµBB0)S
z
i

D
~Sj

E
= sz

自己無撞着条件：
D
~Sz
i

E
= sz

D
~Sz
i

E
=

PS
m=�S m exp (�m(zJsz + gµBB0))

PS
m=�S exp (�m(zJsz + gµBB0))

=

@

@↵
ln

✓
sinh(↵(1 + 1/2S))

sinh(↵/2S)

◆
= SBS(↵)

↵ ⌘ �(zJsz + gµBB0)/S

低温ゼロ磁場極限： sz(T ) ' S


1� exp(��zSJ)

S

�

高温： T � gµBB0 sz ' gµBB0S(S + 1)

3(T � Tc)
Tc ⌘

JzS(S + 1)

3

T ⌧ Tc 自発磁化



交換相互作用

直接交換

超交換

間接交換 (RKKY相互作用)

遷移金属酸化物等

希土類化合物等

ハイゼンベルグ模型の交換相互作用 Jの起源



Direct exchange interaction
Two-electron system with Coulomb interaction

Orbital wave function:

for spin triplet

for spin singlet

A B

 =
1p
2
[ A(x1) B(x2)�  A(x2) B(x1)]-

 =
1p
2
[ A(x1) B(x2) +  A(x2) B(x1)]+

Coulomb energy:
Z

dx1dx2 
⇤
±

e

2

|~x1 � ~x2|
 ± = U ± J

U =

Z
dx1dx2  

⇤
A(x1) 

⇤
B(x2)

e

2

x12
 A(x1) B(x2)

J =

Z
dx1dx2  

⇤
A(x1) 

⇤
B(x2)

e

2

x12
 A(x2) B(x1)

E =



~S = ~s1 + ~s2

~s1 · ~s2 =
1

2
(~S2 � ~s21 � ~s22)

=

1

4

for S = 1 (triplet)

= �3

4

for S = 0 (singlet)

E = U � J

2
(1 + 4~s1 · ~s2)

Rewrite effective Hamiltonian

{
E = U ± J

He↵ = �2J~s1 · ~s2

Direct exchange interaction



App.3 Anti-ferromagnet



Hubbard model
Hubbard model

H = �t
X

(i,j),�

(c†i�cj� + c†j�ci�) + U
X

i

c†i"ci"c
†
i#ci#

Tight-binding model Hubbard interaction

H =
X

k,�

!kc
†
k�ck� +

U

Ns

X

k1k2k3k4

�~k1+~k2,~k3+~k4
c†k1"c

†
k2#ck3#ck4"

!k = �t
X

~�

ei
~k·~� : usual energy band structure for U=0

Electron number per site: n = Ne/Ns n = 1 : half-filling

Fourier space Hamiltonian

Model of Mott insulator



Hubbard model with large U limit (n=1)

Anti-ferromagnetic Heisenberg model !

Effective Hamiltonian at the second order in H0:

He↵ = � t2

U

X

(ij)��0

⇣
c†i�cj�c

†
j�0ci�0 + c†j�ci�c

†
i�0cj�0

⌘

Sz
i =

1

2

X

�

�c†i�ci�S+
i = c†i"ci# S�

i = c†i#ci"

Rewrite it with spin operator:

He↵ = �2J
X

(i,j)

~Si · ~Sj J = � t2

U
< 0



Anti-ferromagnet model

~S` : electron spin at site `

Hamiltonian

J < 0

…. ….

Ground state

A B A B

H = �J

2

X

`,`0

~S` · ~S`0 � gµB(BA +B0)
X

`2A

Sz
` + gµB(BA �B0)

X

`02B

Sz
`0

BA : anisotropy field

~B0



Quantization
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p
2s

s
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a†`a`
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= 2Sz
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Fourier transform

Hamiltonian

a
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1p
N

X

`

ei
~

k·~x`a
`

b
k
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1p
N

X

m

e�i

~

k·~xmb
m

H = (!e + !A + !L)a
†
kak + (!e + !A � !L)b

†
kbk + !e�~k(akbk + a†kb

†
k)

!e = �2zJs

!A = gµBBA

!L = gµBB0

�~k =
1

z

X

~�

ei
~k·~�

~�



Diagonalize through Bogoliubov transformation

↵k = ukak � vkb
†
k

�k = ukbk � vka
†
k

ak = uk↵k + vk�
†
k

bk = vk↵
†
k + uk�k

(u2
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v2k =
1

2

 
�1 +

!e + !Ap
(!e + !A)2 � �2

k!
2
e

!
u2
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1

2

 
1 +

!e + !Ap
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2
e

!

Diagonal Hamiltonian

H =
X

k

h
(!k + !L)↵

†
k↵k + (!k � !L)�

†
k�k

i

!2
k = (!e + !A)

2 � �2
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2
e = !2

e(1� �2
k) + !A(2!e + !A)

Dispersion relation:

|~k · ~�| ⌧ 1 �k ' 1� k2a2

z

“Type-I NG boson”

k

!



App.4 Topological insulator



Topological insulator
2D quantum Hall insulator

2D topological insulator with T invariance

, Quantum well system (BHZ model), …Honeycomb system (Kane-Mele model)

3D topological insulator with T invariance

Bi2Se3Bi
1�x

Se
x

(Fu-Kane), …,

~B

Quantized Conductivity �
xy

=
↵
e

2⇡
n

(n: TKNN number)

Gapless edge state

Spin-orbit coupling instead of ext B

Gapless edge state

Charcterized by Z2 index



Typical band structure of TI

EF

s (conduction)

p (valence)

k k

(Strong)
spin-orbit
coupling

Finite size

k

Edge state

“(Dirac) semi-metal”



Topological anti-ferromagnet

Fu-Kane-Mele-Hubbard model

J. Phys. Soc. Jpn. FULL PAPERS

When the strength U is intermediate, it has been shown that
the spin liquid phase emerges22–26 and pointed out the pos-
sibility of the fractional topological insulator phase.21 In an-
other model of a 2D topological insulator with on-site interac-
tion, the Bernevig-Hughes-Zhang-Hubbard model, the exis-
tence of the topological antiferromagnetic insulator phase has
been pointed out.27 On the other hand, in the case of three-
dimensions, the Fu-Kane-Mele model on the diamond lattice,
the 3D analog of the Kane-Mele model, is known as a model
for a 3D topological insulator.28, 29 What is the properties
of an interacting Fu-Kane-Mele model, the Fu-Kane-Mele-
Hubbard model? So far there has been no study on this model,
although interesting phenomena are expected to emerge.

In this paper, we focus on the topological magnetoelectric
response of the antiferromagnetic insulator phase in the ex-
tended Fu-Kane-Mele-Hubbard model on a diamond lattice
at half-filling, within the mean-field approximation. This pa-
per is organized as follows. In Sec. 2, the model we adopt
is explained. We take into account the on-site and nearest-
neighbor repulsive electron-electron interactions. In Sec. 3,
the mean-field phase diagram is presented. In Sec. 4, we ob-
tain analytically the value of ✓ in the antiferromagnetic insula-
tor phase. First we show that we can derive the Dirac Hamil-
tonian in the antiferromagnetic insulator phase. Then based
on the Fujikawa’s method,30, 31 we obtain the theta term as
a consequence of the chiral anomaly. In Sec. 5, we discuss
the realization of the dynamical axion field in our model. we
also discuss the relation between our antiferromagnetic insu-
lator phase and the so-called “Aoki phase”, a symmetry bro-
ken phase induced by interactions in lattice QCD.32

2. Model
Let us consider a 3D lattice model with electron correlation

and spin-orbit coupling. The model we adopt is the extended
Fu-Kane-Mele-Hubbard model on a diamond lattice at half-
filling, in which the Hamiltonian is given by H = H0 + Hint
with the non-interacting part

H0 =
X

hi, ji,�
ti jc
†
i�c j� + i

4�
a2

X

hhi, jii
c†i � · (d1

i j ⇥ d2
i j)c j, (4)

and the interaction part

Hint = U
X

i

ni"ni# +
X

hi, ji
Vi jnin j, (5)

where c†i� is an electron creation operator at a site i with
spin �(=", #), ni� = c†i�ci�, ni = ni" + ni#, and a is the lat-
tice constant of the fcc lattice. The first and second terms
of H0 represent the nearest-neighbor hopping and the next-
nearest-neighbor spin-orbit coupling, respectively. d1

i j and d2
i j

are the two vectors which connect two sites i and j of the
same sublattice. They are given by two of the four nearest-
neighbor vectors, a

4 (1, 1, 1), a
4 (�1,�1, 1), a

4 (1,�1,�1), and
a
4 (�1, 1,�1), with proper signs (directions of the vectors).
� = (�1,�2,�3) are the Pauli matrices for the spin degree
of freedom. The first and second terms of Hint describe the
on-site and nearest-neighbor repulsive electron-electron inter-
actions, respectively. The lattice structure of a diamond lattice
is shown in Fig. 1(a).

It is convenient to express the non-interacting part H0 of
the Hamiltonian in terms of the 4⇥4 alpha (gamma) matri-

Fig. 1. (Color online) (a) A diamond lattice, which consists of two sub-
lattices (red and blue), and each sublattice forms a fcc lattice. (b) The first
Brillouin zone of a fcc lattice. Green circles represent the X points.

ces. The diamond lattice consists of two sublattices (A and
B), with each sublattice forming a fcc lattice. In such a case,
we can define the basis ck ⌘ [ckA", ckA#, ckB", ckB#]T where
the wave vector k is given by the points in the first Brillouin
zone of the fcc lattice [see Fig. 1(b)]. Then the single-particle
HamiltonianH0(k) [H0 ⌘ Pk c†kH0(k)ck] is written as28, 29

H0(k) =
5
X

µ=1

Rµ(k)↵µ, (6)

where the coe�cients Rµ(k) are given by

R1(k) = �[sin u2 � sin u3 � sin(u2 � u1) + sin(u3 � u1)],

R2(k) = �[sin u3 � sin u1 � sin(u3 � u2) + sin(u1 � u2)],

R3(k) = �[sin u1 � sin u2 � sin(u1 � u3) + sin(u2 � u3)],

R4(k) = t + �t1 + t(cos u1 + cos u2 + cos u3),

R5(k) = t(sin u1 + sin u2 + sin u3).

(7)

Here u1 = k · a1, u2 = k · a2, and u3 = k · a3 with
a1 =

a
2 (0, 1, 1), a2 =

a
2 (1, 0, 1) and a3 =

a
2 (1, 1, 0) being the

primitive translation vectors. In the following, we set a = 1.
The alpha matrices ↵µ are given by the chiral representation:

↵ j =

"

� j 0
0 �� j

#

, ↵4 =

"

0 1
1 0

#

, ↵5 =

"

0 �i
i 0

#

, (8)

where j = 1, 2, 3. In the present basis, the time-reversal op-
erator and spatial inversion (parity) operator are given by
T = 1 ⌦ (�i�2)K (K is the complex conjugation operator)
and P = ⌧1 ⌦1, respectively. We have introduced the hopping
strength anisotropy �t1 due to the lattice distortion along the
[111] direction. Namely, we have set such that ti j = t + �t1
for the [111] direction, and ti j = t for the other three di-
rections. When �t1 = 0, the system is a semimetal, i.e., the
energy bands touch at the three points Xr = 2⇡(�rx, �ry, �rz)
(r = x, y, z). Finite �t1 opens a gap of 2|�t1| at the Xr points.

The Z2 invariant of the system is given by

(�1)⌫0 =
8
Y

i=1

sgn

2

6

6

6

6

6

6

4

t + �t1 + t
3
X

p=1

cos
⇣

�i · ap

⌘

3

7

7

7

7

7

7

5

, (9)

where �i are the eight time-reversal invariant momenta:
(0, 0, 0), (2⇡, 0, 0), (0, 2⇡, 0), (0, 0, 2⇡), (⇡, ⇡, ⇡), (⇡, ⇡,�⇡),
(⇡,�⇡, ⇡), and (�⇡, ⇡, ⇡). We see that the system is a topologi-
cal insulator (normal insulator) when 0 < �t1 < 2t (�t1 < 0 or

2
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When the strength U is intermediate, it has been shown that
the spin liquid phase emerges22–26 and pointed out the pos-
sibility of the fractional topological insulator phase.21 In an-
other model of a 2D topological insulator with on-site interac-
tion, the Bernevig-Hughes-Zhang-Hubbard model, the exis-
tence of the topological antiferromagnetic insulator phase has
been pointed out.27 On the other hand, in the case of three-
dimensions, the Fu-Kane-Mele model on the diamond lattice,
the 3D analog of the Kane-Mele model, is known as a model
for a 3D topological insulator.28, 29 What is the properties
of an interacting Fu-Kane-Mele model, the Fu-Kane-Mele-
Hubbard model? So far there has been no study on this model,
although interesting phenomena are expected to emerge.

In this paper, we focus on the topological magnetoelectric
response of the antiferromagnetic insulator phase in the ex-
tended Fu-Kane-Mele-Hubbard model on a diamond lattice
at half-filling, within the mean-field approximation. This pa-
per is organized as follows. In Sec. 2, the model we adopt
is explained. We take into account the on-site and nearest-
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a consequence of the chiral anomaly. In Sec. 5, we discuss
the realization of the dynamical axion field in our model. we
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lator phase and the so-called “Aoki phase”, a symmetry bro-
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and spin-orbit coupling. The model we adopt is the extended
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where c†i� is an electron creation operator at a site i with
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Fig. 1. (Color online) (a) A diamond lattice, which consists of two sub-
lattices (red and blue), and each sublattice forms a fcc lattice. (b) The first
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ces. The diamond lattice consists of two sublattices (A and
B), with each sublattice forming a fcc lattice. In such a case,
we can define the basis ck ⌘ [ckA", ckA#, ckB", ckB#]T where
the wave vector k is given by the points in the first Brillouin
zone of the fcc lattice [see Fig. 1(b)]. Then the single-particle
HamiltonianH0(k) [H0 ⌘ Pk c†kH0(k)ck] is written as28, 29

H0(k) =
5
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µ=1

Rµ(k)↵µ, (6)

where the coe�cients Rµ(k) are given by
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where j = 1, 2, 3. In the present basis, the time-reversal op-
erator and spatial inversion (parity) operator are given by
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and P = ⌧1 ⌦1, respectively. We have introduced the hopping
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[111] direction. Namely, we have set such that ti j = t + �t1
for the [111] direction, and ti j = t for the other three di-
rections. When �t1 = 0, the system is a semimetal, i.e., the
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When the strength U is intermediate, it has been shown that
the spin liquid phase emerges22–26 and pointed out the pos-
sibility of the fractional topological insulator phase.21 In an-
other model of a 2D topological insulator with on-site interac-
tion, the Bernevig-Hughes-Zhang-Hubbard model, the exis-
tence of the topological antiferromagnetic insulator phase has
been pointed out.27 On the other hand, in the case of three-
dimensions, the Fu-Kane-Mele model on the diamond lattice,
the 3D analog of the Kane-Mele model, is known as a model
for a 3D topological insulator.28, 29 What is the properties
of an interacting Fu-Kane-Mele model, the Fu-Kane-Mele-
Hubbard model? So far there has been no study on this model,
although interesting phenomena are expected to emerge.

In this paper, we focus on the topological magnetoelectric
response of the antiferromagnetic insulator phase in the ex-
tended Fu-Kane-Mele-Hubbard model on a diamond lattice
at half-filling, within the mean-field approximation. This pa-
per is organized as follows. In Sec. 2, the model we adopt
is explained. We take into account the on-site and nearest-
neighbor repulsive electron-electron interactions. In Sec. 3,
the mean-field phase diagram is presented. In Sec. 4, we ob-
tain analytically the value of ✓ in the antiferromagnetic insula-
tor phase. First we show that we can derive the Dirac Hamil-
tonian in the antiferromagnetic insulator phase. Then based
on the Fujikawa’s method,30, 31 we obtain the theta term as
a consequence of the chiral anomaly. In Sec. 5, we discuss
the realization of the dynamical axion field in our model. we
also discuss the relation between our antiferromagnetic insu-
lator phase and the so-called “Aoki phase”, a symmetry bro-
ken phase induced by interactions in lattice QCD.32

2. Model
Let us consider a 3D lattice model with electron correlation

and spin-orbit coupling. The model we adopt is the extended
Fu-Kane-Mele-Hubbard model on a diamond lattice at half-
filling, in which the Hamiltonian is given by H = H0 + Hint
with the non-interacting part
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where c†i� is an electron creation operator at a site i with
spin �(=", #), ni� = c†i�ci�, ni = ni" + ni#, and a is the lat-
tice constant of the fcc lattice. The first and second terms
of H0 represent the nearest-neighbor hopping and the next-
nearest-neighbor spin-orbit coupling, respectively. d1

i j and d2
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are the two vectors which connect two sites i and j of the
same sublattice. They are given by two of the four nearest-
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4 (�1,�1, 1), a

4 (1,�1,�1), and
a
4 (�1, 1,�1), with proper signs (directions of the vectors).
� = (�1,�2,�3) are the Pauli matrices for the spin degree
of freedom. The first and second terms of Hint describe the
on-site and nearest-neighbor repulsive electron-electron inter-
actions, respectively. The lattice structure of a diamond lattice
is shown in Fig. 1(a).

It is convenient to express the non-interacting part H0 of
the Hamiltonian in terms of the 4⇥4 alpha (gamma) matri-

Fig. 1. (Color online) (a) A diamond lattice, which consists of two sub-
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we can define the basis ck ⌘ [ckA", ckA#, ckB", ckB#]T where
the wave vector k is given by the points in the first Brillouin
zone of the fcc lattice [see Fig. 1(b)]. Then the single-particle
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where j = 1, 2, 3. In the present basis, the time-reversal op-
erator and spatial inversion (parity) operator are given by
T = 1 ⌦ (�i�2)K (K is the complex conjugation operator)
and P = ⌧1 ⌦1, respectively. We have introduced the hopping
strength anisotropy �t1 due to the lattice distortion along the
[111] direction. Namely, we have set such that ti j = t + �t1
for the [111] direction, and ti j = t for the other three di-
rections. When �t1 = 0, the system is a semimetal, i.e., the
energy bands touch at the three points Xr = 2⇡(�rx, �ry, �rz)
(r = x, y, z). Finite �t1 opens a gap of 2|�t1| at the Xr points.

The Z2 invariant of the system is given by

(�1)⌫0 =
8
Y

i=1

sgn

2

6

6

6

6

6

6

4

t + �t1 + t
3
X

p=1

cos
⇣

�i · ap

⌘

3

7

7

7

7

7

7

5

, (9)

where �i are the eight time-reversal invariant momenta:
(0, 0, 0), (2⇡, 0, 0), (0, 2⇡, 0), (0, 0, 2⇡), (⇡, ⇡, ⇡), (⇡, ⇡,�⇡),
(⇡,�⇡, ⇡), and (�⇡, ⇡, ⇡). We see that the system is a topologi-
cal insulator (normal insulator) when 0 < �t1 < 2t (�t1 < 0 or

2

Tight-binding Spin-orbit coupling

Hubbard interaction

Topological 
insulator

Anti-ferromagnet

Sekine, Nomura (2014)

on diamond lattice



J. Phys. Soc. Jpn. FULL PAPERS

When the strength U is intermediate, it has been shown that
the spin liquid phase emerges22–26 and pointed out the pos-
sibility of the fractional topological insulator phase.21 In an-
other model of a 2D topological insulator with on-site interac-
tion, the Bernevig-Hughes-Zhang-Hubbard model, the exis-
tence of the topological antiferromagnetic insulator phase has
been pointed out.27 On the other hand, in the case of three-
dimensions, the Fu-Kane-Mele model on the diamond lattice,
the 3D analog of the Kane-Mele model, is known as a model
for a 3D topological insulator.28, 29 What is the properties
of an interacting Fu-Kane-Mele model, the Fu-Kane-Mele-
Hubbard model? So far there has been no study on this model,
although interesting phenomena are expected to emerge.

In this paper, we focus on the topological magnetoelectric
response of the antiferromagnetic insulator phase in the ex-
tended Fu-Kane-Mele-Hubbard model on a diamond lattice
at half-filling, within the mean-field approximation. This pa-
per is organized as follows. In Sec. 2, the model we adopt
is explained. We take into account the on-site and nearest-
neighbor repulsive electron-electron interactions. In Sec. 3,
the mean-field phase diagram is presented. In Sec. 4, we ob-
tain analytically the value of ✓ in the antiferromagnetic insula-
tor phase. First we show that we can derive the Dirac Hamil-
tonian in the antiferromagnetic insulator phase. Then based
on the Fujikawa’s method,30, 31 we obtain the theta term as
a consequence of the chiral anomaly. In Sec. 5, we discuss
the realization of the dynamical axion field in our model. we
also discuss the relation between our antiferromagnetic insu-
lator phase and the so-called “Aoki phase”, a symmetry bro-
ken phase induced by interactions in lattice QCD.32

2. Model
Let us consider a 3D lattice model with electron correlation

and spin-orbit coupling. The model we adopt is the extended
Fu-Kane-Mele-Hubbard model on a diamond lattice at half-
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where c†i� is an electron creation operator at a site i with
spin �(=", #), ni� = c†i�ci�, ni = ni" + ni#, and a is the lat-
tice constant of the fcc lattice. The first and second terms
of H0 represent the nearest-neighbor hopping and the next-
nearest-neighbor spin-orbit coupling, respectively. d1

i j and d2
i j

are the two vectors which connect two sites i and j of the
same sublattice. They are given by two of the four nearest-
neighbor vectors, a

4 (1, 1, 1), a
4 (�1,�1, 1), a

4 (1,�1,�1), and
a
4 (�1, 1,�1), with proper signs (directions of the vectors).
� = (�1,�2,�3) are the Pauli matrices for the spin degree
of freedom. The first and second terms of Hint describe the
on-site and nearest-neighbor repulsive electron-electron inter-
actions, respectively. The lattice structure of a diamond lattice
is shown in Fig. 1(a).

It is convenient to express the non-interacting part H0 of
the Hamiltonian in terms of the 4⇥4 alpha (gamma) matri-
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lattices (red and blue), and each sublattice forms a fcc lattice. (b) The first
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ces. The diamond lattice consists of two sublattices (A and
B), with each sublattice forming a fcc lattice. In such a case,
we can define the basis ck ⌘ [ckA", ckA#, ckB", ckB#]T where
the wave vector k is given by the points in the first Brillouin
zone of the fcc lattice [see Fig. 1(b)]. Then the single-particle
HamiltonianH0(k) [H0 ⌘ Pk c†kH0(k)ck] is written as28, 29

H0(k) =
5
X

µ=1

Rµ(k)↵µ, (6)

where the coe�cients Rµ(k) are given by

R1(k) = �[sin u2 � sin u3 � sin(u2 � u1) + sin(u3 � u1)],

R2(k) = �[sin u3 � sin u1 � sin(u3 � u2) + sin(u1 � u2)],

R3(k) = �[sin u1 � sin u2 � sin(u1 � u3) + sin(u2 � u3)],

R4(k) = t + �t1 + t(cos u1 + cos u2 + cos u3),

R5(k) = t(sin u1 + sin u2 + sin u3).

(7)

Here u1 = k · a1, u2 = k · a2, and u3 = k · a3 with
a1 =
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2 (0, 1, 1), a2 =
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where j = 1, 2, 3. In the present basis, the time-reversal op-
erator and spatial inversion (parity) operator are given by
T = 1 ⌦ (�i�2)K (K is the complex conjugation operator)
and P = ⌧1 ⌦1, respectively. We have introduced the hopping
strength anisotropy �t1 due to the lattice distortion along the
[111] direction. Namely, we have set such that ti j = t + �t1
for the [111] direction, and ti j = t for the other three di-
rections. When �t1 = 0, the system is a semimetal, i.e., the
energy bands touch at the three points Xr = 2⇡(�rx, �ry, �rz)
(r = x, y, z). Finite �t1 opens a gap of 2|�t1| at the Xr points.

The Z2 invariant of the system is given by
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(⇡,�⇡, ⇡), and (�⇡, ⇡, ⇡). We see that the system is a topologi-
cal insulator (normal insulator) when 0 < �t1 < 2t (�t1 < 0 or
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the spin liquid phase emerges22–26 and pointed out the pos-
sibility of the fractional topological insulator phase.21 In an-
other model of a 2D topological insulator with on-site interac-
tion, the Bernevig-Hughes-Zhang-Hubbard model, the exis-
tence of the topological antiferromagnetic insulator phase has
been pointed out.27 On the other hand, in the case of three-
dimensions, the Fu-Kane-Mele model on the diamond lattice,
the 3D analog of the Kane-Mele model, is known as a model
for a 3D topological insulator.28, 29 What is the properties
of an interacting Fu-Kane-Mele model, the Fu-Kane-Mele-
Hubbard model? So far there has been no study on this model,
although interesting phenomena are expected to emerge.

In this paper, we focus on the topological magnetoelectric
response of the antiferromagnetic insulator phase in the ex-
tended Fu-Kane-Mele-Hubbard model on a diamond lattice
at half-filling, within the mean-field approximation. This pa-
per is organized as follows. In Sec. 2, the model we adopt
is explained. We take into account the on-site and nearest-
neighbor repulsive electron-electron interactions. In Sec. 3,
the mean-field phase diagram is presented. In Sec. 4, we ob-
tain analytically the value of ✓ in the antiferromagnetic insula-
tor phase. First we show that we can derive the Dirac Hamil-
tonian in the antiferromagnetic insulator phase. Then based
on the Fujikawa’s method,30, 31 we obtain the theta term as
a consequence of the chiral anomaly. In Sec. 5, we discuss
the realization of the dynamical axion field in our model. we
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ken phase induced by interactions in lattice QCD.32
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where c†i� is an electron creation operator at a site i with
spin �(=", #), ni� = c†i�ci�, ni = ni" + ni#, and a is the lat-
tice constant of the fcc lattice. The first and second terms
of H0 represent the nearest-neighbor hopping and the next-
nearest-neighbor spin-orbit coupling, respectively. d1
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� = (�1,�2,�3) are the Pauli matrices for the spin degree
of freedom. The first and second terms of Hint describe the
on-site and nearest-neighbor repulsive electron-electron inter-
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is shown in Fig. 1(a).
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we can define the basis ck ⌘ [ckA", ckA#, ckB", ckB#]T where
the wave vector k is given by the points in the first Brillouin
zone of the fcc lattice [see Fig. 1(b)]. Then the single-particle
HamiltonianH0(k) [H0 ⌘ Pk c†kH0(k)ck] is written as28, 29
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5
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where j = 1, 2, 3. In the present basis, the time-reversal op-
erator and spatial inversion (parity) operator are given by
T = 1 ⌦ (�i�2)K (K is the complex conjugation operator)
and P = ⌧1 ⌦1, respectively. We have introduced the hopping
strength anisotropy �t1 due to the lattice distortion along the
[111] direction. Namely, we have set such that ti j = t + �t1
for the [111] direction, and ti j = t for the other three di-
rections. When �t1 = 0, the system is a semimetal, i.e., the
energy bands touch at the three points Xr = 2⇡(�rx, �ry, �rz)
(r = x, y, z). Finite �t1 opens a gap of 2|�t1| at the Xr points.
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When the strength U is intermediate, it has been shown that
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sibility of the fractional topological insulator phase.21 In an-
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the 3D analog of the Kane-Mele model, is known as a model
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rections. When �t1 = 0, the system is a semimetal, i.e., the
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tion, the Bernevig-Hughes-Zhang-Hubbard model, the exis-
tence of the topological antiferromagnetic insulator phase has
been pointed out.27 On the other hand, in the case of three-
dimensions, the Fu-Kane-Mele model on the diamond lattice,
the 3D analog of the Kane-Mele model, is known as a model
for a 3D topological insulator.28, 29 What is the properties
of an interacting Fu-Kane-Mele model, the Fu-Kane-Mele-
Hubbard model? So far there has been no study on this model,
although interesting phenomena are expected to emerge.
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tended Fu-Kane-Mele-Hubbard model on a diamond lattice
at half-filling, within the mean-field approximation. This pa-
per is organized as follows. In Sec. 2, the model we adopt
is explained. We take into account the on-site and nearest-
neighbor repulsive electron-electron interactions. In Sec. 3,
the mean-field phase diagram is presented. In Sec. 4, we ob-
tain analytically the value of ✓ in the antiferromagnetic insula-
tor phase. First we show that we can derive the Dirac Hamil-
tonian in the antiferromagnetic insulator phase. Then based
on the Fujikawa’s method,30, 31 we obtain the theta term as
a consequence of the chiral anomaly. In Sec. 5, we discuss
the realization of the dynamical axion field in our model. we
also discuss the relation between our antiferromagnetic insu-
lator phase and the so-called “Aoki phase”, a symmetry bro-
ken phase induced by interactions in lattice QCD.32

2. Model
Let us consider a 3D lattice model with electron correlation

and spin-orbit coupling. The model we adopt is the extended
Fu-Kane-Mele-Hubbard model on a diamond lattice at half-
filling, in which the Hamiltonian is given by H = H0 + Hint
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� = (�1,�2,�3) are the Pauli matrices for the spin degree
of freedom. The first and second terms of Hint describe the
on-site and nearest-neighbor repulsive electron-electron inter-
actions, respectively. The lattice structure of a diamond lattice
is shown in Fig. 1(a).

It is convenient to express the non-interacting part H0 of
the Hamiltonian in terms of the 4⇥4 alpha (gamma) matri-
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T = 1 ⌦ (�i�2)K (K is the complex conjugation operator)
and P = ⌧1 ⌦1, respectively. We have introduced the hopping
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[111] direction. Namely, we have set such that ti j = t + �t1
for the [111] direction, and ti j = t for the other three di-
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where j = 1, 2, 3. In the present basis, the time-reversal op-
erator and spatial inversion (parity) operator are given by
T = 1 ⌦ (�i�2)K (K is the complex conjugation operator)
and P = ⌧1 ⌦1, respectively. We have introduced the hopping
strength anisotropy �t1 due to the lattice distortion along the
[111] direction. Namely, we have set such that ti j = t + �t1
for the [111] direction, and ti j = t for the other three di-
rections. When �t1 = 0, the system is a semimetal, i.e., the
energy bands touch at the three points Xr = 2⇡(�rx, �ry, �rz)
(r = x, y, z). Finite �t1 opens a gap of 2|�t1| at the Xr points.
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actions, respectively. The lattice structure of a diamond lattice
is shown in Fig. 1(a).

It is convenient to express the non-interacting part H0 of
the Hamiltonian in terms of the 4⇥4 alpha (gamma) matri-

Fig. 1. (Color online) (a) A diamond lattice, which consists of two sub-
lattices (red and blue), and each sublattice forms a fcc lattice. (b) The first
Brillouin zone of a fcc lattice. Green circles represent the X points.

ces. The diamond lattice consists of two sublattices (A and
B), with each sublattice forming a fcc lattice. In such a case,
we can define the basis ck ⌘ [ckA", ckA#, ckB", ckB#]T where
the wave vector k is given by the points in the first Brillouin
zone of the fcc lattice [see Fig. 1(b)]. Then the single-particle
HamiltonianH0(k) [H0 ⌘ Pk c†kH0(k)ck] is written as28, 29

H0(k) =
5
X

µ=1

Rµ(k)↵µ, (6)

where the coe�cients Rµ(k) are given by

R1(k) = �[sin u2 � sin u3 � sin(u2 � u1) + sin(u3 � u1)],

R2(k) = �[sin u3 � sin u1 � sin(u3 � u2) + sin(u1 � u2)],

R3(k) = �[sin u1 � sin u2 � sin(u1 � u3) + sin(u2 � u3)],

R4(k) = t + �t1 + t(cos u1 + cos u2 + cos u3),

R5(k) = t(sin u1 + sin u2 + sin u3).

(7)

Here u1 = k · a1, u2 = k · a2, and u3 = k · a3 with
a1 =

a
2 (0, 1, 1), a2 =

a
2 (1, 0, 1) and a3 =

a
2 (1, 1, 0) being the

primitive translation vectors. In the following, we set a = 1.
The alpha matrices ↵µ are given by the chiral representation:

↵ j =

"

� j 0
0 �� j

#

, ↵4 =

"

0 1
1 0

#

, ↵5 =

"

0 �i
i 0

#

, (8)

where j = 1, 2, 3. In the present basis, the time-reversal op-
erator and spatial inversion (parity) operator are given by
T = 1 ⌦ (�i�2)K (K is the complex conjugation operator)
and P = ⌧1 ⌦1, respectively. We have introduced the hopping
strength anisotropy �t1 due to the lattice distortion along the
[111] direction. Namely, we have set such that ti j = t + �t1
for the [111] direction, and ti j = t for the other three di-
rections. When �t1 = 0, the system is a semimetal, i.e., the
energy bands touch at the three points Xr = 2⇡(�rx, �ry, �rz)
(r = x, y, z). Finite �t1 opens a gap of 2|�t1| at the Xr points.

The Z2 invariant of the system is given by

(�1)⌫0 =
8
Y

i=1

sgn

2

6

6

6

6

6

6

4

t + �t1 + t
3
X

p=1

cos
⇣

�i · ap

⌘

3

7

7

7

7

7

7

5

, (9)

where �i are the eight time-reversal invariant momenta:
(0, 0, 0), (2⇡, 0, 0), (0, 2⇡, 0), (0, 0, 2⇡), (⇡, ⇡, ⇡), (⇡, ⇡,�⇡),
(⇡,�⇡, ⇡), and (�⇡, ⇡, ⇡). We see that the system is a topologi-
cal insulator (normal insulator) when 0 < �t1 < 2t (�t1 < 0 or

2

Large U Anti-ferromagnetic order

J. Phys. Soc. Jpn. FULL PAPERS

est neighbor electron-electron interaction, and that the second
mass Umf is induced by the on-site interaction.

The theta term.— Here we derive the theta term in the anti-
ferromagnetic insulator phase, in the same way as that of 3D
topological insulators is derived. From the discussion above,
we can write down the low-energy e↵ective (Euclidean) ac-
tion of the system, i.e., the action of the Dirac quasiparticles
interacting with an external electromagnetic field Aµ as

S AFI =

Z

d4x
X

f=1,2,3

 ̄ f (x)
h

�µDµ � Mf ei f �5
i

 f (x), (28)

where  f (x) is a four-component spinor, Dµ = @µ+ieAµ, Mf =
q

(�t01)2 + (Umf )2, cos  f = |�t01|/Mf , sin  f = Umf /Mf , and
we have used the fact that ↵4 = �0, ↵5 = �i�0�5 and ↵ j = �0� j

( j = 1, 2, 3). The subscript f denotes the flavor. Here we have
considered the case of �t01 < 0, namely the system is a normal
insulator when the interactions are weak.

We follow the Fujikawa’s method30, 31 and write down a
calculation briefly in what follows. Let us consider a infinites-
imal chiral transformation for each flavor:

 f !  0f = e�i f d��5/2 f ,  ̄ f !  ̄0f =  ̄ f e�i f d��5/2, (29)

where � 2 [0, 1]. The theta term is generated as a consequence
of the chiral anomaly after the transformation. The partition
function is transformed as

Z =
Z

D[ ,  ̄]e�S AFI[ , ̄] ! Z0 =
Z

D[ 0,  ̄0]e�S AFI[ 0, ̄0].

(30)

The integrands in Eq. (28) is transformed as

 ̄ f Mf ei f �5 f !  ̄ f Mf ei f (1�d�)�5 f ,

 ̄ f�µDµ f !  ̄ f�µDµ f + (i/2) f d�@µ( ̄ f�µ�5 f ).
(31)

Then defining the Jacobian J f which is induced by the chiral
transformation for each flavorD[ f ,  ̄ f ]! J fD[ f ,  ̄ f ], the
partition function becomes

Z0 =
Z

D[ ,  ̄]e�S 0+ i
2
P

f  f
R

d4 xd�@µ( ̄ f �µ�5 f )+
P

f ln J f , (32)

where

S 0 =
Z

d4x
X

f

 ̄ f (x)
h

�µDµ � Mf ei f (1�d�)�5
i

 f (x), (33)

and the Jacobian J f is calculated to be30, 31

J f = exp
"

�i
Z

d4xd�
 f e2

32⇡2~c
✏µ⌫⇢�Fµ⌫F⇢�

#

. (34)

Here Fµ⌫ = @µA⌫ � @⌫Aµ and we have written ~ and c explic-
itly. We repeat this procedure infinite times, i.e., integrate the
exponent of Eq. (32) over the variable � from 0 to 1. Then we
obtain

Z0 =
Z

D[ ,  ̄]e�S NI+
i
2
P

f  f
R

d4 x@µ( ̄ f �µ�5 f )�S ✓ , (35)

where S NI is the action which represents the normal insulator
phase in the present case:

S NI =

Z

d4x
X

f

 ̄ f (x)
h

�µDµ � Mf

i

 f (x). (36)

This is because the system with negative mass of the Dirac
quasiparticles is identified from the Z2 invariant as a normal
insulator. S ✓ is the theta term in the Euclidean spacetime:

S ✓ = i
Z

d4x
(
P

f  f )e2

32⇡2~c
✏µ⌫⇢�Fµ⌫F⇢�. (37)

After dropping the irrelevant surface term [the second term
of the exponent in Eq. (35)], we obtain the total action of the
system as

S AFI = S NI + S ✓. (38)

Actually S ✓ is also a surface term, since we can rewrite as
✏µ⌫⇢�Fµ⌫F⇢� = 2✏µ⌫⇢�@µ(A⌫F⇢�). However, we are now inter-
ested in the magnetoelectric response of the system. Thus we
denote the total action as above. Rewriting the theta term (37)
in the real time (t = �i⌧), we obtain Eq. (1).

The value of ✓ in the antiferromagnetic insulator phase is
given as ✓ =

P

f  f =
P

f tan�1(Umf /|�t01|). It is known that
✓ = ⇡ (mod 2⇡) in 3D topological insulators and is ✓ = 0 in
normal insulators. However, ✓ can be arbitrary between 0 and
⇡ if time-reversal symmetry of the system is broken. We can
obtain the value of ✓ in the case of �t1 > 0 in the same manner
as above. Combining both cases, ✓ is written as

✓ =
⇡

2
⇥

1 + sgn(�t1)
⇤ �
X

f=1,2,3

tan�1
"

Umf

�t1(1 + V�/t)

#

, (39)

where the condition that Umf ⌧ 2� is required, and we have
written �t01 = �t1(1 + V�/t) explicitly. Note that (1 + V�/t)
is always positive, and thus the value of ✓ when mf = 0 is
determined by the sign of �t1. The region where the value of
✓ becomes nonzero is shown in Fig. 2 as the “axionic SDW”.

Here we compare our analytical result for the value of ✓,
Eq. (39), with an exact numerical value calculated by Eq.
(2). A numerical study on the value of ✓ in the Fu-Kane-
Mele model on a diamond lattice10 indicates the relation
✓ / P f tan�1(Umf /|�t01|) when (Umf /|�t01|) is small. Thus our
result is in qualitative agreement with the exact numerical
result. From our analytical result ✓ =

P

f tan�1(Umf /|�t01|),
it is found that ✓ ! 3⇡/2 in the limit (Umf /|�t01|) !1. The numerical study shows that ✓ do not have the
P

f tan�1(Umf /|�t01|) dependence when (Umf /|�t01|) is large,
and that ✓ takes some value between 0 and ⇡ in the limit
(Umf /|�t01|) ! 1.10 This suggests that our analytical result
is considered not to be valid when (Umf /|�t01|) is large, i.e.,
Umf is large. The di↵erence between our result and the ex-
act numerical result in the region where Umf is not small can
result from that (i) the other contributions to ✓ becomes impor-
tant and unignorable as Umf becomes larger, and (ii) it might
become impossible to derive the Dirac Hamiltonians around
the points near the original X points as Umf becomes larger.

5. Discussions
It should be noted that the theta term is derived only in odd

spatial dimensions. In the Kane-Mele-Hubbard model on the
honeycomb lattice at half-filling, which is a two-dimensional
analog of the Fu-Kane-Mele-Hubbard model, the antiferro-
magnetic insulator phase is also realized.21–26 However, the
magnetoelectric response which results from the theta term
does not appear in that model.

The origin that generates small deviations of the value of ✓

5

J. Phys. Soc. Jpn. FULL PAPERS

�t1 > 2t). Note that in this paper we do not distinguish a weak
topological insulator from a normal insulator.

Let us look at closely H0(k) around the Xr points. Setting
k = Xr + q and retaining the terms up to the order of q, we
obtain the low-energy e↵ective Hamiltonian near the Fermi
level around each X point:28, 29

H0(Xx + q) = tqx↵5 + 2�qy↵2 � 2�qz↵3 + �t1↵4,

H0(Xy + q) = tqy↵5 + 2�qz↵3 � 2�qx↵1 + �t1↵4,

H0(Xz + q) = tqz↵5 + 2�qx↵1 � 2�qy↵2 + �t1↵4.

(10)

These are so-called the Dirac Hamiltonian. For example, the
energy spectrum around the Xx point is readily obtained as

E(Xx + q) = ±
q

(tqx)2 + (2�qy)2 + (2�qz)2 + (�t1)2. (11)

As mentioned above, we see that the system is gapless when
�t1 = 0 and nonzero �t1 is regarded as the mass of the Dirac
quasiparticles. At each Xr point, one of the three components
which originate from spin-orbit coupling Rr(k) disappears
and instead R5(k) compensates for the qr-dependence of the
e↵ective Hamiltonian.

3. Mean-field phase diagram
Spin-density wave instability.— Let us perform the mean-

field approximation to the interaction term and derive the
mean-field Hamiltonian of the system. First we consider the
spin-density wave (SDW) instability. To do this, we firstly ap-
proximate the on-site interaction HU = U

P

i ni"ni# as

HU ⇡ U
X

i

⇥hni#ini" + hni"ini# � hni"ihni#i

�hc†i"ci#ic†i#ci" � hc†i#ci"ic†i"ci# + hc†i"ci#ihc†i#ci"i
i

.

(12)

Due to the spin-orbit coupling, the spin SU(2) symmetry is
broken and the orientations of the spins are coupled to the lat-
tice structure. We assume the antiferromagnetic ordering be-
tween the two sublattices in terms of the spherical coordinate
(m, ✓,'):

hSi0Ai = �hSi0Bi = (m sin ✓ cos',m sin ✓ sin',m cos ✓)

⌘ m1ex + m2ey + m3ez,
(13)

where hSi0µi = 1
2 hc†i0µ↵�↵�ci0µ�i (µ = A, B) with i0 denoting the

i0-th unit cell. Then after a calculation, we obtain

U
X

i

h

�hni"ihni#i + hc†i"ci#ihc†i#ci"i
i

= 2NU
X

f

m2
f , (14)

U
X

i

h

hni#ini" + hni"ini# � hc†i"ci#ic†i#ci" � hc†i#ci"ic†i"ci#
i

= �U
X

i0

X

f=1,2,3

c†i0A[mf� f ]ci0A + U
X

i0

X

f=1,2,3

c†i0B[mf� f ]ci0B

= �U
X

k

c†k[m1↵1 + m2↵2 + m3↵3]ck,

(15)

where N is the number of the unit cells and the wave vectors k
take N points in the first Brillouin zone of the fcc lattice. This
equation means that the on-site interaction term has the same
matrix form as the spin-orbit interaction term in the mean-
field level. A similar result has been obtained in the Kane-

Mele-Hubbard model on a honeycomb lattice.21 Here we have
omitted irrelevant constant terms in Eqs. (14) and (15).

Secondly, we approximate the nearest-neighbor interaction
HV =

P

hi, ji Vi jnin j as

HV ⇡ �
X

hi, ji

X

�,�0
Vi j

h

hc†i�c j�0 ic†j�0ci� + hc†j�0ci�ic†i�c j�0

�hc†i�c j�0 ihc†j�0ci�i
i

.

(16)

We assume that the values of hc†i�c j�0 i depend on the hopping
strength, namely we set hc†i�c j�0 i = �����0 ti j/t. On the other
hand, we neglect the interaction strength anisotropy due to the
lattice distortion for simplicity, i.e., we set Vi j = V . This does
not change the resulting phase diagram qualitatively. After a
calculation, we obtain

HMF
V = 2NV

h

3 + (1 + �t1/t)2
i

�2 + V�/t
X

hi, ji,�
ti jc
†
i�c j�.

(17)

Finally combining Eqs. (6), (14), (15), and (17), the mean-
field Hamiltonian of the system is given by

HMF
SDW = 2NUm2 + 2NV

h

3 + (1 + �t1/t)2
i

�2

+
X

k

c†k

2

6

6

6

6

6

6

4

5
X

µ=1

R̃µ(k)↵µ

3

7

7

7

7

7

7

5

ck,
(18)

where R̃1(k) = R1(k) � Um1, R̃2(k) = R2(k) � Um2, R̃3(k) =
R3(k) � Um3, R̃4(k) = (1 + V�/t)R4(k), and R̃5(k) = (1 +
V�/t)R5(k). Note that m2

1 +m2
2 +m2

3 = m2. The free energy at
zero temperature for the SDW instability is readily obtained
as

FSDW(m, ✓,',�) = 2NUm2 + 2NV
h

3 + (1 + �t1/t)2
i

�2

� 2
X

k

r

X5

µ=1

h

R̃µ(k)
i2
.

(19)

Charge-density wave instability.— Next we consider the
charge-density wave (CDW) instability. To do this, we ap-
proximate the interaction terms HU and HV as

HU ⇡ U
X

i

⇥hni#ini" + hni"ini# � hni"ihni#i⇤ , (20)

HV ⇡
X

hi, ji
Vi j

8

>

>

<

>

>

:

hniin j + hn jini � hniihn ji �
X

�,�0

h

hc†i�c j�0 ic†j�0ci�

+hc†j�0ci�ic†i�c j�0 � hc†i�c j�0 ihc†j�0ci�i
io

.

(21)

We assume a charge imbalance between the two sublattices
such that hni0A�i = (1 + ⇢)/2 andhni0B�i = (1 � ⇢)/2. As for
HV , we assume hc†i�c j�0 i = �����0 ti j/t and Vi j = V as in the
case of SDW instability. Then the mean-field Hamiltonian of
the interaction term is obtained as

HMF
int = NC⇢2 + 2NV

h

3 + (1 + �t1/t)2
i

�2

�C⇢
X

k

c†k(⌧3 ⌦ 1)ck + V�/t
X

hi, ji,�
ti jc
†
i�c j�,

(22)

where C = 4V�U/2, N is the number of the unit cells, and the
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�t1 > 2t). Note that in this paper we do not distinguish a weak
topological insulator from a normal insulator.

Let us look at closely H0(k) around the Xr points. Setting
k = Xr + q and retaining the terms up to the order of q, we
obtain the low-energy e↵ective Hamiltonian near the Fermi
level around each X point:28, 29

H0(Xx + q) = tqx↵5 + 2�qy↵2 � 2�qz↵3 + �t1↵4,

H0(Xy + q) = tqy↵5 + 2�qz↵3 � 2�qx↵1 + �t1↵4,

H0(Xz + q) = tqz↵5 + 2�qx↵1 � 2�qy↵2 + �t1↵4.

(10)

These are so-called the Dirac Hamiltonian. For example, the
energy spectrum around the Xx point is readily obtained as

E(Xx + q) = ±
q

(tqx)2 + (2�qy)2 + (2�qz)2 + (�t1)2. (11)

As mentioned above, we see that the system is gapless when
�t1 = 0 and nonzero �t1 is regarded as the mass of the Dirac
quasiparticles. At each Xr point, one of the three components
which originate from spin-orbit coupling Rr(k) disappears
and instead R5(k) compensates for the qr-dependence of the
e↵ective Hamiltonian.

3. Mean-field phase diagram
Spin-density wave instability.— Let us perform the mean-

field approximation to the interaction term and derive the
mean-field Hamiltonian of the system. First we consider the
spin-density wave (SDW) instability. To do this, we firstly ap-
proximate the on-site interaction HU = U

P

i ni"ni# as

HU ⇡ U
X

i

⇥hni#ini" + hni"ini# � hni"ihni#i

�hc†i"ci#ic†i#ci" � hc†i#ci"ic†i"ci# + hc†i"ci#ihc†i#ci"i
i

.

(12)

Due to the spin-orbit coupling, the spin SU(2) symmetry is
broken and the orientations of the spins are coupled to the lat-
tice structure. We assume the antiferromagnetic ordering be-
tween the two sublattices in terms of the spherical coordinate
(m, ✓,'):

hSi0Ai = �hSi0Bi = (m sin ✓ cos',m sin ✓ sin',m cos ✓)

⌘ m1ex + m2ey + m3ez,
(13)

where hSi0µi = 1
2 hc†i0µ↵�↵�ci0µ�i (µ = A, B) with i0 denoting the

i0-th unit cell. Then after a calculation, we obtain

U
X

i

h

�hni"ihni#i + hc†i"ci#ihc†i#ci"i
i

= 2NU
X

f

m2
f , (14)

U
X

i

h

hni#ini" + hni"ini# � hc†i"ci#ic†i#ci" � hc†i#ci"ic†i"ci#
i

= �U
X

i0

X

f=1,2,3

c†i0A[mf� f ]ci0A + U
X

i0

X

f=1,2,3

c†i0B[mf� f ]ci0B

= �U
X

k

c†k[m1↵1 + m2↵2 + m3↵3]ck,

(15)

where N is the number of the unit cells and the wave vectors k
take N points in the first Brillouin zone of the fcc lattice. This
equation means that the on-site interaction term has the same
matrix form as the spin-orbit interaction term in the mean-
field level. A similar result has been obtained in the Kane-

Mele-Hubbard model on a honeycomb lattice.21 Here we have
omitted irrelevant constant terms in Eqs. (14) and (15).

Secondly, we approximate the nearest-neighbor interaction
HV =

P

hi, ji Vi jnin j as

HV ⇡ �
X

hi, ji

X

�,�0
Vi j

h

hc†i�c j�0 ic†j�0ci� + hc†j�0ci�ic†i�c j�0

�hc†i�c j�0 ihc†j�0ci�i
i

.

(16)

We assume that the values of hc†i�c j�0 i depend on the hopping
strength, namely we set hc†i�c j�0 i = �����0 ti j/t. On the other
hand, we neglect the interaction strength anisotropy due to the
lattice distortion for simplicity, i.e., we set Vi j = V . This does
not change the resulting phase diagram qualitatively. After a
calculation, we obtain

HMF
V = 2NV

h

3 + (1 + �t1/t)2
i

�2 + V�/t
X

hi, ji,�
ti jc
†
i�c j�.

(17)

Finally combining Eqs. (6), (14), (15), and (17), the mean-
field Hamiltonian of the system is given by

HMF
SDW = 2NUm2 + 2NV

h

3 + (1 + �t1/t)2
i

�2

+
X

k

c†k

2

6

6

6

6

6

6

4

5
X

µ=1

R̃µ(k)↵µ

3

7

7

7

7

7

7

5

ck,
(18)

where R̃1(k) = R1(k) � Um1, R̃2(k) = R2(k) � Um2, R̃3(k) =
R3(k) � Um3, R̃4(k) = (1 + V�/t)R4(k), and R̃5(k) = (1 +
V�/t)R5(k). Note that m2

1 +m2
2 +m2

3 = m2. The free energy at
zero temperature for the SDW instability is readily obtained
as

FSDW(m, ✓,',�) = 2NUm2 + 2NV
h

3 + (1 + �t1/t)2
i

�2

� 2
X

k

r

X5

µ=1

h

R̃µ(k)
i2
.

(19)

Charge-density wave instability.— Next we consider the
charge-density wave (CDW) instability. To do this, we ap-
proximate the interaction terms HU and HV as

HU ⇡ U
X

i

⇥hni#ini" + hni"ini# � hni"ihni#i⇤ , (20)

HV ⇡
X

hi, ji
Vi j

8

>

>

<

>

>

:

hniin j + hn jini � hniihn ji �
X

�,�0

h

hc†i�c j�0 ic†j�0ci�

+hc†j�0ci�ic†i�c j�0 � hc†i�c j�0 ihc†j�0ci�i
io

.

(21)

We assume a charge imbalance between the two sublattices
such that hni0A�i = (1 + ⇢)/2 andhni0B�i = (1 � ⇢)/2. As for
HV , we assume hc†i�c j�0 i = �����0 ti j/t and Vi j = V as in the
case of SDW instability. Then the mean-field Hamiltonian of
the interaction term is obtained as

HMF
int = NC⇢2 + 2NV

h

3 + (1 + �t1/t)2
i

�2

�C⇢
X

k

c†k(⌧3 ⌦ 1)ck + V�/t
X

hi, ji,�
ti jc
†
i�c j�,

(22)

where C = 4V�U/2, N is the number of the unit cells, and the

3

Theta term:
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Fig. 2. (Color online) Mean-field phase diagram of the extended Fu-Kane-
Mele-Hubbard model at half-filling. The strengths of the spin-orbit interac-
tion and lattice distortion are �/t = 0.4 and �t1/t = �0.4, respectively. The
antiferromagnetic ordering is set to be the [111] direction as an example. The
spin-density wave (SDW) and charge-density wave (CDW) phases are given
by nonzero m and ⇢, respectively. When m = ⇢ = 0, the system is a normal
insulator (NI). In all the phases, � take nonzero positive values. In the SDW
phase, the topological magnetoelectric response described by the theta term
[Eq. (1)] arises.

wave vectors k take N points in the first Brillouin zone of the
fcc lattice. Combining Eqs. (6) and (22), we obtain the mean-
field Hamiltonian of the system. The matrix ⌧3 ⌦1 is di↵erent
from the alpha matrices ↵µ, and thus the free energy for the
CDW instability is a little complicated but can be obtained
analytically as

FCDW(⇢,�) = NC⇢2 + 2NV
h

3 + (1 + �t1/t)2
i

�2

�
X

k

X

✏=±1

r

R̃2 +C2⇢2 + 2C⇢✏
q

�2,
(23)

where R̃2 =
P5
µ=1[R̃µ(k)]2 and �2 =

P3
j=1[R̃ j(k)]2 with

R̃1(k) = R1(k), R̃2(k) = R2(k), R̃3(k) = R3(k), R̃4(k) =
(1 + V�/t)R4(k), and R̃5(k) = (1 + V�/t)R5(k).

Mean-field phase diagram.— To obtain the mean-field
ground-state phase diagram, we have to minimize the free
energies (19) and (23) by the conditions @FSDW/@m =
@FSDW/@✓ = @FSDW/@' = @FSDW/@� = 0 and @FCDW/@⇢ =
@FCDW/@� = 0, and then we have to compare them. The
phase diagram with the antiferromagnetic ordering set to be
the [111] direction is shown in Fig. 2 as an example. The
phase diagrams for the other directions and for the positive
�t1 are qualitatively the same as Fig. 2. It was found that
the transition from the normal insulator (or topological insu-
lator) phase to the SDW phase is of the second-order, and
that the transition from the topological insulator (or normal
insulator) phase to the CDW phase is of the first-order. The
values of � are always nonzero and positive when V , 0.
The obtained phase diagram looks similar to those of con-
ventional correlated electron systems (i.e., the Hubbard mod-
els).33 Namely, strong on-site electron-electron interaction
induces SDW phase and strong nearest-neighbor electron-
electron interaction induces CDW phase. However, note that
other phases might be found when our model is studied be-
yond the mean-field approximation. Actually, another phase
has been reported between the SDW and CDW phases by

studies beyond the mean-field approximation, for example, in
the half-filled one-dimensional extended Hubbard model.34, 35

As is shown later, what is di↵erent from usual systems in our
model is that the topological magnetoelectric response due to
the existence of the theta term can arise in the SDW phase. In
this sense, we call the SDW phase in our model the “axionic
SDW” (or the “axionic antiferromagnetic insulator”). For the
purpose of this study, that we derive the theta term in a time-
reversal symmetry broken phase, we focus on the SDW phase
in the following.

4. Magnetoelectric response of the antiferromagnetic in-
sulator phase

Low-energy e↵ective Hamiltonian.— Let us investigate the
properties of the SDW phase, namely the antiferromagnetic
insulator phase. We consider the general case characterized
by the order parameter (13). When Umf ⌧ 2� ( f = 1, 2, 3),
we can derive the Dirac Hamiltonian around the X̃r points
which are slightly deviated from the Xr points:

H(X̃x + q) = t0qx↵5 + 2�qy↵2 � 2�qz↵3 + �t01↵4 � Um1↵1,

H(X̃y + q) = t0qy↵5 + 2�qz↵3 � 2�qx↵1 + �t01↵4 � Um2↵2,

H(X̃z + q) = t0qz↵5 + 2�qx↵1 � 2�qy↵2 + �t01↵4 � Um3↵3,

(24)

where t0 = t(1 + V�/t), �t01 = �t1(1 + V�/t),
X̃x =

⇣

2⇡, Um2
2� ,�Um3

2�

⌘

, X̃y =
⇣

�Um1
2� , 2⇡,

Um3
2�

⌘

, and X̃z =
⇣

Um1
2� ,�Um2

2� , 2⇡
⌘

. For example, the energy spectrum around
the X̃x point is readily obtained as

E(X̃x + q)

= ±
q

(t0qx)2 + (2�qy)2 + (2�qz)2 + (�t01)2 + (Um1)2.
(25)

We see from Eq. (24) that the antiferromagnetic ordering
opens a gap at the X̃r points, i.e., lowers the energy of the sys-
tem. When Umf is not small compared to 2�, it is not apparent
that the Dirac Hamiltonian can be derived. Thus in the follow-
ing, we assume that Umf is small, although it is expected that
the momentum points around which the Dirac Hamiltonians
can be derived exist even when Umf is not small.

Let us analyze Eq. (24). The important point is that all the
five alpha matrices which anticommute with each other are
used. To be specific, let us first consider H(X̃x + q). We can
redefine the alpha matrices because the representation of the
matrices is arbitrary. Redefining such that ↵5 ! ↵1, ↵3 !
�↵3, and ↵1 ! �↵5 (↵5 = ↵1↵2↵3↵4) for the alpha matrices,
and t0qx ! qx, 2�qy ! qy, and 2�qz ! qz for the wave
vector,36 we obtain

H(X̃x + q) = qx↵1 + qy↵2 + qz↵3 + �t01↵4 + Um1↵5. (26)

In the same manner,H(X̃y+q) andH(X̃z+q) can be rewritten
as
H(X̃y + q) = qx↵1 + qy↵2 + qz↵3 + �t01↵4 + Um2↵5,

H(X̃z + q) = qx↵1 + qy↵2 + qz↵3 + �t01↵4 + Um3↵5.
(27)

We see that all the three e↵ective Hamiltonians above are
equivalent. Hence we can regard the Dirac quasiparticles
around the X̃r points as the quasiparticles of three flavors char-
acterized by their masses Umf . Note that the mass of Dirac
quasiparticles �t1 is renormalized to be �t01 due to the near-

4

Sekine, Nomura (2014)

Normal insulator

Antiferromagnet insulator

Phase diagram in mean-field approximation



Dirac dispersion relation at X points of Brillouin zone

This gives the dispersion relation of the bulk electron. It is found that, at the so-called
Xr points (r = 1, 2, 3) of the momentum space, k⃗X1 = 2π

a (1, 0, 0), k⃗X2 = 2π
a (0, 1, 0), k⃗X3 =

2π
a (0, 0, 1), which are located at the boundary of the Brillouin zone, we obtain E± = 0 in the
limit of δt = 0. Thus this material is regarded as a semimetal in this limit. For example,
the dispersion relation around k⃗ = k⃗X1 is given by

E±(q⃗) = ±
√
(tqx)2 + 4λ2(q2y + q2z) + (δt)2, (34)

where we have taken k⃗ = k⃗X1 + q⃗. Thus nonzero δt gives the energy gap between two energy
bands, which makes the material the bulk insulator (topological insulator, actually).

3.2 Axionic excitation in antiferromagnetic phase

It is expected that the inclusion of Hubbard interactionHU may lead to the antiferromagnetic
ordering. Actually it is found that antiferromagnetic phase appears for sizable U/t in the
mean field approximation [8]. It is characterized by
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For example, the energy dispersion around the X̃1 point is given by

E±(q⃗) = ±
√
(tqx)2 + 4λ2(q2y + q2z) + (δt)2 + (Um1)2, (37)

where we have taken k⃗ = k⃗X̃1
+ q⃗. It is seen that there is an additional gap due to the

antiferromagnetic order.
The Hamiltonian around the X̃1 point, after appropriate change of the basis through

unitary transformation, is expressed as

HX̃1
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(q̃xα1 + q̃yα2 + q̃zα3) + δtα4 + Um1α5, (38)

where we have rescaled the momentum as tqx → q̃x/a, 2λqy → q̃y/a, 2λqz → q̃z/a. The

Hamiltonian around the X̃2 and X̃3 points can also be reduced to the same form except for
the last term, which becomes Um2α5 and Um3α5, respectively. From this Hamiltonian, we
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Xr points (r = 1, 2, 3) of the momentum space, k⃗X1 = 2π

a (1, 0, 0), k⃗X2 = 2π
a (0, 1, 0), k⃗X3 =

2π
a (0, 0, 1), which are located at the boundary of the Brillouin zone, we obtain E± = 0 in the
limit of δt = 0. Thus this material is regarded as a semimetal in this limit. For example,
the dispersion relation around k⃗ = k⃗X1 is given by

E±(q⃗) = ±
√
(tqx)2 + 4λ2(q2y + q2z) + (δt)2, (34)

where we have taken k⃗ = k⃗X1 + q⃗. Thus nonzero δt gives the energy gap between two energy
bands, which makes the material the bulk insulator (topological insulator, actually).

3.2 Axionic excitation in antiferromagnetic phase

It is expected that the inclusion of Hubbard interactionHU may lead to the antiferromagnetic
ordering. Actually it is found that antiferromagnetic phase appears for sizable U/t in the
mean field approximation [8]. It is characterized by

〈
S⃗i,A

〉
= −

〈
S⃗i,B

〉
≡ m⃗. (35)

Under this background and assuming U |m⃗| ≪ λ, the Xr points (r = 1, 2, 3) are slightly
shifted as

k⃗X̃1
=

(
2π

a
,
Um2

2λa
,−Um3

2λa

)
, k⃗X̃2

=

(
−Um1

2λa
,
2π

a
,
Um3

2λa

)
, k⃗X̃3

=

(
Um1

2λa
,−Um2

2λa
,
2π

a

)
.

(36)

For example, the energy dispersion around the X̃1 point is given by

E±(q⃗) = ±
√
(tqx)2 + 4λ2(q2y + q2z) + (δt)2 + (Um1)2, (37)

where we have taken k⃗ = k⃗X̃1
+ q⃗. It is seen that there is an additional gap due to the

antiferromagnetic order.
The Hamiltonian around the X̃1 point, after appropriate change of the basis through

unitary transformation, is expressed as

HX̃1
(q⃗) =

1

a
(q̃xα1 + q̃yα2 + q̃zα3) + δtα4 + Um1α5, (38)

where we have rescaled the momentum as tqx → q̃x/a, 2λqy → q̃y/a, 2λqz → q̃z/a. The
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Effective action

can infer the effective action for the electron so that it mimics the relativistic Dirac fermion
action as

S =

∫
d4x

∑

r=1,2,3

ψr [iγ
µ(∂µ − ieAµ)− δt− iγ5Umr]ψr. (39)

One can make a chiral rotation of the fermion to eliminate the γ5 dependent term,
ψr → eiγ5θr/2ψr. Then there appears a topological term:

S =

∫
d4x θ

αe

8π
FµνF̃

µν , θ ≡
∑

r

θr =
∑

r

tan−1

(
Umr

δt

)
. (40)

Note that the background magnetization m⃗ can fluctuate: it is a spin-wave or magnon excita-
tion, m⃗(x⃗). Then θ(x⃗) is not a constant but a dynamical field and it has an axionic coupling
to the electromagnetic field. Therefore, in this model, the magnon effectively behaves as
axion-like field.

References

[1] J. J. Quinn and K. S. Yi, “Solid State Physics: Principles and Modern Applications”,
Springer (2009).

[2] H. Watanabe and H. Murayama, Phys. Rev. Lett. 108 (2012) 251602 [arXiv:1203.0609
[hep-th]].

[3] Y. Hidaka, Phys. Rev. Lett. 110, no.9, 091601 (2013) [arXiv:1203.1494 [hep-th]].

[4] C. L. Kane and E. J. Mele, Phys. Rev. Lett. 95, no.22, 226801 (2005) [arXiv:cond-
mat/0411737 [cond-mat.mes-hall]].

[5] C. L. Kane and E. J. Mele, Phys. Rev. Lett. 95, 146802 (2005) [arXiv:cond-mat/0506581
[cond-mat.mes-hall]].

[6] L. Fu, C. Kane and E. Mele, Phys. Rev. Lett. 98, no.10, 106803 (2007) [arXiv:cond-
mat/0607699 [cond-mat.mes-hall]].

[7] L. Fu and C. Kane, Phys. Rev. B. 76, 043502 (2007) [arXiv:cond-mat/0611341 [cond-
mat.mes-hall]].

[8] A. Sekine and K. Nomura, J. Phys. Soc. Jap. 83, no.10, 104709 (2014) [arXiv:1401.4523
[cond-mat.str-el]].

8

can infer the effective action for the electron so that it mimics the relativistic Dirac fermion
action as

S =

∫
d4x

∑

r=1,2,3

ψr [iγ
µ(∂µ − ieAµ)− δt− iγ5Umr]ψr. (39)

One can make a chiral rotation of the fermion to eliminate the γ5 dependent term,
ψr → eiγ5θr/2ψr. Then there appears a topological term:

S =

∫
d4x θ

αe

8π
FµνF̃

µν , θ ≡
∑

r

θr =
∑

r

tan−1

(
Umr

δt

)
. (40)

Note that the background magnetization m⃗ can fluctuate: it is a spin-wave or magnon excita-
tion, m⃗(x⃗). Then θ(x⃗) is not a constant but a dynamical field and it has an axionic coupling
to the electromagnetic field. Therefore, in this model, the magnon effectively behaves as
axion-like field.

References

[1] J. J. Quinn and K. S. Yi, “Solid State Physics: Principles and Modern Applications”,
Springer (2009).

[2] H. Watanabe and H. Murayama, Phys. Rev. Lett. 108 (2012) 251602 [arXiv:1203.0609
[hep-th]].

[3] Y. Hidaka, Phys. Rev. Lett. 110, no.9, 091601 (2013) [arXiv:1203.1494 [hep-th]].

[4] C. L. Kane and E. J. Mele, Phys. Rev. Lett. 95, no.22, 226801 (2005) [arXiv:cond-
mat/0411737 [cond-mat.mes-hall]].

[5] C. L. Kane and E. J. Mele, Phys. Rev. Lett. 95, 146802 (2005) [arXiv:cond-mat/0506581
[cond-mat.mes-hall]].

[6] L. Fu, C. Kane and E. Mele, Phys. Rev. Lett. 98, no.10, 106803 (2007) [arXiv:cond-
mat/0607699 [cond-mat.mes-hall]].

[7] L. Fu and C. Kane, Phys. Rev. B. 76, 043502 (2007) [arXiv:cond-mat/0611341 [cond-
mat.mes-hall]].

[8] A. Sekine and K. Nomura, J. Phys. Soc. Jap. 83, no.10, 104709 (2014) [arXiv:1401.4523
[cond-mat.str-el]].

8

chiral rotation

magnon behaves as axion



Axion-magnon conversion in ATI
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L =
↵e

8⇡
(Ca✓a + Cm✓m)Fµ⌫

eFµ⌫

Magnon has interaction to photon-photon

Interaction Lagrangian

: Axion Magnon

Axion-magnon
conversion

a ✓m

B0 B0

E

a

f



4

Induced
Axion-Polaritons

Silicon Lens

THz Photons

Applied B

AF-TI
sample/ array DM axion wave

Mirror

Wide bandwidth SPD 
centering at log 
periodic antenna 

FIG. 3. Schematics of experimental concept. EM waves are
emitted from all material surfaces perpendicular to B0. A
mirror and silicon lens focus THz photons from A-TI samples
onto a single-photon detector located at the centre of a log
periodic antenna.

where ✏ = ✏
r

✏0 is the TI dielectric constant.
The driving term A = 2B0g�

p
2⇢DM/m

a

at lead-
ing order, and derives from Eq. (2) taking the DA
as an external source, with ✓

D

fixed by ⇢DM. Ne-
glecting the AQ dispersion compared to E, we di-
agonalize Eq. (6)to find �± and 2!2

±(k) = (k2/✏ +

m2
Q

+ b2)±
q

(k2/✏ + m2
Q

+ b2)2 � 4k2m2
Q

/✏, where b2 =

↵2B2
0/4⇡3✏f2

Q

[42] (see Fig 1c), and k is the Fourier conju-
gate of x. Dynamical AQs are required for the mixing: in
the absence of derivatives, ✓

Q

and E decouple in Eq. (6).
The presence of axion-polaritons can be verified using an
inverse “light shining through a wall” [76] experiment (as
described elsewhere [42]), which can measure !±(k, B0)
from the band gap.

DA-driven polariton waves in the A-TI are a combina-
tion of L, and E. In the presence of T breaking, the A-TI
surface states are gapped [42, 77]. The DA-induced sur-
face polariton E-field thus leads to emission of photons
from the surface of the A-TI, just like a dielectric halo-
scope, or dish antenna [34, 78]. If there is only one mode
at a given ! then dielectric BC’s are su�cient to compute
the photon emission from polaritons at the boundary. We
propose to detect the emitted photons by using a silicon
lens to focus them onto a wide bandwidth single photon
detector (SPD). A mirror placed behind the A-TI coher-
ently enhances the forward emission [56]. The concept is
illustrated in Fig. 3.

The material boundary conditions and mirror restrict
the allowed modes k in the A-TI. The lowest lying mode,
k0 ⇠ 1/L (where L is the system size), has the largest
integrated volume, and we define !+(k0, B0) := !0

+(B0).
The E-field power generated by resonant DA-photon con-
version on resonance, !0

+(B0) = !
a

, can be expressed
as [79], Psignal = (!/Q) ⇥ (energy stored):

Psignal =
1

2
f+QsysVe↵ |E0|2!a

, (7)

where Qsys is the loaded quality factor,  is a cou-
pling/form factor, and f+ = b2/(!2 + b2) is a mode mix-
ing factor. We expect  ⇠ 1/✏, however this could be

enhanced by 1/k2 at small k ⇠
p

✏m
a

due to resonant
mixing.

The reference power, P0 (Eq. 1) is enhanced in Eq. (7)
by two factors: first the quality factor of the AF reso-
nance; second the e↵ective volume can be far larger than
(2⇡/!)3. The volume amplification arises from the mod-
ified dispersion relation: the resonance is tuned by B0,
and is independent of the A-TI volume (the resonance
scanning requires no precision THz mechanical motion at
cryogenic temperatures). The mode mixing factor leads
to a small suppression of power, and determines the op-
timal material via b. The coupling factor, , should be
optimised in engineering of coatings, geometry, and ma-
terial ✏.

The e↵ective Qsys is due to the electric field enhance-
ment inside the A-TI due to the modified dispersion rela-
tion in Eq. 6. We assume Qsys = 105, using THz AFMR
measurements that report Q ⇠ 10 � 100 at T ⇠ 4 K, re-
ducing at lower T [80–84], and scaling Q / T�3 [81, 85–
87] down to ⇠100 mK dilution refrigerator temperatures
common in axion searches [18]. The value of Q and oper-
ating temperature will be key drivers in the final choice
of material and experimental design.

The polariton in the A-TI should be optimally coupled
to the free space electromagnetic field at the surface for
e�cient photon measurement, and material losses due
to Gilbert damping and phonon production (additional
decay channels in Fig. 1b) should be of order the photon
emission. We absorb into Ve↵ (see Eq. 1) the relevant
form factors, the e↵ect of the A-TI dielectric constant,
and any boost factor, �2, arising from the geometry [56].
For Ve↵ = 1 cm3, g

�

= 10�10 GeV�1, B0 = 2 T (!
a

=
0.8 meV, ⌫ = 210 GHz), and  = 0.01, the power is
5 ⇥ 10�22 W: about one photon every 0.3 seconds.

We use SPD to estimate the measurement sensitivity
because, at low temperatures and high frequencies, it
is more advantageous than power detection [88]. While
phase-insensitive linear amplifications are fundamentally
limited by the standard quantum limit, SPD su↵ers no
strict sensitivity limit. A high confidence detection re-
quires the dark count rate, �

d

, of the detector to be
smaller than the flux. We use �

d

= 0.001Hz, which has
been demonstrated for the quantum dot detector in THz
regime at 0.05 K [89]. A wider bandwidth, lower dark
count SPD using graphene-based Josephson junction [90]
has the potential to improve significantly the search for
heavy dark axions in the future, including our proposal.

We propose to shield backgrounds by placing the entire
apparatus in a cryostat, and then measure the baseline
photon count at B0 = 0. Measuring the dependence of
the signal on B0 and other features of the theoretical DA
lineshape (measured using a bandpass) [17, 18, 91] will
allow candidate lines to be distinguished from signal.

The range of axion masses accessible to our tech-
nique depends on the scaling of material properties
with B0. We take 1 T < B0 < 10 T with stability
�B0 = 10�3T over the volume, which has been demon-
strated [18, 92]. For the parameters of (Bi1�x

Fe
x

)2Se3

Marsh et al. (2018)

2

and magnetic TI heterostructures [47]. The signatures
of the topological magnetoelectric e↵ect, a.k.a. static
axion electrodynamics, were recently reported as quan-
tized magneto-optical e↵ects in TIs [48–50], and quan-
tized magneto and electrical resistance changes in arti-
ficial antiferromagnetic heterostructures of magnetically
doped TIs [51–53]. Finally, dynamical axion quasipar-
ticles (AQ) in the form of magnetic fluctuations were
predicted in magnetically doped TIs (MTI) [42], spin-
orbit coupled Mott insulators [54], and in MTI superlat-
tices [47].

We propose to use AQs in antiferromagnetically doped
TIs (A-TI) to detect DAs. The conversion process of
DAs to visible photons is shown in Fig. 1(b). Anti-
ferromagnets provide the correct THz frequency range
owing to the resonance frequency exchange enhance-
ment ! ⇠

p
(2H

E

+ H
A

)H
A

(H
E

, H
A

are exchange and
anisotropy fields respectively). Inside the A-TI, AQs mix
with the electric field E and generate (quasi-particle)
axion-polaritons (AP, see Fig. 1a,b), �± [42] (see also
Ref. [55]). When !±(k, B0) = !

a

, the conversion pro-
cess is resonantly enhanced by Q = !/�, where � is the
polariton damping (width). If the allowed values of k
are restricted by the geometry, then the lowest value of
k ⇠ 1/L can facilitate resonant conversion of DAs to APs
in volumes much larger than (c/THz)3. The combination
of Q and V allows the signal power to be greatly enhanced
compared to P0. The APs convert into propagating pho-
tons due to the boundary conditions (B.C.’s) [56], and
can be detected. As we will now show, this detection
strategy gives access to a unique part of DA parameter
space.

We begin by defining an axionic field ✓
i

by the coupling
to the electromagnetic Chern-Simons (CS) term gener-
ated by the loop Fig. 1(a):

SCS =
X

i=D,Q

↵

⇡
C

i

Z
d4x✓

i

E · B , (2)

where E,B are electric and magnetic fields. ✓
D

, is a pseu-
doscalar pseudo-Goldstone boson with a non-vanishing
electromagnetic chiral anomaly [12–14, 57, 58]. The cou-
pling C

i

is dimensionless: the dimensionful axion-photon
coupling is defined by g

�

= C
i

↵/2⇡f
i

. C
D

is a model-
dependent constant taking the values CKSVZ = �1.92
and CDFSZ = 0.75, and f

i

= f
a

. For the AQ, we define
C

Q

= 1.
Other DA couplings to ordinary matter [10, 59, 60]

could also a↵ect the A-TI. Nuclear spin couplings lead to
resonance at the Larmor frequency, which with B . 20
T gives ⌫ . 100 MHz [39, 60], far below the DA fre-
quency at 1 meV. The axion-electron coupling induces
DA absorption in Dirac semi-metals [61]. The parameter
space with significant absorption, however, is excluded
by astrophysical constraints. Thus we neglect the direct
nuclear and electron DA couplings.

The criteria for generating AQs in condensed matter
as suggested by Wilczek are [62]: (i) e↵ective action in

�5
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Induced field Spin waveDark axion Photons
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Q
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FIG. 1. (a) The chiral anomaly [57, 58]. ✓ is a pseudoscalar
chirally coupled to charged Dirac fermions,  . With ap-
plied B0, ✓ mixes with E leading to the existence of axion-
polaritons, �±, in the case of ✓

Q

and the production of pho-
tons in the case of ✓

D

. (b) Resonant enhancement of DA-
photon conversion. Coloured text refers to Fig. 3. Inside
the A-TI the DA couples to the mixed states �± shown in
the shaded circle. Conversion is resonantly enhanced when
p2 = !2

a

= !+(k,B0)
2, represented by the polariton propaga-

tor. At the A-TI dielectric boundary, polaritons convert to
propagating photons, due to boundary conditions (B.C.’s) [56]
represented here by the vertex. (c) The axion-polariton dis-
persion relation for !±(k,B0) [42]. Scanning the applied B0

field tunes !+(k = 0) in the range 0.7 to 3.5 meV and scans
the resonance.

the form of Eq. (2) (ii) realization of the Dirac equation
for electrons and (iii) tuneable Dirac masses.

Criterion (i) can be met in general in magnetoelec-
tric materials with nonzero diagonal components of the

magnetoelectric polarisability tensor ↵
ij

=
⇣

@M

j

@E

i

⌘

B=0
=

⇣
@P

i

@B

j

⌘

E=0
, where M, P are magnetization and electric

polarisation. Since ✓
Q

is odd under spatial inversion P
and time reversal T , and the physical observables ⇠ eiS/~

(where S is the action) are defined modulo 2⇡, the CS
term can be nonzero in (a) magnetoelectric matetials
with a magnetic point groups with broken P, and broken
T where ✓ is nonquantized, (b) ✓ = ⇡ can be taken as a
defining property of T -invariant TIs [43, 48].

Criterion (ii) can be realised in Dirac quasiparticle ma-
terials such as TIs where the simultaneous presence of P,
and T symmetries protects the Kramers double degener-
acy of the bulk Dirac bands, while at the surfaces realise
T protected 2D Dirac quasiparticle helical states [63]. To
satisfy (iii) and generate dynamical axion fields, gradients
of ✓ need also be generated dynamically, one possibility
being magnetic fluctuations [42, 47, 54]. In such a case,
✓

Q

is the pseudoscalar component of the spin wave.
To simultaneously satisfy all three criteria for AQs we
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FIG. 2. Axion spin wave Dirac quasiparticle antiferromag-
nets. (a) Band structure of tuneable Dirac quasiparticles.
TI: � = 0.5, �t1 = 0.4, Um = 0. AQ: � = 0.5, �t1 =
0.4, 0 < Um < 0.25. Inset: Antiferromagnetic diamond lat-
tice with marked PT symmetry. (b) Crystal of AF doped
(Bi1�x

Fe
x

)2Se3 exhibits the same magnetic point group sym-
metry as (a).

identify Dirac quasiparticle antiferromagnets as suitable
candidates [64–66]. We consider a Dirac antiferromag-
netic insulator with P and T symmetry broken and thus
magnetoelectric point group, but importantly the com-
bination PT preserved, with a generic electronic Dirac
Hamiltonian H(k) =

P
i=1,..,5 A

i

(k)�
i

, where �
i

are
Dirac matrices and A

i

(k) parameterise the band struc-
ture. The antiferromagnetic coupling couples in proper
basis choice to �5 in the Dirac Hamiltonian [42, 66].

As a particular realization we consider the antiferro-
magnetic Fu-Kane-Mele Hubbard [67] model on the bi-
partite (orbital degree of freedom ⌧) diamond lattice
with two spins per lattice site � [66, 68]. The anti-
ferromagnetism breaks T , and P, but preserves PT as
marked by the red ball in Fig. 2(a) and thus preserves
the form of the Dirac Hamiltonian. The Hamiltonian
with a Hubbard term treated on a mean-field level reads:
H = �

�
A(k) � U

�

m
�
·�⌧

z

+tRef(k)⌧
x

+tImf(k)⌧
y

, where
the nearest neighbour hopping on the diamond lattice
(cf. Fig. 2,a) f(k) =

P
j=1,..,4(t + �t

j

)eik·d
j (d

j

be-
ing the four nearest neighbour vectors), A

x

(k, Um
x

) =

4 sin k

x

2

⇣
cos k

y

2 � cos k

z

2

⌘
plus cyclic permutations, U is

Hubbard correlation strength, � is strength of the spin-
orbit coupling, and �t

j

represent the renormalization of
the hopping due the deformation of the AB bond. The
AQ has a mean value given by ✓

Q

= ⇡

2 [1 + sign(�t1)] �
arctan(Um

�t1
) [66]. It was shown that the fluctuations in

the Néel order parameter L ⇠ m
A

�m
B

(with axis along

z) can be within approximation U |m|
�

<< 1 related to dy-

namical fluctuations of ✓
Q

[42, 66]:

�✓
Q

⇠ 2

3

X

i=x,y,z

Um
i

. (3)

The band structure of our model is shown in Fig. 2(a)
for a realistic range of e↵ective exchange coupling Um ⇠
0�0.40 and illustrates the tuning of the Dirac bands with
a Dirac point shifted slightly o↵ the X (⇠ Um/2�) point
due to the e↵ect of antiferromagnetism. The AQ spin
wave (SW) [69–71] dispersion on the diamond lattice is

~!
Q

A

⇡ gµ
B

H0±
q

(8SJf(0) + gµ
B

H
A

)2 � (8SJf(q))2,
(4)

where g ⇡ 1 is the Landé factor, µ
B

is the Bohr magne-
ton, H

E

= 8SJ , and q is the spin wave wave-vector. The
AQ-SW tunes, in a first-order approximation, only the z-
component of the L / M

A

�M
B

order parameter [42, 66]
(where M

A,B

is the magentization on A, B sublattices),
which therefore tunes the Dirac mass as schematically
illustrated by the shaded region in Fig. 2(a).

No antiferromagnetic bulk dynamical axionic insulator
has yet been identified in the lab. Remarkably, however,
our model has exactly the same magnetic point group,
3

0
1m0, as the mean-field medium of Fe-doped Bi2Se3.

This can be seen by deforming the face centred cubic
primitive unit cell (Fig. 2,a) along the [111] direction
to produce the rhombohedral unit cell of tetradymite
Bi2Se3 (Fig. 2,b). It can be shown that the antifer-
romagnetism couples to the same �5 matrix as in our
model [42], and applying the Neumann principle gives
axion-field favourable nonzero diagonal symmetric ele-
ments to ↵

ij

, and leads to the analogous expression for
the AQ-SW field, Eq. (3).
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in the presence of an applied
magnetic field, B0, and external DA source, we find the
system of equations derived from the action take the form
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identify Dirac quasiparticle antiferromagnets as suitable
candidates [64–66]. We consider a Dirac antiferromag-
netic insulator with P and T symmetry broken and thus
magnetoelectric point group, but importantly the com-
bination PT preserved, with a generic electronic Dirac
Hamiltonian H(k) =
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, where �
i

are
Dirac matrices and A
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(k) parameterise the band struc-
ture. The antiferromagnetic coupling couples in proper
basis choice to �5 in the Dirac Hamiltonian [42, 66].

As a particular realization we consider the antiferro-
magnetic Fu-Kane-Mele Hubbard [67] model on the bi-
partite (orbital degree of freedom ⌧) diamond lattice
with two spins per lattice site � [66, 68]. The anti-
ferromagnetism breaks T , and P, but preserves PT as
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The band structure of our model is shown in Fig. 2(a)
for a realistic range of e↵ective exchange coupling Um ⇠
0�0.40 and illustrates the tuning of the Dirac bands with
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AQ-SW tunes, in a first-order approximation, only the z-
component of the L / M
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order parameter [42, 66]
(where M

A,B

is the magentization on A, B sublattices),
which therefore tunes the Dirac mass as schematically
illustrated by the shaded region in Fig. 2(a).

No antiferromagnetic bulk dynamical axionic insulator
has yet been identified in the lab. Remarkably, however,
our model has exactly the same magnetic point group,
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1m0, as the mean-field medium of Fe-doped Bi2Se3.

This can be seen by deforming the face centred cubic
primitive unit cell (Fig. 2,a) along the [111] direction
to produce the rhombohedral unit cell of tetradymite
Bi2Se3 (Fig. 2,b). It can be shown that the antifer-
romagnetism couples to the same �5 matrix as in our
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ning !±(B0) (see Fig. 1,c) requires specifying m

s

(B0)
and f

Q

(B0). For (Bi1�x
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Including the usual Maxwell term, linearizing for small
fluctuations in E and ✓
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FIG. 3. Schematics of experimental concept. EM waves are
emitted from all material surfaces perpendicular to B0. A
mirror and silicon lens focus THz photons from A-TI samples
onto a single-photon detector located at the centre of a log
periodic antenna.

where ✏ = ✏
r

✏0 is the TI dielectric constant.
The driving term A = 2B0g�

p
2⇢DM/m

a

at lead-
ing order, and derives from Eq. (2) taking the DA
as an external source, with ✓

D

fixed by ⇢DM. Ne-
glecting the AQ dispersion compared to E, we di-
agonalize Eq. (6)to find �± and 2!2
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[42] (see Fig 1c), and k is the Fourier conju-
gate of x. Dynamical AQs are required for the mixing: in
the absence of derivatives, ✓

Q

and E decouple in Eq. (6).
The presence of axion-polaritons can be verified using an
inverse “light shining through a wall” [76] experiment (as
described elsewhere [42]), which can measure !±(k, B0)
from the band gap.

DA-driven polariton waves in the A-TI are a combina-
tion of L, and E. In the presence of T breaking, the A-TI
surface states are gapped [42, 77]. The DA-induced sur-
face polariton E-field thus leads to emission of photons
from the surface of the A-TI, just like a dielectric halo-
scope, or dish antenna [34, 78]. If there is only one mode
at a given ! then dielectric BC’s are su�cient to compute
the photon emission from polaritons at the boundary. We
propose to detect the emitted photons by using a silicon
lens to focus them onto a wide bandwidth single photon
detector (SPD). A mirror placed behind the A-TI coher-
ently enhances the forward emission [56]. The concept is
illustrated in Fig. 3.

The material boundary conditions and mirror restrict
the allowed modes k in the A-TI. The lowest lying mode,
k0 ⇠ 1/L (where L is the system size), has the largest
integrated volume, and we define !+(k0, B0) := !0

+(B0).
The E-field power generated by resonant DA-photon con-
version on resonance, !0

+(B0) = !
a

, can be expressed
as [79], Psignal = (!/Q) ⇥ (energy stored):
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where Qsys is the loaded quality factor,  is a cou-
pling/form factor, and f+ = b2/(!2 + b2) is a mode mix-
ing factor. We expect  ⇠ 1/✏, however this could be

enhanced by 1/k2 at small k ⇠
p

✏m
a

due to resonant
mixing.

The reference power, P0 (Eq. 1) is enhanced in Eq. (7)
by two factors: first the quality factor of the AF reso-
nance; second the e↵ective volume can be far larger than
(2⇡/!)3. The volume amplification arises from the mod-
ified dispersion relation: the resonance is tuned by B0,
and is independent of the A-TI volume (the resonance
scanning requires no precision THz mechanical motion at
cryogenic temperatures). The mode mixing factor leads
to a small suppression of power, and determines the op-
timal material via b. The coupling factor, , should be
optimised in engineering of coatings, geometry, and ma-
terial ✏.

The e↵ective Qsys is due to the electric field enhance-
ment inside the A-TI due to the modified dispersion rela-
tion in Eq. 6. We assume Qsys = 105, using THz AFMR
measurements that report Q ⇠ 10 � 100 at T ⇠ 4 K, re-
ducing at lower T [80–84], and scaling Q / T�3 [81, 85–
87] down to ⇠100 mK dilution refrigerator temperatures
common in axion searches [18]. The value of Q and oper-
ating temperature will be key drivers in the final choice
of material and experimental design.

The polariton in the A-TI should be optimally coupled
to the free space electromagnetic field at the surface for
e�cient photon measurement, and material losses due
to Gilbert damping and phonon production (additional
decay channels in Fig. 1b) should be of order the photon
emission. We absorb into Ve↵ (see Eq. 1) the relevant
form factors, the e↵ect of the A-TI dielectric constant,
and any boost factor, �2, arising from the geometry [56].
For Ve↵ = 1 cm3, g
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= 10�10 GeV�1, B0 = 2 T (!
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=
0.8 meV, ⌫ = 210 GHz), and  = 0.01, the power is
5 ⇥ 10�22 W: about one photon every 0.3 seconds.

We use SPD to estimate the measurement sensitivity
because, at low temperatures and high frequencies, it
is more advantageous than power detection [88]. While
phase-insensitive linear amplifications are fundamentally
limited by the standard quantum limit, SPD su↵ers no
strict sensitivity limit. A high confidence detection re-
quires the dark count rate, �

d

, of the detector to be
smaller than the flux. We use �

d

= 0.001Hz, which has
been demonstrated for the quantum dot detector in THz
regime at 0.05 K [89]. A wider bandwidth, lower dark
count SPD using graphene-based Josephson junction [90]
has the potential to improve significantly the search for
heavy dark axions in the future, including our proposal.

We propose to shield backgrounds by placing the entire
apparatus in a cryostat, and then measure the baseline
photon count at B0 = 0. Measuring the dependence of
the signal on B0 and other features of the theoretical DA
lineshape (measured using a bandpass) [17, 18, 91] will
allow candidate lines to be distinguished from signal.

The range of axion masses accessible to our tech-
nique depends on the scaling of material properties
with B0. We take 1 T < B0 < 10 T with stability
�B0 = 10�3T over the volume, which has been demon-
strated [18, 92]. For the parameters of (Bi1�x
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)2Se3 exhibits the same magnetic point group sym-
metry as (a).

identify Dirac quasiparticle antiferromagnets as suitable
candidates [64–66]. We consider a Dirac antiferromag-
netic insulator with P and T symmetry broken and thus
magnetoelectric point group, but importantly the com-
bination PT preserved, with a generic electronic Dirac
Hamiltonian H(k) =

P
i=1,..,5 A
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, where �
i

are
Dirac matrices and A

i

(k) parameterise the band struc-
ture. The antiferromagnetic coupling couples in proper
basis choice to �5 in the Dirac Hamiltonian [42, 66].

As a particular realization we consider the antiferro-
magnetic Fu-Kane-Mele Hubbard [67] model on the bi-
partite (orbital degree of freedom ⌧) diamond lattice
with two spins per lattice site � [66, 68]. The anti-
ferromagnetism breaks T , and P, but preserves PT as
marked by the red ball in Fig. 2(a) and thus preserves
the form of the Dirac Hamiltonian. The Hamiltonian
with a Hubbard term treated on a mean-field level reads:
H = �
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A(k) � U
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, where
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The band structure of our model is shown in Fig. 2(a)
for a realistic range of e↵ective exchange coupling Um ⇠
0�0.40 and illustrates the tuning of the Dirac bands with
a Dirac point shifted slightly o↵ the X (⇠ Um/2�) point
due to the e↵ect of antiferromagnetism. The AQ spin
wave (SW) [69–71] dispersion on the diamond lattice is
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where g ⇡ 1 is the Landé factor, µ
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is the Bohr magne-
ton, H

E

= 8SJ , and q is the spin wave wave-vector. The
AQ-SW tunes, in a first-order approximation, only the z-
component of the L / M
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order parameter [42, 66]
(where M

A,B

is the magentization on A, B sublattices),
which therefore tunes the Dirac mass as schematically
illustrated by the shaded region in Fig. 2(a).

No antiferromagnetic bulk dynamical axionic insulator
has yet been identified in the lab. Remarkably, however,
our model has exactly the same magnetic point group,
3

0
1m0, as the mean-field medium of Fe-doped Bi2Se3.

This can be seen by deforming the face centred cubic
primitive unit cell (Fig. 2,a) along the [111] direction
to produce the rhombohedral unit cell of tetradymite
Bi2Se3 (Fig. 2,b). It can be shown that the antifer-
romagnetism couples to the same �5 matrix as in our
model [42], and applying the Neumann principle gives
axion-field favourable nonzero diagonal symmetric ele-
ments to ↵

ij

, and leads to the analogous expression for
the AQ-SW field, Eq. (3).
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where f
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and v
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are the SW sti↵ness and velocity. Scan-
ning !±(B0) (see Fig. 1,c) requires specifying m
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)2Se3 using Eq. 4 with
doping factor at 3.5% [72], exchange of 1 meV [73]
and anisotropy of 16 meV [74], the spin wave mass is
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= [0.12(B0/2 T) + 0.6] meV. From Ref. [42] we find
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= 190 eV at B0 = 2 T, and take f2
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from
the �L kinetic term [47].

Including the usual Maxwell term, linearizing for small
fluctuations in E and ✓
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in the presence of an applied
magnetic field, B0, and external DA source, we find the
system of equations derived from the action take the form
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identify Dirac quasiparticle antiferromagnets as suitable
candidates [64–66]. We consider a Dirac antiferromag-
netic insulator with P and T symmetry broken and thus
magnetoelectric point group, but importantly the com-
bination PT preserved, with a generic electronic Dirac
Hamiltonian H(k) =

P
i=1,..,5 A

i

(k)�
i

, where �
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are
Dirac matrices and A

i

(k) parameterise the band struc-
ture. The antiferromagnetic coupling couples in proper
basis choice to �5 in the Dirac Hamiltonian [42, 66].

As a particular realization we consider the antiferro-
magnetic Fu-Kane-Mele Hubbard [67] model on the bi-
partite (orbital degree of freedom ⌧) diamond lattice
with two spins per lattice site � [66, 68]. The anti-
ferromagnetism breaks T , and P, but preserves PT as
marked by the red ball in Fig. 2(a) and thus preserves
the form of the Dirac Hamiltonian. The Hamiltonian
with a Hubbard term treated on a mean-field level reads:
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The band structure of our model is shown in Fig. 2(a)
for a realistic range of e↵ective exchange coupling Um ⇠
0�0.40 and illustrates the tuning of the Dirac bands with
a Dirac point shifted slightly o↵ the X (⇠ Um/2�) point
due to the e↵ect of antiferromagnetism. The AQ spin
wave (SW) [69–71] dispersion on the diamond lattice is
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where g ⇡ 1 is the Landé factor, µ
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is the Bohr magne-
ton, H
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= 8SJ , and q is the spin wave wave-vector. The
AQ-SW tunes, in a first-order approximation, only the z-
component of the L / M
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order parameter [42, 66]
(where M
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is the magentization on A, B sublattices),
which therefore tunes the Dirac mass as schematically
illustrated by the shaded region in Fig. 2(a).

No antiferromagnetic bulk dynamical axionic insulator
has yet been identified in the lab. Remarkably, however,
our model has exactly the same magnetic point group,
3

0
1m0, as the mean-field medium of Fe-doped Bi2Se3.

This can be seen by deforming the face centred cubic
primitive unit cell (Fig. 2,a) along the [111] direction
to produce the rhombohedral unit cell of tetradymite
Bi2Se3 (Fig. 2,b). It can be shown that the antifer-
romagnetism couples to the same �5 matrix as in our
model [42], and applying the Neumann principle gives
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ments to ↵
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, and leads to the analogous expression for
the AQ-SW field, Eq. (3).
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ning !±(B0) (see Fig. 1,c) requires specifying m

s

(B0)
and f

Q

(B0). For (Bi1�x

Fe
x

)2Se3 using Eq. 4 with
doping factor at 3.5% [72], exchange of 1 meV [73]
and anisotropy of 16 meV [74], the spin wave mass is
m

Q

= [0.12(B0/2 T) + 0.6] meV. From Ref. [42] we find
f

Q

= 190 eV at B0 = 2 T, and take f2
Q

/ 1/m
Q

from
the �L kinetic term [47].

Including the usual Maxwell term, linearizing for small
fluctuations in E and ✓

Q

in the presence of an applied
magnetic field, B0, and external DA source, we find the
system of equations derived from the action take the form
(see also Refs. [56, 62, 75]):

✏Ë � r2E +
↵

⇡
[B0✓̈Q

� r(r✓
Q

· B0)] = A cos !
a

t ,

✓̈
Q

� v2
Q

r2✓
Q

+ m2
Q

✓
Q

� ↵

4⇡2f2
Q

B0 · E = 0 , (6)

b2 ⌘ ↵2B2
0

4⇡3✏f2
Q
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FIG. 4. Axion parameter space. Vertical lines lines show the
projected sensitivity of our proposal using Fe doped Bi2Se3 at
⇠5T applied field for 102 s integration time with dark count
rate �

d

= 0.001 Hz. Staged designs are described in the text.
Gray shaded regions assume scanning 1 T  B0  10 T. The
KSVZ and DFSZ axion models are shown as the red band.
Existing exclusions from ADMX [17, 18], CAST [27], and su-
pernova 1987A [23] are shown as coloured regions.

given above and setting !+(k = 0) = m
a

we find
0.7 meV  m

a

 3.5 meV (the lower limit is approxi-
mately the B0 = 0 spin wave mass). Other materials
with di↵erent anisotropy field strengths can cover a wider
range of masses.

Sensitivity to g
�

is computed setting the signal to noise
ratio SNR = 3. We take the measurement time on a
single frequency ⌧ = 102 s. The full range can be scanned
in 6 months. The volume of any single, high quality,
sample of A-TI is limited to be less than 1 cm3 to achieve
homogeneous doping [93]. The sensitivity is shown in
Fig. 4 (stage-I).

Using N A-TI samples, either with a simple tiling and
use of lenses, or with coherent addition [34], the gain

in Ve↵ can increase linearly with N , with wide band re-
sponse [56]. With N = 100 (a feasible total number
for solid state synthesis [94]), the increased sensitivity is
shown in Fig. 4 (stage-II).

A further increase in Ve↵ can be achieved by surround-
ing the A-TI samples with a cavity with a volume, V

c

.
Long wavelength modes of the cavity E-field can cou-
ple to high frequency AP modes resulting in a TM010

type [95] component to the AP, allowing Ve↵ ⇡ V
c

even
with a small sample volume. In Fig. 4 (stage-III) we
show the sensitivity benefit of a Ve↵ = (0.1�dB)3 ⇡
2000(1 meV/m

a

)3 cm3. The same stage-III sensitivity
could be achieved if technology and investment allowed
for fabrication of a very large volume of A-TI.

In summary, we have shown that A-TIs can host
dynamical axionic quasiparticles which are resonantly
driven in the presence of DAs with mass of order 1
meV and emit THz photons which can be detected us-
ing an SPD, allowing A-TIs to detect dark matter. We
showed that antiferromagnetic Fe-doped Bi2Se3 satisfies
the three Wilczek criteria described earlier, and can be
used to realize a DA detector in the 0.7 to 3.5 meV range.
Fig. 4 shows the projected reach of three possible schemes
with di↵erent e↵ective volumes. Varying the applied B
field scans the resonant frequency, giving sensitivity to
axion dark matter in a parameter space inaccessible to
other methods. Future work on the material characteris-
tics (such as the anisotropy field strength) can allow for
a wider range of DA mass detection.
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Constraint on axion-like particle

Berg et al (2017)

We then implement a MARX simulation of the ACIS-I edge
observations. For this, we use the observational parameters
(date, on-axis location, and roll angle) for the longest ACIS-I
edge observation of the AGN (Chandra ObsID 11713). As all
of the four actual ACIS-I edge observations have similar
properties, we set the exposure of this MARX simulation to
200 ks, the total exposure of the actual data.

We first simulate the data without any axions present.

1. The thermal emission is simulated as a spatially extended
Gaussian with a width of 30 arcmin centered on the
AGN. It is modeled as an apec model with a
temperature T 3.5 keV= and an abundance Z=0.48.
The normalization of the model is adjusted so that it has
the same fitted strength as that for real data (as
determined above) when extracted within the region used
for the ACIS-I edge data.

2. The AGN emission is simulated as a point-source power
law. The normalization of the power law is adjusted so
that—after it has been combined with the thermal
emission and the pileup processing applied—it has the
same normalization as the real data when extracted over
the same extraction region.

3. The two individual simulations are then combined using
marxcat and the MARX pileup processing applied to
the combined simulation.

4. Counts are grouped to 500, and the combined spectrum is
fitted with the sum of a power law plus thermal emission.
The previous two steps are iterated until the fitted strength
and index of the power law matches that of the real data.

We generated a total of 50 fake data samples in this way. To
match the fitted strength of the AGN (4.7 10 ph cm s keV3 2 1 1´ - - - -

at 1 keV) required an intrinsic strength of 6.4 ´
10 ph cm s keV3 2 1 1- - - - at 1 keV. Comparison of the number
of counts within the extraction region in the MARX event files
pre- and post-pileup processing suggests an overall pileup
fraction of 15% in the data set. Nonetheless, the pileup is not
sufficient to make the spectral fit unsatisfactory (the reduced 2c
values cluster around unity for ∼250 degrees of freedom, with
the largest reduced 2c being 1.37).
As a test of an even more piled-up spectrum with a similar

number of photon counts, we also simulated data using a 100 ks
MARX exposure but with the intrinsic AGN strength doubled.
As this normalization of 12.8 10 ph cm s keV3 2 1 1´ - - - - at
1 keV is much larger than that present in the 2016 Hitomi data,
and as the AGN has been increasing in strength from 2001
onward (see Fabian et al. 2015), pileup is much greater than in
the actual 2009 data. The fit now tends to be worse, but not
terrible. Among the 50 fake data samples, the average reduced

2c is ∼1.25 for ∼250 degrees of freedom, but there are still a
few cases with a reduced 12c < .
We now repeat the MARX simulations including the effects

of axions in the data. We multiply the AGN power law with a
P g gl( ) survival probability coming from photon-ALP
conversion. As this leads to a net reduction in the number of
photons present, we adjust the intrinsic normalization upward
so that the fitted normalization matches the actual data.
For a fixed ALP coupling, we generate 50 fake data samples.

To compare these results to those described above using
Sherpa’s fake_pha command, we simulate three separate
ALP couplings: g 1, 1.5, 2 10 GeVa

12 1= ´gg
- - . In all cases,

we assume the “optimistic” magnetic field model. We directly
fit the absorbed sum of a power law and apec thermal
emission to the ACIS-I edge extraction region for the fake data

Figure 9. For a central magnetic field strength B 25 G0 m= , we show the 95% upper bounds on the ALP-photon coupling in comparison to previously obtained
bounds on ALPs.
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Constraint on hidden photon
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Figure 1: Limits on the kinetic mixing of a hidden photon with the or-

dinary photon. Figure updated from 17) with new and improved limits

from 18, 19, 20, 21). The area shaded in light red gives the area where HPs

can be cold dark matter 22).

where ✓W is the Weinberg angle. For later convenience we have also included

the coupling to the electromagnetic current jµ.

As we can see the kinetic mixing and the mass of the new particle are the

only two new parameters. The current constraints are shown in Fig. 1. In the

following sections we will sketch some of these constraints as well as prospects

for future searches.

3 A matter of convenience: a new force or photon–HP oscillations

In Eq. (3) we have introduced the somewhat unusual kinetic mixing term. To

get a better understanding it is convenient to remove this term by a suitable

field re-definition. There are two simple field re-definitions that we can use to

remove the kinetic mixing term1:

(1) Aµ ! Aµ � �Xµ.

1Here and in the following we neglect terms of the order of �2.

Jaeckel (2013)
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