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1. Introduction



After the Higgs discovery in 2012,

• The Standard model (SM) has been found to be a very good 
theory below a TeV scale

• But there’re some inconsistencies, especially cosmological 
side

+ something



Cosmological issues:

• Isotropic, homogenous, flat universe

• Baryon asymmetry

• Dark matter 

• Dark energy



Cosmological issues:
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• Dark energy• Dark matter (DM) is beyond the SM physics

• Many DM searches are ongoing 
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Figure 6: Wino-proton SI scattering cross section. Blue dashed and red solid lines rep-
resent LO and NLO results, respectively, with corresponding bands show perturbative
uncertainties. Gray band shows uncertainty resulting from the input error. Yellow shaded
area corresponds to the region in which neutrino background overcomes DM signal [32].

than 1%, and thus well controlled compared to the scalar contribution.

3.3 Scattering cross section

Finally, we evaluate the wino-nucleon SI scattering cross section, which is given by
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We plot �p

SI as function of the wino mass in Fig. 6. Additionally we indicate the parameter
region where the neutrino background dominates the the DM-nucleon scattering [32] and
then it becomes hard to detect the DM signal in the DM direct detection experiments (yel-
low shaded). Here we estimate each error by varying the scalar and twist-2 contributions
within their uncertainties evaluated above. The result shows that the large uncertainty in
the LO computation is significantly reduced once the NLO QCD corrections are included,
which is now smaller than that from the input error. In the large DM mass limit, the SI
scattering cross section converges to a constant value,
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SI = 2.3 +0.2
�0.3

+0.5
�0.4 ⇥ 10�47 cm2

, (3.55)

where the first and second terms represent the perturbative and input uncertainties, re-
spectively. As seen from Fig. 6, �p

SI has little dependence on the DM mass; its variation
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Motivations for indirect DM search (theoretical side)

• There’s a possibility to detect DM that interact with SM 
particles very weakly, i.e., to open the discussion of its 
stability

• It consists of about 27% of the total energy of the universe



10 GeV the positron fraction decreases with increasing
energy as expected from the secondary production of
cosmic rays by collision with the interstellar medium.
The positron fraction is steadily increasing from 10 to
!250 GeV. This is not consistent with only the secondary
production of positrons [17]. The behavior above 250 GeV
will become more transparent with more statistics which
will also allow improved treatment of the systematics.

Table I (see also [13]) also presents the contribution of
individual sources to the systematic error for different bins
which are added in quadrature to arrive at the total system-
atic uncertainty. As seen, the total systematic error at the
highest energies is dominated by the uncertainty in the
magnitude of the charge confusion.

Most importantly, several independent analyses were
performed on the same data sample by different study
groups. Results of these analyses are consistent with those
presented in Fig. 5 and in Table I (see also [13]).

The observation of the positron fraction increase with
energy has been reported by earlier experiments: TS93
[18], Wizard/CAPRICE [19], HEAT [20], AMS-01 [21],
PAMELA [22], and Fermi-LAT [23]. The most recent
results are presented in Fig. 5 for comparison. The accu-
racy of AMS-02 and high statistics available enable the
reported AMS-02 positron fraction spectrum to be clearly
distinct from earlier work. The AMS-02 spectrum has the
unique resolution, statistics, and energy range to provide
accurate information on new phenomena.
The accuracy of the data (Table I and [13]) enables us to

investigate the properties of the positron fraction with
different models. We present here the results of comparing
our data with a minimal model, as an example. In this
model the eþ and e# fluxes,!eþ and!e# , respectively, are
parametrized as the sum of individual diffuse power law
spectra and the contribution of a single common source
of e$:

!eþ ¼ CeþE
#!eþ þ CsE

#!se#E=Es ; (1)

!e# ¼ Ce#E
#!e# þ CsE

#!se#E=Es (2)

(with E in GeV), where the coefficients Ceþ and Ce#

correspond to relative weights of diffuse spectra for posi-
trons and electrons, respectively, and Cs to the weight of
the source spectrum; !eþ , !e# , and !s are the correspond-
ing spectral indices; and Es is a characteristic cutoff energy
for the source spectrum. With this parametrization the
positron fraction depends on five parameters. A fit to the
data in the energy range 1–350 GeV based on the number
of events in each bin yields a "2=d:f: ¼ 28:5=57 and the
following: !e# # !eþ ¼ #0:63$ 0:03, i.e., the diffuse
positron spectrum is softer, that is, less energetic with
increasing energy, than the diffuse electron spectrum;
!e# # !s ¼ 0:66$ 0:05, i.e., the source spectrum is
harder than the diffuse electron spectrum; Ceþ=Ce# ¼
0:091$ 0:001, i.e., the weight of the diffuse positron flux
amounts to !10% of that of the diffuse electron flux;
Cs=Ce# ¼ 0:0078$ 0:0012, i.e., the weight of the com-
mon source constitutes only !1% of that of the diffuse
electron flux; and 1=Es ¼ 0:0013$ 0:0007 GeV#1, corre-
sponding to a cutoff energy of 760þ1000

#280 GeV. The fit is
shown in Fig. 6 as a solid curve. The agreement between
the data and the model shows that the positron fraction
spectrum is consistent with e$ fluxes each of which is the
sum of its diffuse spectrum and a single common power
law source. No fine structures are observed in the data. The
excellent agreement of this model with the data indicates
that the model is insensitive to solar modulation effects
[24] during this period. Indeed, fitting over the energy
ranges from 0.8–350 GeV to 6.0–350 GeV does not change
the results nor the fit quality. Furthermore, fitting the data
with the same model extended to include different solar
modulation effects on positrons and electrons yields simi-
lar results. This study also shows that the slope of the
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FIG. 4 (color). (a) Stability of the measurement in the energy
range 83.2–100 GeVover wide variations of the cuts fitted with a
Gaussian of width 1.1%. (b) The positron fraction shows no
correlation with the number of selected positrons.
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FIG. 5 (color). The positron fraction compared with the most
recent measurements from PAMELA [22] and Fermi-LAT [23].
The comparatively small error bars for AMS are the quadratic
sum of the statistical and systematic uncertainties (see Table I
and [13]), and the horizontal positions are the centers of
each bin.
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the antiproton spectral index decreases more rapidly than
the proton spectral index and for the highest rigidity
interval, 60.3 ≤ jRj < 450 GV, the antiproton spectral
index is consistent with the proton spectral index.
Figure 3(a) presents the measured (p̄=p) flux ratio.

Compared with earlier experiments [2,6], the AMS results
extend the rigidity range to 450 GV with increased
precision. Figure 2 of Supplemental Material [18] shows
the low energy (< 10 GeV) part of our measured (p̄=p)
flux ratio. To minimize the systematic error for this flux
ratio we have used the 2.42 × 109 protons selected with the
same acceptance, time period, and absolute rigidity range
as the antiprotons. From 10 to 450 GV, the values of the
proton flux are identical to 1% to those in our publication
[16]. As seen from Fig. 3(a), above ∼60 GV the ratio
appears to be rigidity independent.
To estimate the lowest rigidity above which the (p̄=p)

flux ratio is rigidity independent, we use rigidity intervals
with starting rigidities from 10 GV and increasing bin by
bin. The ending rigidity for all intervals is fixed at 450 GV.
Each interval is split into two sections with a boundary
between the starting rigidity and 450 GV. Each of the two
sections is fit with a constant and we obtain two mean
values of the (p̄=p) flux ratio. The lowest starting rigidity of
the interval that gives consistent mean values at the
90% C.L. for any boundary defines the lowest limit.
This yields 60.3 GV as the lowest rigidity above which
the (p̄=p) flux ratio is rigidity independent with a mean
value of ð1.81" 0.04Þ × 10−4. To further probe the behav-
ior of the flux ratio we define the best straight line fit over a
rigidity interval as

ðp̄=pÞ ¼ Cþ kðjRj − R0Þ; ð4Þ

whereC is the value of the flux ratio atR0, k is the slope, and
R0 is chosen to minimize the correlation between the fitted
values of C and k, i.e., the mean of jRj over the interval
weighted with the statistical and uncorrelated systematic
errors. The solid red line in Fig. 3(a) shows this best straight
line fit above 60.3 GV, as determined above, together with
the 68% C.L. range of the fit parameters (shaded region).
Above 60.3 GV, R0 ¼ 91 GV. The fitted value of the slope,
k ¼ ð−0.7" 0.9Þ × 10−7 GV−1, is consistent with zero.
With the AMSmeasurements on the fluxes of all charged

elementary particles in cosmic rays, p̄, p, eþ, and e−, we
can now study the rigidity dependent behavior of different
flux ratios. The flux ratios and errors are tabulated in Tables
II and III of Supplemental Material [18]. For the antiproton-
to-positron ratio the rigidity independent interval is 60.3 ≤
jRj < 450 GV with a mean value of 0.479" 0.014. Fitting
Eq. (4) over this interval yields kðp̄=eþÞ ¼ ð−2.8" 3.2Þ×
10−4 GV−1. For the proton-to-positron ratio, the rigidity
independent interval is 59.13 ≤ jRj < 500 GVwith a mean
value of ð2.67" 0.05Þ × 103 and kðp=eþÞ ¼ ð−0.9"
1.0Þ GV−1. Both results are shown in Fig. 3(b) together
with the 68% C.L. range of the fit parameters (shaded
regions). In the study of the ratios, we have taken into
account the correlation of the errors due to uncertainty in
the ECAL energy scale in Φe" [15].
In Fig. 4 of Supplemental Material [18] we present our

measured antiproton-to-electron and proton-to-electron
flux ratios. Both of these flux ratios exhibit rigidity
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FIG. 2. The measured antiproton flux (red, left axis) compared
to the proton flux (blue, left axis) [16], the electron flux (purple,
right axis), and the positron flux (green, right axis) [15]. All the
fluxes are multiplied by R̂2.7. The fluxes show different behavior
at low rigidities while at jRj above ∼60 GV the functional
behavior of the antiproton, proton, and positron fluxes are nearly
identical and distinctly different from the electron flux. The error
bars correspond to the quadratic sum of the statistical and
systematic errors.
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FIG. 3. (a) The measured (p̄=p) flux ratio as a function of the
absolute value of the rigidity from 1 to 450 GV. The PAMELA [6]
measurement is also shown. (b) The measured (p̄=eþ) (red, left
axis) and (p=eþ) (blue, right axis) flux ratios. The solid lines show
the best fit of Eq. (4) to the data above the lowest rigidity consistent
with rigidity independence together with the 68% C.L. ranges of
the fit parameters (shaded regions). For the AMS data, the error
bars are the quadratic sum of statistical and systematic errors.
Horizontally, the data points are placed at the center of each bin.
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10 GeV the positron fraction decreases with increasing
energy as expected from the secondary production of
cosmic rays by collision with the interstellar medium.
The positron fraction is steadily increasing from 10 to
!250 GeV. This is not consistent with only the secondary
production of positrons [17]. The behavior above 250 GeV
will become more transparent with more statistics which
will also allow improved treatment of the systematics.

Table I (see also [13]) also presents the contribution of
individual sources to the systematic error for different bins
which are added in quadrature to arrive at the total system-
atic uncertainty. As seen, the total systematic error at the
highest energies is dominated by the uncertainty in the
magnitude of the charge confusion.

Most importantly, several independent analyses were
performed on the same data sample by different study
groups. Results of these analyses are consistent with those
presented in Fig. 5 and in Table I (see also [13]).

The observation of the positron fraction increase with
energy has been reported by earlier experiments: TS93
[18], Wizard/CAPRICE [19], HEAT [20], AMS-01 [21],
PAMELA [22], and Fermi-LAT [23]. The most recent
results are presented in Fig. 5 for comparison. The accu-
racy of AMS-02 and high statistics available enable the
reported AMS-02 positron fraction spectrum to be clearly
distinct from earlier work. The AMS-02 spectrum has the
unique resolution, statistics, and energy range to provide
accurate information on new phenomena.
The accuracy of the data (Table I and [13]) enables us to

investigate the properties of the positron fraction with
different models. We present here the results of comparing
our data with a minimal model, as an example. In this
model the eþ and e# fluxes,!eþ and!e# , respectively, are
parametrized as the sum of individual diffuse power law
spectra and the contribution of a single common source
of e$:

!eþ ¼ CeþE
#!eþ þ CsE

#!se#E=Es ; (1)

!e# ¼ Ce#E
#!e# þ CsE

#!se#E=Es (2)

(with E in GeV), where the coefficients Ceþ and Ce#

correspond to relative weights of diffuse spectra for posi-
trons and electrons, respectively, and Cs to the weight of
the source spectrum; !eþ , !e# , and !s are the correspond-
ing spectral indices; and Es is a characteristic cutoff energy
for the source spectrum. With this parametrization the
positron fraction depends on five parameters. A fit to the
data in the energy range 1–350 GeV based on the number
of events in each bin yields a "2=d:f: ¼ 28:5=57 and the
following: !e# # !eþ ¼ #0:63$ 0:03, i.e., the diffuse
positron spectrum is softer, that is, less energetic with
increasing energy, than the diffuse electron spectrum;
!e# # !s ¼ 0:66$ 0:05, i.e., the source spectrum is
harder than the diffuse electron spectrum; Ceþ=Ce# ¼
0:091$ 0:001, i.e., the weight of the diffuse positron flux
amounts to !10% of that of the diffuse electron flux;
Cs=Ce# ¼ 0:0078$ 0:0012, i.e., the weight of the com-
mon source constitutes only !1% of that of the diffuse
electron flux; and 1=Es ¼ 0:0013$ 0:0007 GeV#1, corre-
sponding to a cutoff energy of 760þ1000

#280 GeV. The fit is
shown in Fig. 6 as a solid curve. The agreement between
the data and the model shows that the positron fraction
spectrum is consistent with e$ fluxes each of which is the
sum of its diffuse spectrum and a single common power
law source. No fine structures are observed in the data. The
excellent agreement of this model with the data indicates
that the model is insensitive to solar modulation effects
[24] during this period. Indeed, fitting over the energy
ranges from 0.8–350 GeV to 6.0–350 GeV does not change
the results nor the fit quality. Furthermore, fitting the data
with the same model extended to include different solar
modulation effects on positrons and electrons yields simi-
lar results. This study also shows that the slope of the
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FIG. 4 (color). (a) Stability of the measurement in the energy
range 83.2–100 GeVover wide variations of the cuts fitted with a
Gaussian of width 1.1%. (b) The positron fraction shows no
correlation with the number of selected positrons.
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FIG. 5 (color). The positron fraction compared with the most
recent measurements from PAMELA [22] and Fermi-LAT [23].
The comparatively small error bars for AMS are the quadratic
sum of the statistical and systematic uncertainties (see Table I
and [13]), and the horizontal positions are the centers of
each bin.
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the antiproton spectral index decreases more rapidly than
the proton spectral index and for the highest rigidity
interval, 60.3 ≤ jRj < 450 GV, the antiproton spectral
index is consistent with the proton spectral index.
Figure 3(a) presents the measured (p̄=p) flux ratio.

Compared with earlier experiments [2,6], the AMS results
extend the rigidity range to 450 GV with increased
precision. Figure 2 of Supplemental Material [18] shows
the low energy (< 10 GeV) part of our measured (p̄=p)
flux ratio. To minimize the systematic error for this flux
ratio we have used the 2.42 × 109 protons selected with the
same acceptance, time period, and absolute rigidity range
as the antiprotons. From 10 to 450 GV, the values of the
proton flux are identical to 1% to those in our publication
[16]. As seen from Fig. 3(a), above ∼60 GV the ratio
appears to be rigidity independent.
To estimate the lowest rigidity above which the (p̄=p)

flux ratio is rigidity independent, we use rigidity intervals
with starting rigidities from 10 GV and increasing bin by
bin. The ending rigidity for all intervals is fixed at 450 GV.
Each interval is split into two sections with a boundary
between the starting rigidity and 450 GV. Each of the two
sections is fit with a constant and we obtain two mean
values of the (p̄=p) flux ratio. The lowest starting rigidity of
the interval that gives consistent mean values at the
90% C.L. for any boundary defines the lowest limit.
This yields 60.3 GV as the lowest rigidity above which
the (p̄=p) flux ratio is rigidity independent with a mean
value of ð1.81" 0.04Þ × 10−4. To further probe the behav-
ior of the flux ratio we define the best straight line fit over a
rigidity interval as

ðp̄=pÞ ¼ Cþ kðjRj − R0Þ; ð4Þ

whereC is the value of the flux ratio atR0, k is the slope, and
R0 is chosen to minimize the correlation between the fitted
values of C and k, i.e., the mean of jRj over the interval
weighted with the statistical and uncorrelated systematic
errors. The solid red line in Fig. 3(a) shows this best straight
line fit above 60.3 GV, as determined above, together with
the 68% C.L. range of the fit parameters (shaded region).
Above 60.3 GV, R0 ¼ 91 GV. The fitted value of the slope,
k ¼ ð−0.7" 0.9Þ × 10−7 GV−1, is consistent with zero.
With the AMSmeasurements on the fluxes of all charged

elementary particles in cosmic rays, p̄, p, eþ, and e−, we
can now study the rigidity dependent behavior of different
flux ratios. The flux ratios and errors are tabulated in Tables
II and III of Supplemental Material [18]. For the antiproton-
to-positron ratio the rigidity independent interval is 60.3 ≤
jRj < 450 GV with a mean value of 0.479" 0.014. Fitting
Eq. (4) over this interval yields kðp̄=eþÞ ¼ ð−2.8" 3.2Þ×
10−4 GV−1. For the proton-to-positron ratio, the rigidity
independent interval is 59.13 ≤ jRj < 500 GVwith a mean
value of ð2.67" 0.05Þ × 103 and kðp=eþÞ ¼ ð−0.9"
1.0Þ GV−1. Both results are shown in Fig. 3(b) together
with the 68% C.L. range of the fit parameters (shaded
regions). In the study of the ratios, we have taken into
account the correlation of the errors due to uncertainty in
the ECAL energy scale in Φe" [15].
In Fig. 4 of Supplemental Material [18] we present our

measured antiproton-to-electron and proton-to-electron
flux ratios. Both of these flux ratios exhibit rigidity
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FIG. 2. The measured antiproton flux (red, left axis) compared
to the proton flux (blue, left axis) [16], the electron flux (purple,
right axis), and the positron flux (green, right axis) [15]. All the
fluxes are multiplied by R̂2.7. The fluxes show different behavior
at low rigidities while at jRj above ∼60 GV the functional
behavior of the antiproton, proton, and positron fluxes are nearly
identical and distinctly different from the electron flux. The error
bars correspond to the quadratic sum of the statistical and
systematic errors.

|Rigidity| [GV]

100 200 300 400 500

-510

-110

-210

410

310

-410

AMS-02

PAMELA

(a)

(b)

+

0

p Φ 
/Φ

   r
at

io
 

e+pΦ /Φ    e

+pΦ /Φ    e

+
p Φ 
/Φ

   r
at

io
 

e
Φ 

/Φ
  r

at
io

 
p

p

FIG. 3. (a) The measured (p̄=p) flux ratio as a function of the
absolute value of the rigidity from 1 to 450 GV. The PAMELA [6]
measurement is also shown. (b) The measured (p̄=eþ) (red, left
axis) and (p=eþ) (blue, right axis) flux ratios. The solid lines show
the best fit of Eq. (4) to the data above the lowest rigidity consistent
with rigidity independence together with the 68% C.L. ranges of
the fit parameters (shaded regions). For the AMS data, the error
bars are the quadratic sum of statistical and systematic errors.
Horizontally, the data points are placed at the center of each bin.
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Figure 1: Upper three panels: Contour lines of 68th, 95th, and 99th percentile of

the likelihood function (the chi-squared distribution) for the wino decays through the

interactions L
1

L
2

Ec
i (top-left panel), L

3

L
1

Ec
i (top-right panel), and L

3

L
2

Ec
i (middle left

panel), where i = 1, 2, and 3. See text for gray and yellow shaded regions. Lower three

panels: The positron fraction (middle-right panel), the electron flux (bottom-left panel),

and the positron flux (bottom-right panel) with the latest AMS-02 data for the decay

through the interaction L
3

L
1

Ec
2

. See text for red solid lines and red shaded regions.

5

Figure 3: The antiproton to proton ratio in the Wino DM scenario for MIN (top), MED
(middle) and MAX (bottom) propagation models. Red lines are those for the Wino mass
of 2.9 TeV, while blue lines are those for the Wino mass of 2.2 TeV (MIN), 1.7 TeV (MED),
and 1.2 TeV (MAX). The solid lines are signal plus background, while the dashed lines
are signal-only. The background is shown in the green line, and the AMS-02 data are
shown by the cyan points.
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the antiproton spectral index decreases more rapidly than
the proton spectral index and for the highest rigidity
interval, 60.3 ≤ jRj < 450 GV, the antiproton spectral
index is consistent with the proton spectral index.
Figure 3(a) presents the measured (p̄=p) flux ratio.

Compared with earlier experiments [2,6], the AMS results
extend the rigidity range to 450 GV with increased
precision. Figure 2 of Supplemental Material [18] shows
the low energy (< 10 GeV) part of our measured (p̄=p)
flux ratio. To minimize the systematic error for this flux
ratio we have used the 2.42 × 109 protons selected with the
same acceptance, time period, and absolute rigidity range
as the antiprotons. From 10 to 450 GV, the values of the
proton flux are identical to 1% to those in our publication
[16]. As seen from Fig. 3(a), above ∼60 GV the ratio
appears to be rigidity independent.
To estimate the lowest rigidity above which the (p̄=p)

flux ratio is rigidity independent, we use rigidity intervals
with starting rigidities from 10 GV and increasing bin by
bin. The ending rigidity for all intervals is fixed at 450 GV.
Each interval is split into two sections with a boundary
between the starting rigidity and 450 GV. Each of the two
sections is fit with a constant and we obtain two mean
values of the (p̄=p) flux ratio. The lowest starting rigidity of
the interval that gives consistent mean values at the
90% C.L. for any boundary defines the lowest limit.
This yields 60.3 GV as the lowest rigidity above which
the (p̄=p) flux ratio is rigidity independent with a mean
value of ð1.81" 0.04Þ × 10−4. To further probe the behav-
ior of the flux ratio we define the best straight line fit over a
rigidity interval as

ðp̄=pÞ ¼ Cþ kðjRj − R0Þ; ð4Þ

whereC is the value of the flux ratio atR0, k is the slope, and
R0 is chosen to minimize the correlation between the fitted
values of C and k, i.e., the mean of jRj over the interval
weighted with the statistical and uncorrelated systematic
errors. The solid red line in Fig. 3(a) shows this best straight
line fit above 60.3 GV, as determined above, together with
the 68% C.L. range of the fit parameters (shaded region).
Above 60.3 GV, R0 ¼ 91 GV. The fitted value of the slope,
k ¼ ð−0.7" 0.9Þ × 10−7 GV−1, is consistent with zero.
With the AMSmeasurements on the fluxes of all charged

elementary particles in cosmic rays, p̄, p, eþ, and e−, we
can now study the rigidity dependent behavior of different
flux ratios. The flux ratios and errors are tabulated in Tables
II and III of Supplemental Material [18]. For the antiproton-
to-positron ratio the rigidity independent interval is 60.3 ≤
jRj < 450 GV with a mean value of 0.479" 0.014. Fitting
Eq. (4) over this interval yields kðp̄=eþÞ ¼ ð−2.8" 3.2Þ×
10−4 GV−1. For the proton-to-positron ratio, the rigidity
independent interval is 59.13 ≤ jRj < 500 GVwith a mean
value of ð2.67" 0.05Þ × 103 and kðp=eþÞ ¼ ð−0.9"
1.0Þ GV−1. Both results are shown in Fig. 3(b) together
with the 68% C.L. range of the fit parameters (shaded
regions). In the study of the ratios, we have taken into
account the correlation of the errors due to uncertainty in
the ECAL energy scale in Φe" [15].
In Fig. 4 of Supplemental Material [18] we present our

measured antiproton-to-electron and proton-to-electron
flux ratios. Both of these flux ratios exhibit rigidity
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FIG. 2. The measured antiproton flux (red, left axis) compared
to the proton flux (blue, left axis) [16], the electron flux (purple,
right axis), and the positron flux (green, right axis) [15]. All the
fluxes are multiplied by R̂2.7. The fluxes show different behavior
at low rigidities while at jRj above ∼60 GV the functional
behavior of the antiproton, proton, and positron fluxes are nearly
identical and distinctly different from the electron flux. The error
bars correspond to the quadratic sum of the statistical and
systematic errors.
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FIG. 3. (a) The measured (p̄=p) flux ratio as a function of the
absolute value of the rigidity from 1 to 450 GV. The PAMELA [6]
measurement is also shown. (b) The measured (p̄=eþ) (red, left
axis) and (p=eþ) (blue, right axis) flux ratios. The solid lines show
the best fit of Eq. (4) to the data above the lowest rigidity consistent
with rigidity independence together with the 68% C.L. ranges of
the fit parameters (shaded regions). For the AMS data, the error
bars are the quadratic sum of statistical and systematic errors.
Horizontally, the data points are placed at the center of each bin.
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FIG. 1: Comparison of the best fit of the p̄/p ratio to the AMS-02 data [14], with a DM component (left panel) and
without DM (right panel). The lower panels show the corresponding residuals. The fit is performed between the

dotted lines, i.e., for rigidities 5GV  R  10TV. The grey bands around the best fit indicate the 1 and 2�
uncertainty, respectively. The dashed black line (labeled “�� = 0 MV”) shows the best fit without correction for

solar modulation. The solid red line shows the best fit DM contribution. We also show, for comparison, the
contribution from astrophysical tertiary antiprotons denoted by the dot-dashed line.

not reduce the evidence for a DM matter component in
the antiproton flux, and modifies only slightly the pre-
ferred ranges of DM mass and annihilation cross-section,

FIG. 2: Best fit regions (1, 2 and 3�) for a DM
component of the antiproton flux, using the antiproton
cross-section models of [40] (Tan & Ng), [41] (di Mauro
et al.), and [42] (Kachelriess et al.). For comparison, we
also show the best fit region of the DM interpretation of

the Galactic center gamma-ray excess [38], and the
thermal value of the annihilation cross-section,

h�vi ⇡ 3⇥ 10�26 cm3s�1.

see FIG. 2. This represents an important test, since the
cross-sections used are quite different in nature. While
those of [40, 41] are based on a phenomenological param-
eterization of the available cross-section data, the cross
section of [42] is based on a physical model implemented
through Monte Carlo generators. While this check does
not exhaust the range of possible systematics related to
the antiproton cross-section, a more robust assessment
of this issue requires more accurate and comprehensive
experimental antiproton cross-section measurements.

From TABLE I we note that including a DM compo-
nent induces a shift in some of the propagation param-
eters. In particular the slope of the diffusion coefficient,
�, changes by about 30% from a value of � ⇡ 0.36 with-
out DM to � ⇡ 0.25 when DM is included. This stresses
the importance of fitting at the same time DM and CR
background. The changes induced by a DM component
in the other CR propagation parameters are less than
about 10%. More details are reported in the supplemen-
tary material.

As a further estimate of systematic uncertainties, we
have extended the fit range down to a rigidity of R =
1GV. In this case, the fit excludes a significant DM com-
ponent in the antiproton flux. This can be understood
from the residuals for this case, which are very similar to
the ones shown in the right panel of FIG. 1. Clearly, the
excess feature at R ⇡ 18GV, responsible for the DM pref-
erence in the default case, still remains. The reason why

indication of a DM signal for DM masses near 80 GeV
Cuoco, Krämer, Korsmeier ’17

Cui, Yuan, Tsai, Fan ’17
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Are those really DM signals?

We may check with other observables

Today’s topic

DM search using extragalactic gamma rays

(including local galaxy distributions)
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Important ingredients for our study:

c). Tomographic cross-correlation using local galaxy distribution

b). Astrophysical sources in the extragalactic region

a). Inverse-Compton (IC)    -rays in the �

Cuoco, Xia, Regis, Branchini, Fornengo, Viel ’15



Important ingredients for our study:

c). Tomographic cross-correlation using local galaxy distribution

b). Astrophysical sources in the extragalactic region

a). Inverse-Compton (IC)    -rays in the extragalactic region�
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2. Part I:  
DM and the extragalactic gamma rays
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2. Assume that high energy       are produced by decay or annihilation of DMe±
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1. About 27% of the total energy of the universe is DM 

3. They hit the CMB photons and produce high energy    -rays

2. Assume that high energy       are produced by decay or annihilation of DMe±

�

e± �
IC scattering

a). Inverse-Compton (IC)    -rays in the extragalactic region�



• The story is very simple

• If we specify DM model, the QED tells us the IC spectrum 
exactly especially for decaying DM

• A good tool to test DM scenarios which accommodate the 
anomalous positron or antiproton excess

KI, Matsumoto, Moroi ’09
Profumo, Jeltema ’09

a). Inverse-Compton (IC)    -rays in the extragalactic region�

e± �



DM model

• Mass

• Lifetime/annihilation cross 
section

• Decay modes

IC scattering

a). Inverse-Compton (IC)    -rays in the extragalactic region� flux mass
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Gamma-ray spectrum in various DM models
Ando, KI ’15
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Important ingredients for our study:

c). Tomographic cross-correlation using local galaxy distribution

b). Astrophysical sources in the extragalactic region
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- Blazars

- Star-forming galaxies (SFG)

- Misaligned active galactic nuclei (mAGN)

M. Ajello et al. ’12, ’13 & ’15

Fermi-LAT ’12

C. Gruppioni et al. ’13

Tomborra, Ando, Murase ’14

Inoue ’11

Mauro, Calore, Donato, Ajello, Latronico ’14

They are determined due to recent updates in multi-
frequency measurements of gamma rays

b). Astrophysical sources in the extragalactic region



Blazars M. Ajello et al. ’12, ’13 & ’15

• correlation between gamma and X ray
• ~ 50% of the total EGBR
• uncertainty: ~ 30%

SFG Fermi-LAT ’12
C. Gruppioni et al. ’13

Tomborra, Ando, Murase ’14• e.g., Milky Way galaxy

• active galaxies whose jets are directed toward us

• correlation between gamma and infrared 
• ~ 10-30% of the total EGBR
• uncertainty: ~ 60%

b). Astrophysical sources in the extragalactic region



mAGN

• correlation between gamma and radio 
• uncertainty: ~ 200%

• active galaxies whose jets are NOT directed toward us

Inoue ’11

Mauro, Calore, Donato, Ajello, Latronico ’14

b). Astrophysical sources in the extragalactic region
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Blazars and SFGs well explain the observed gamma rays

b). Astrophysical sources in the extragalactic region
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Constraints on DM scenarios

b). Astrophysical sources in the extragalactic region

Blazars and SFGs well explain the observed gamma rays



Important ingredients for our study:

c). Tomographic cross-correlation using local galaxy distribution

b). Astrophysical sources in the extragalactic region

a). Inverse-Compton (IC)    -rays in the extragalactic region�

Ando, KI ’15



For the anomalous positron

For the TeV anomalous antiproton

Ando, KI ’15

Decaying DM scenarios to explain the anomalous positron or 
antiproton are partly excluded

Decaying DM



Figure 6. The same as Fig. 3, but taking into account only dark matter contribution.

In Fig. 5, we show results by using the phenomenological cuto↵ power-law model as the astro-
physical component. Again, this is just for reference purpose, since such a single-component
astrophysical modeling is no longer valid.

Finally in Fig. 6 we repeated our analysis by switching o↵ all astrophysical components,
i.e. taking into account only dark matter component, for reference. This result corresponds
to the most conservative limit on the lifetime, which may be helpful for some readers.

4.3 Implications for particle physics models

As discussed, dark matter models in which large amount of high-energy electrons and positrons
are produced are phenomenologically motivated in order to explain the observed cosmic-ray
positron excess. Typically a lifetime of 1026 s with a mass of ⇠1 TeV is required to account for
the excess. Our result indicates that such dark matter models are almost excluded already.

The parameter region of decaying gravitino via LHu RPV, m
3/2 = 1–2 TeV and ⌧

3/2 '
1026 s [51] to explain the latest AMS-02 positron data, is excluded in both Normal and Flat
priors (Figs. 3 and 4). In Ref. [51] constraint from the EGRB is also discussed. Taking
into account the astrophysical sources and 50-month Fermi-LAT data, they concluded that
the decaying gravitino with the positron excess-motivated region is not excluded, which is
inconsistent with our result.9 The decay channel µ+µ� to explain the positron excess is
excluded as well. The same conclusion is already stated by Ref. [32]. We have confirmed
their conclusion in more sophisticated treatment for astrophysical sources. Lastly decaying

9This statement was based on the first version of Ref. [51]. In the second version they fixed a bug in the
computation of gamma-ray flux and gave a consistent result with ours. We thank German Gomez-Vargas for
pointing this out.
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For the anomalous positron

For the TeV anomalous antiproton



In the study, we considered that the gamma rays from the extragalactic 
region is 

• Statistically isotropic 

• Integrated over the cosmological distances



In the study, we considered that the gamma rays from the extragalactic 
region is 

•Anisotropies

But due to the recent observational developments, 

• Statistically isotropic 

• Integrated over the cosmological distances

•Cosmological distances

of the gamma rays can be used for the study



Important ingredients for our study:

c). Tomographic cross-correlation using local galaxy distribution

b). Astrophysical sources in the 

a). Inverse-Compton (IC)    -rays in the �



3. Part II:  
DM and local galaxy distributions



•Anisotropies

Ingredients for further analysis:

•Cosmological distances



Gamma rays are almost isotropic, but ..

c). Tomographic cross-correlation using local galaxy distribution



There’re anisotropies

Fermi-LAT ’12

c). Tomographic cross-correlation using local galaxy distribution



•Anisotropies

Ingredients for further analysis:

•Cosmological distances

Fermi-LAT ’12



•Anisotropies

Ingredients for further analysis:

•Cosmological distances



c). Tomographic cross-correlation using local galaxy distribution
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c). Tomographic cross-correlation using local galaxy distribution

12
H
u
ch
ra

et
a
l.

F
ig
.
1
2
.—

S
am

e
as

F
ig.

9
b
u
t
for

all
2M

R
S
galax

ies,
sp

an
n
in
g
th
e
en

tire
red

sh
ift

ran
ge

covered
b
y
th
e
su

rvey
(from

z
=

0
in

p
u
rp

le
to

z
=

0.08
in

red
).



c). Tomographic cross-correlation using local galaxy distribution
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•Anisotropies

Ingredients for further analysis:

•Cosmological distances

c). Tomographic cross-correlation using local galaxy distribution



•Anisotropies

Ingredients for further analysis:

•Cosmological distances
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c). Tomographic cross-correlation using local galaxy distribution
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c). Tomographic cross-correlation using local galaxy distribution
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c). Tomographic cross-correlation using local galaxy distribution
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Tomography of the γ-ray diffuse extragalactic signal 9

FIG. 5.— Redshift distributions, dN/d ln z, of the different types of objects
considered for our cross-correlation analysis. SDSS DR6 QSOs (black, con-
tinuous line), 2MASS galaxies (red, short-dashed), NVSS galaxies (magenta,
long-dashed), SDSS DR8 LRGs (green, short, dot-dashed) and SDSS DR8
Main Galaxy Sample (blue, long, dot-dashed)

for visualization, but not during the analysis, the maps have
been smoothedwith a 1◦ Gaussian filter to remove small-scale
Poisson noise. The model seems to slightly over-subtract the
γ-ray emission around (l,b)∼ (175◦,−35◦), corresponding to
the gas- and dust-rich (and thus difficult to model) Taurus
Molecular region. Note, however, that when performing the
cross-correlation, this region is masked by the further mask
specific to the catalog, except in the NVSS case (see below),
so that no bias in the results is expected from this feature.

4. MAPS OF DISCRETE SOURCES
In this section we describe the different catalogs of extra-

galactic objects that we cross-correlate with the ℓ10-maps of
the diffuse IGRB obtained after the cleaning procedure de-
scribed in Section 3.
In this work we have considered five different catalogs: i)

the SDSS DR6 quasar catalog released by Richards et al.
(2009) that should trace the FSRQ population, ii) the IR-
selected 2 Micron All-Sky Survey (2MASS) extended source
catalog (Jarrett et al. 2000) to trace SFGs, iii) the NRAOVLA
Sky Survey (NVSS) catalog of radio galaxies (Condon et al.
1998) that we regard as alternative tracers to the FS-
RQs, iv) the DR8 SDSS catalog of Luminous Red Galax-
ies (Abdalla et al. 2008), which should trace an intrinsically
fainter, more local AGN population like the BL Lacs, and v)
the DR8 SDSS main galaxy sample (Aihara et al. 2011) as a
potential additional tracer of SFGs.
The redshift distributions, dN/d lnz, of the various sources

are shown in Fig. 5, and described in more detail in the next
subsections. The various distributions peak at quite differ-
ent redshifts, with 2MASS representing the most local pop-
ulation and SDSS DR6 QSOs the most distant one. These
characteristics in principle enable breaking down the cross-
correlation analysis in different redshift ranges, effectively al-
lowing a tomographic investigation of the IGRB origin. A
detailed description of these catalogs, except the SDSS-DR8
main galaxy sample, can be found in Xia et al. (2011). Below
we briefly summarise the main features of each sample.

4.1. SDSS DR6 QSO

The SDSS DR6 quasar catalog (Richards et al. (2009),
hereafter DR6-QSO) contains about Nq ≈ 106 quasars with
photometric redshifts between 0.065 and 6.075, covering al-
most all of the north Galactic hemisphere plus three narrow
stripes in the south, for a total area of 8417 deg2 (correspond-
ing to ∼ 20% of the whole sky). The DR6-QSO dataset ex-
tends previous similar SDSS datasets (Richards et al. 2004;
Myers et al. 2006). The main improvements are due to the
fact that this catalog contains QSOs at higher redshift and also
contains putative QSOs flagged as objects with ultraviolet ex-
cess (UVX objects). We refer the reader to Richards et al.
(2009) for a detailed description of the object selection per-
formed with the non-parametric Bayesian classification ker-
nel density estimator (NBC-KDE) algorithm.
In this work we used objects listed in the electronically pub-

lished table with a “good object” flag in the range [0,6]. The
higher the value, the more probable for the object to be a real
QSO (Richards et al. 2009). We only consider the quasar can-
didates selected via the UV-excess-only criteria “uvxts=1”,
i.e., objects clearly showing a UV excess which represents
a characteristic QSO spectral signature. After this selection
we are left with Nq ≈ 6× 105 quasar candidates.
In order to determine the actual sky coverage of the DR6

survey and generate the corresponding geometry mask we
Monte Carlo sample the observed areas with a sufficiently
large number of objects using the DR6 database to ensure
roughly uniform sampling on the SDSS CasJobs9 website.
Following Xia et al. (2009) we combine the pixelized mask
geometry with a foreground mask obtained by removing all
pixels with the g-band Galactic extinction Ag ≡ 3.793×E(B−
V )> 0.18 to minimize the impact of Galactic reddening.
The redshift distribution function dN/dz of the DR6-QSO

sample in Fig. 5 is well approximated by the analytic function:

dN
dz
(z) = β

Γ(m+1
β
)
zm

zm+10
exp

[

−

(

z
z0

)β
]

, (19)

where three free parameters values arem = 2.00, β = 2.20, and
z0 = 1.62 (Xia et al. 2009). In addition, to calculate theoreti-
cal predictions (Eq. 12) we follow Giannantonio et al. (2008);
Xia et al. (2009) and assume a constant, linear bias model
bS = 2.3.

4.2. 2MASS
The 2MASS extended source catalog is an almost-all-sky

survey that contains ∼ 770000 galaxies with mean redshift
⟨z⟩ ≈ 0.072. In this work we have selected objects with
apparent isophotal magnitude 12.0 < K′

20 < 14.0, where the
prime symbol indicates that magnitudes are corrected for
Galactic extinction using K′

20 = K20 −Ak, with Ak = 0.367×
E(B−V). We select objects with a uniform detection thresh-
old (use−src = 1), remove known artefacts (cc−flag ̸= a and
cc−flag ̸= z), and exclude regions with severe reddening, Ak >
0.05, Schlegel et al. (1998). This procedure leaves approxi-
mately 67% of the sky unmasked. The redshift distribution of
the selected objects can be approximated with the same func-
tional form used for DR6 QSOs with parameters m = 1.90,
β = 1.75, and z0 = 0.07 (Giannantonio et al. 2008). The value
of the linear bias of 2MASS galaxies has been set equal to
bS = 1.4 (Rassat et al. 2007).
The possible incompleteness of the 2MASS catalog at

9 http://skyserver.sdss3.org/CasJobs/
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FIG. 5.— Redshift distributions, dN/d ln z, of the different types of objects
considered for our cross-correlation analysis. SDSS DR6 QSOs (black, con-
tinuous line), 2MASS galaxies (red, short-dashed), NVSS galaxies (magenta,
long-dashed), SDSS DR8 LRGs (green, short, dot-dashed) and SDSS DR8
Main Galaxy Sample (blue, long, dot-dashed)

for visualization, but not during the analysis, the maps have
been smoothedwith a 1◦ Gaussian filter to remove small-scale
Poisson noise. The model seems to slightly over-subtract the
γ-ray emission around (l,b)∼ (175◦,−35◦), corresponding to
the gas- and dust-rich (and thus difficult to model) Taurus
Molecular region. Note, however, that when performing the
cross-correlation, this region is masked by the further mask
specific to the catalog, except in the NVSS case (see below),
so that no bias in the results is expected from this feature.

4. MAPS OF DISCRETE SOURCES
In this section we describe the different catalogs of extra-

galactic objects that we cross-correlate with the ℓ10-maps of
the diffuse IGRB obtained after the cleaning procedure de-
scribed in Section 3.
In this work we have considered five different catalogs: i)

the SDSS DR6 quasar catalog released by Richards et al.
(2009) that should trace the FSRQ population, ii) the IR-
selected 2 Micron All-Sky Survey (2MASS) extended source
catalog (Jarrett et al. 2000) to trace SFGs, iii) the NRAOVLA
Sky Survey (NVSS) catalog of radio galaxies (Condon et al.
1998) that we regard as alternative tracers to the FS-
RQs, iv) the DR8 SDSS catalog of Luminous Red Galax-
ies (Abdalla et al. 2008), which should trace an intrinsically
fainter, more local AGN population like the BL Lacs, and v)
the DR8 SDSS main galaxy sample (Aihara et al. 2011) as a
potential additional tracer of SFGs.
The redshift distributions, dN/d lnz, of the various sources

are shown in Fig. 5, and described in more detail in the next
subsections. The various distributions peak at quite differ-
ent redshifts, with 2MASS representing the most local pop-
ulation and SDSS DR6 QSOs the most distant one. These
characteristics in principle enable breaking down the cross-
correlation analysis in different redshift ranges, effectively al-
lowing a tomographic investigation of the IGRB origin. A
detailed description of these catalogs, except the SDSS-DR8
main galaxy sample, can be found in Xia et al. (2011). Below
we briefly summarise the main features of each sample.

4.1. SDSS DR6 QSO

The SDSS DR6 quasar catalog (Richards et al. (2009),
hereafter DR6-QSO) contains about Nq ≈ 106 quasars with
photometric redshifts between 0.065 and 6.075, covering al-
most all of the north Galactic hemisphere plus three narrow
stripes in the south, for a total area of 8417 deg2 (correspond-
ing to ∼ 20% of the whole sky). The DR6-QSO dataset ex-
tends previous similar SDSS datasets (Richards et al. 2004;
Myers et al. 2006). The main improvements are due to the
fact that this catalog contains QSOs at higher redshift and also
contains putative QSOs flagged as objects with ultraviolet ex-
cess (UVX objects). We refer the reader to Richards et al.
(2009) for a detailed description of the object selection per-
formed with the non-parametric Bayesian classification ker-
nel density estimator (NBC-KDE) algorithm.
In this work we used objects listed in the electronically pub-

lished table with a “good object” flag in the range [0,6]. The
higher the value, the more probable for the object to be a real
QSO (Richards et al. 2009). We only consider the quasar can-
didates selected via the UV-excess-only criteria “uvxts=1”,
i.e., objects clearly showing a UV excess which represents
a characteristic QSO spectral signature. After this selection
we are left with Nq ≈ 6× 105 quasar candidates.
In order to determine the actual sky coverage of the DR6

survey and generate the corresponding geometry mask we
Monte Carlo sample the observed areas with a sufficiently
large number of objects using the DR6 database to ensure
roughly uniform sampling on the SDSS CasJobs9 website.
Following Xia et al. (2009) we combine the pixelized mask
geometry with a foreground mask obtained by removing all
pixels with the g-band Galactic extinction Ag ≡ 3.793×E(B−
V )> 0.18 to minimize the impact of Galactic reddening.
The redshift distribution function dN/dz of the DR6-QSO

sample in Fig. 5 is well approximated by the analytic function:

dN
dz
(z) = β

Γ(m+1
β
)
zm

zm+10
exp

[

−

(

z
z0

)β
]

, (19)

where three free parameters values arem = 2.00, β = 2.20, and
z0 = 1.62 (Xia et al. 2009). In addition, to calculate theoreti-
cal predictions (Eq. 12) we follow Giannantonio et al. (2008);
Xia et al. (2009) and assume a constant, linear bias model
bS = 2.3.

4.2. 2MASS
The 2MASS extended source catalog is an almost-all-sky

survey that contains ∼ 770000 galaxies with mean redshift
⟨z⟩ ≈ 0.072. In this work we have selected objects with
apparent isophotal magnitude 12.0 < K′

20 < 14.0, where the
prime symbol indicates that magnitudes are corrected for
Galactic extinction using K′

20 = K20 −Ak, with Ak = 0.367×
E(B−V). We select objects with a uniform detection thresh-
old (use−src = 1), remove known artefacts (cc−flag ̸= a and
cc−flag ̸= z), and exclude regions with severe reddening, Ak >
0.05, Schlegel et al. (1998). This procedure leaves approxi-
mately 67% of the sky unmasked. The redshift distribution of
the selected objects can be approximated with the same func-
tional form used for DR6 QSOs with parameters m = 1.90,
β = 1.75, and z0 = 0.07 (Giannantonio et al. 2008). The value
of the linear bias of 2MASS galaxies has been set equal to
bS = 1.4 (Rassat et al. 2007).
The possible incompleteness of the 2MASS catalog at

9 http://skyserver.sdss3.org/CasJobs/
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Tomography of the γ-ray diffuse extragalactic signal 7

in two different bands originates from two separate regions
of the same object, like, for example, possibly in the case of
the nucleus and the jet of an AGN). Typically, however, the
LAT PSF is too large to allow discriminating between the two
cases. We will thus model both terms as constant in multipole
space, and consider their sum as a single contribution whose
presence will be tested in the data. We will indicate these
contributions collectively as 1-halo-like terms.

3. FERMI-LATMAPS
In this section we describe the IGRB maps obtained from 5

years of Fermi-LAT data taking and the masks and templates
used to subtract contributions from i) γ–ray resolved sources,
ii)Galactic diffuse emission due to interactions of cosmic rays
with the interstellar medium and iii) additional Galactic emis-
sion located at high Galactic latitude in prominent structures
such as the Fermi Bubbles (Su et al. 2010; Ackermann et al.
2014c) and Loop I (Casandjian et al. 2009). The validity of
the masking procedure, its effectiveness in removing fore-
ground and resolved source contributions to the IGRB signal,
and its impact on cross-correlation analysis are assessed in
Section 6.
Fermi-LAT is the primary instrument onboard the Fermi

Gamma-ray Space Telescope launched in June 2008
(Atwood et al. 2009). It is a pair-conversion telescope cover-
ing the energy range between 20MeV and> 300 GeV. Due to
its excellent angular resolution (∼ 0.1◦ above 10 GeV), very
large field of view (∼ 2.4 sr), and very efficient rejection of
background from charged particles, it is the best experiment
to investigate the nature of the IGRB in the GeV energy range.
For our analysis we have used 60 months of data from Au-

gust 4th 2008 to August 4th 2013. More specifically, we
have used the P7REP_CLEAN event selection1 in order to
ensure a low level of cosmic-ray (CR) background contam-
ination. Further, to greatly reduce the contamination from
the bright Earth limb emission we exclude photons detected
i) with measured zenith angle larger than 100◦ or ii) when
the rocking angle of the LAT with respect to the zenith was
larger than 52◦. In order to generate the final flux maps we
have produced the corresponding exposure maps using the
standard routines from the LAT Science Tools2 version 09-
32-05, using the latest recommended P7REP_CLEAN_V15
instrument response functions (IRFs). We use both back-
converting and front-converting events and we checked the
robustness of the results using either data subsample (see Sec-
tion 6.3). The GaRDiAn package (Ackermann et al. 2012b,
2009) was then used to pixelize both photon count and ex-
posure maps in HEALPix3 format (Górski et al. 2005). The
maps contain Npix = 3145728 pixels with an angular size of
∼ 0.11◦×0.11◦ corresponding to the HEALPix resolution pa-
rameter Nside = 512. Finally, the flux maps are obtained by
dividing the count maps by exposure maps in three energy
ranges: E > 500 MeV, E > 1 GeV and E > 10 GeV
To reduce the impact of the Galactic emission on our anal-

ysis focused on the IGRB, we apply a Galactic latitude cut
|b|> 30◦ in order to mask the bright emission along the
Galactic plane. Moreover, we also exclude the region as-
sociated to the Fermi Bubbles and the Loop I structure. In

1 See http://www.slac.stanford.edu/exp/glast/groups/canda/lat_Performance.htm
for a definition of the P7REP and P7 event selections and their characteris-
tics.
2 http://fermi.gsfc.nasa.gov/ssc/data/analysis/documentation/Cicerone/
3 http://healpix.jpl.nasa.gov/

FIG. 3.— Comparison of Fermi-2MASS E > 1 GeV CCF for two different
Galactic foreground models.

Xia et al. (2011) we have experimented with different latitude
cuts and found that |b|> 30◦ represents the best compromise
between pixels statistics and Galactic contamination. The cor-
responding mask, obtained from the tabulated contours of the
Fermi Bubbles given in Su et al. (2010) is shown in the bot-
tom panel of Fig. 4 as the bulge-like central region together
with the horizontal strip mask corresponding to the latitude
cut. The mask also features a number of smaller holes placed
at the position of all resolved sources in a preliminary version
of the 3FGL catalog. In the E > 1 GeV maps all sources are
masked out with a disk of 1◦ radius. For E > 0.5 GeV we
used larger disks of 2◦ but only for the 500 sources with the
highest integrated flux above 100 MeV in the catalog, while
the remaining ones are still masked with disks of 1◦. Fi-
nally, to exclude the contribution from the Small and Large
Magellanic Clouds, which are more extended, we have used
two larger circles with 3◦ radius. To test the robustness of
our results on the subtraction of resolved sources we have
also built a similar mask using the previous 2FGL catalog
(gll_psc_v08.fit4 ). Further details are given in Sec-
tion 6.2. When cross-correlating with a given galaxy catalog,
the mask specific to that catalog is further employed. The
masks for the catalogs we use can be seen in Xia et al. (2011).
Although we select a part of the sky at high Galactic lati-

tude, the Galactic diffuse emission in this region is still sig-
nificant and needs to be removed. For this purpose, and to
check the robustness to this correction, we use two models of
Galactic diffuse emission: ring_2year_P76_v0.fits5
and gll_iem_v05_rev1.fit5, which we subtract from
the observed emission to obtain the cleaned maps. Both mod-
els are based on a fit of the LAT data to templates of the H I
and CO gas distribution in the Galaxy as well as on an inverse
Comptonmodel obtained with the GALPROP code6. The first
model ring_2year_P76_v0.fits is tuned to 2 years of
P7 data and further uses uniform flat patches to model some
features of the diffuse sky such as the Fermi Bubbles and
Loop I. The model gll_iem_v05_rev1.fit is based on
4 years of P7REP data and adopts an alternative procedure to
account for residual diffuse emission involving templates of
4 http://fermi.gsfc.nasa.gov/ssc/data/access/lat/2yr_catalog/
5 http://fermi.gsfc.nasa.gov/ssc/data/access/lat/BackgroundModels.html
6 A more detailed description can be found at

http://fermi.gsfc.nasa.gov/ssc/data/access/lat/BackgroundModels.html
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FIG. 5.— Redshift distributions, dN/d ln z, of the different types of objects
considered for our cross-correlation analysis. SDSS DR6 QSOs (black, con-
tinuous line), 2MASS galaxies (red, short-dashed), NVSS galaxies (magenta,
long-dashed), SDSS DR8 LRGs (green, short, dot-dashed) and SDSS DR8
Main Galaxy Sample (blue, long, dot-dashed)

for visualization, but not during the analysis, the maps have
been smoothedwith a 1◦ Gaussian filter to remove small-scale
Poisson noise. The model seems to slightly over-subtract the
γ-ray emission around (l,b)∼ (175◦,−35◦), corresponding to
the gas- and dust-rich (and thus difficult to model) Taurus
Molecular region. Note, however, that when performing the
cross-correlation, this region is masked by the further mask
specific to the catalog, except in the NVSS case (see below),
so that no bias in the results is expected from this feature.

4. MAPS OF DISCRETE SOURCES
In this section we describe the different catalogs of extra-

galactic objects that we cross-correlate with the ℓ10-maps of
the diffuse IGRB obtained after the cleaning procedure de-
scribed in Section 3.
In this work we have considered five different catalogs: i)

the SDSS DR6 quasar catalog released by Richards et al.
(2009) that should trace the FSRQ population, ii) the IR-
selected 2 Micron All-Sky Survey (2MASS) extended source
catalog (Jarrett et al. 2000) to trace SFGs, iii) the NRAOVLA
Sky Survey (NVSS) catalog of radio galaxies (Condon et al.
1998) that we regard as alternative tracers to the FS-
RQs, iv) the DR8 SDSS catalog of Luminous Red Galax-
ies (Abdalla et al. 2008), which should trace an intrinsically
fainter, more local AGN population like the BL Lacs, and v)
the DR8 SDSS main galaxy sample (Aihara et al. 2011) as a
potential additional tracer of SFGs.
The redshift distributions, dN/d lnz, of the various sources

are shown in Fig. 5, and described in more detail in the next
subsections. The various distributions peak at quite differ-
ent redshifts, with 2MASS representing the most local pop-
ulation and SDSS DR6 QSOs the most distant one. These
characteristics in principle enable breaking down the cross-
correlation analysis in different redshift ranges, effectively al-
lowing a tomographic investigation of the IGRB origin. A
detailed description of these catalogs, except the SDSS-DR8
main galaxy sample, can be found in Xia et al. (2011). Below
we briefly summarise the main features of each sample.

4.1. SDSS DR6 QSO

The SDSS DR6 quasar catalog (Richards et al. (2009),
hereafter DR6-QSO) contains about Nq ≈ 106 quasars with
photometric redshifts between 0.065 and 6.075, covering al-
most all of the north Galactic hemisphere plus three narrow
stripes in the south, for a total area of 8417 deg2 (correspond-
ing to ∼ 20% of the whole sky). The DR6-QSO dataset ex-
tends previous similar SDSS datasets (Richards et al. 2004;
Myers et al. 2006). The main improvements are due to the
fact that this catalog contains QSOs at higher redshift and also
contains putative QSOs flagged as objects with ultraviolet ex-
cess (UVX objects). We refer the reader to Richards et al.
(2009) for a detailed description of the object selection per-
formed with the non-parametric Bayesian classification ker-
nel density estimator (NBC-KDE) algorithm.
In this work we used objects listed in the electronically pub-

lished table with a “good object” flag in the range [0,6]. The
higher the value, the more probable for the object to be a real
QSO (Richards et al. 2009). We only consider the quasar can-
didates selected via the UV-excess-only criteria “uvxts=1”,
i.e., objects clearly showing a UV excess which represents
a characteristic QSO spectral signature. After this selection
we are left with Nq ≈ 6× 105 quasar candidates.
In order to determine the actual sky coverage of the DR6

survey and generate the corresponding geometry mask we
Monte Carlo sample the observed areas with a sufficiently
large number of objects using the DR6 database to ensure
roughly uniform sampling on the SDSS CasJobs9 website.
Following Xia et al. (2009) we combine the pixelized mask
geometry with a foreground mask obtained by removing all
pixels with the g-band Galactic extinction Ag ≡ 3.793×E(B−
V )> 0.18 to minimize the impact of Galactic reddening.
The redshift distribution function dN/dz of the DR6-QSO

sample in Fig. 5 is well approximated by the analytic function:

dN
dz
(z) = β

Γ(m+1
β
)
zm

zm+10
exp

[

−

(

z
z0

)β
]

, (19)

where three free parameters values arem = 2.00, β = 2.20, and
z0 = 1.62 (Xia et al. 2009). In addition, to calculate theoreti-
cal predictions (Eq. 12) we follow Giannantonio et al. (2008);
Xia et al. (2009) and assume a constant, linear bias model
bS = 2.3.

4.2. 2MASS
The 2MASS extended source catalog is an almost-all-sky

survey that contains ∼ 770000 galaxies with mean redshift
⟨z⟩ ≈ 0.072. In this work we have selected objects with
apparent isophotal magnitude 12.0 < K′

20 < 14.0, where the
prime symbol indicates that magnitudes are corrected for
Galactic extinction using K′

20 = K20 −Ak, with Ak = 0.367×
E(B−V). We select objects with a uniform detection thresh-
old (use−src = 1), remove known artefacts (cc−flag ̸= a and
cc−flag ̸= z), and exclude regions with severe reddening, Ak >
0.05, Schlegel et al. (1998). This procedure leaves approxi-
mately 67% of the sky unmasked. The redshift distribution of
the selected objects can be approximated with the same func-
tional form used for DR6 QSOs with parameters m = 1.90,
β = 1.75, and z0 = 0.07 (Giannantonio et al. 2008). The value
of the linear bias of 2MASS galaxies has been set equal to
bS = 1.4 (Rassat et al. 2007).
The possible incompleteness of the 2MASS catalog at

9 http://skyserver.sdss3.org/CasJobs/
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Figure 9: The energy spectrum of the DGRB (black points) as recently measured by the Fermi LAT
[9]. Gray boxes around each data point denote the uncertainty associated with the Galactic di↵use
emission. The solid color lines indicate the expected gamma-ray emission from unresolved sources, for
4 di↵erent well-established astrophysical populations: blazars (in orange), MAGNs (in green), SFGs (in
blue) and MSPs (in red). Color bands represent the corresponding uncertainties on the emission of each
population. Estimates are taken from Ref. [25] (blazars), Ref. [29] (MAGNs), Ref. [161] (SFGs) and
Ref. [38] (MSPs).

(with a consequent IC gamma-ray emission extending to high latitudes) is con-
sidered. Furthermore, Ref. [239] investigates the possibility of a gas cloud with a
mass of few 1010M�, extending to hundreds of kpc from the center of the MW.
This halo would be theoretically well motivated, as it would alleviate the problem
of the missing baryons in spiral galaxies. A similar object around spiral galaxy
NGC 1961 would also explain the di↵use X-ray detected in Ref. [240]. Hints of
such large halo could be already present in hydrodynamical N -body simulations of
our Galaxy [241, 242, 239]. The gamma-ray emission associated with pion decay
in this hypothetical gas halo would be able to explain between 3% and 10% of the
Fermi LAT DGRB in Ref. [8], depending on the exact size of the halo.

Other possibilities not considered in the list above include emission from massive
black holes at z ⇠ 100 [243], from the evaporation of primordial black holes [244, 245],
from the annihilations at the boundaries of cosmic matter and anti-matter domains [246]
and from the decays of Higgs or gauge bosons produced from cosmic topological defects
[247].

We conclude this section by discussing Fig. 9. The image gathers the most recent
predictions for the “guaranteed” components to the DGRB, i.e. the emission associated
with unresolved blazars, MAGNs, SFGs and MSPs (see sections from 2.2.1 to 2.2.4).
They are taken from the results of Refs. [25, 29, 161, 38], respectively and they are

28
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FIG. 1.— Integrated γ-ray flux per logarithmic redshift bin dI(> E)/d ln z
as a function of z for three different source classes: FSRQs (red, dashed),
BL Lacs (black or magenta, continuous) and star-forming galaxies (blue or
green, dot-dashed).

where dN(z)/dz is the redshift distribution of the objects.
Here we make the hypothesis that these objects, which do not
necessarily coincide with the sources of the IGRB, also trace
the underlying mass density field modulo some z-dependent
linear bias parameter b j(z).
Note that in the cross-correlation we consider the integrated

flux I(> E,n) rather than its dimensionless analogous δI(n)
given in Eq. 9. With this choice the cross-correlation sig-
nal is robust to any spurious monopole term arising from
an incorrect subtraction of the model Galactic diffuse signal
or charged particle contamination. One implication of this
choice is that our model cross-correlation signal (10) is de-
pendent on the mean integrated flux, I(> E). For this reason,
and to account for uncertainties in the estimate of the mean
IGRB signal, we allow for some freedom in the normalization
of the luminosity function of the putative γ-ray sources and,
accordingly, add an additional free parameter in the model.
In this work we also estimate the angular two-point cross-

correlation function of the flux maps and discrete object cat-
alogs which is simply the Legendre transform of the angular
power spectrum

⟨I(> E,n1)δ j(n2)⟩ =
∑

l

2l +1
4π

CI, jl Pl[cos(θ)] , (13)

where Pl[x] are the Legendre polynomials and θ is the sepa-
ration angle between directions n1 and n2. The angular two-
point correlation function and power spectrum are two ways
of expressing the same information. However, in practice, the
two statistics are somewhat complementary as they probe dif-
ferent scales with different efficiency and their respective es-
timators are prone to different types of biases. For this reason
we shall compute both quantities.

2.1. Modeling the mean flux and the cross-correlation
signal

One of the aims of this work is to compare the measured
cross-correlation signal with model predictions obtained un-
der the assumption that some specific type of unresolved
sources contributes to the IGRB. We note that even auto-
correlation studies can provide constraints on the nature and
spatial clustering of the sources contributing to the signal

(e.g., Persic et al. 1989). In our case, we are required to
model: i) the correlation properties of the underlying mass
density field; ii) its relation with discrete tracers, i.e., the
biasing prescription; iii) the mean IGRB flux. To model
the cross-correlation signal we consider the cosmologically
evolving mass density power spectrum, P(k,z), obtained from
the public code CAMB (Lewis et al. 2000) for the linear part
and the Halofit built-in routine for non-linear evolution
(Smith et al. 2003). In addition, we use the linear growth fac-
tor D(z) and the comoving distance χ(z) appropriate for the
cosmological model adopted.
To model the bias and the mean IGRB signal we need to

select a class of objects which are likely to contribute to the
IGRB and specify the energy spectrum, luminosity function
and fraction of IGRB contributed by the source, f j. Here we
consider three different candidates: FSRQs, BL Lacs and star-
forming galaxies (SFGs)

1. FSRQs are a type of AGN (blazars) with a relativis-
tic jet pointing close to the line of sight. Ajello et al.
(2012) have recently determined the γ-ray luminosity
function of these objects which they have parametrized
in the framework of a Luminosity Dependent Density
Evolution (LDDE) model:

Φ(Lγ ,z= 0,Γ) =
A

ln(10)Lγ

[

(

Lγ
L∗

)γ1

+

(

Lγ
L∗

)γ2
]−1

×e−
(Γ−µ(Lγ ))2

2σ2 .

(14)
The term in parentheses, a smoothly-joined double
power-law function, represents the luminosity function
of the local FSRQs and the exponential term is the
same photon index distribution as Eq. 3. In the LDDE
model the luminosity function at the redshift z can be
expressed as

Φ(Lγ ,z,Γ) = Φ(Lγ ,z = 0,Γ)× e(z,Lγ) , (15)

where

e(z,Lγ) =

[

(

1+ z
1+ zc(Lγ)

)−p1(Lγ )

+

(

1+ z
1+ zc(Lγ)

)−p2
]−1

(16)

with

p1(Lγ) = p∗1 + τ × (log10(Lγ)−46) (17)

and
zc(Lγ) = z∗c · (Lγ/1048)α . (18)

zc represents the luminosity-dependent redshift at
which the evolution changes from positive to nega-
tive and z∗c is the evolutionary peak for an object with
a luminosity of 1048 erg s−1. This LDDE luminosity
function model is specified by the 12 parameters listed
in Table 1 with the particular values determined by
Ajello et al. (2012) by fitting γ–ray data. In the fit,
the authors have set β = τ = 0, i.e., they have assumed
that neither the overall shape of the luminosity function
nor the spectral index depend on the luminosity of the
sources, Lγ . Note that the evolutionary term e(z,Lγ)
in Eq. 16 is not equal to unity at z = 0. To derive the
density ργ(z) in Eq. 6 required to calculate the corre-
lations, we set LMIN = 1044 erg s−1 as recommended
in Ajello et al. (2012), although, as already explained,
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FIG. 1.— Integrated γ-ray flux per logarithmic redshift bin dI(> E)/d ln z
as a function of z for three different source classes: FSRQs (red, dashed),
BL Lacs (black or magenta, continuous) and star-forming galaxies (blue or
green, dot-dashed).

where dN(z)/dz is the redshift distribution of the objects.
Here we make the hypothesis that these objects, which do not
necessarily coincide with the sources of the IGRB, also trace
the underlying mass density field modulo some z-dependent
linear bias parameter b j(z).
Note that in the cross-correlation we consider the integrated

flux I(> E,n) rather than its dimensionless analogous δI(n)
given in Eq. 9. With this choice the cross-correlation sig-
nal is robust to any spurious monopole term arising from
an incorrect subtraction of the model Galactic diffuse signal
or charged particle contamination. One implication of this
choice is that our model cross-correlation signal (10) is de-
pendent on the mean integrated flux, I(> E). For this reason,
and to account for uncertainties in the estimate of the mean
IGRB signal, we allow for some freedom in the normalization
of the luminosity function of the putative γ-ray sources and,
accordingly, add an additional free parameter in the model.
In this work we also estimate the angular two-point cross-

correlation function of the flux maps and discrete object cat-
alogs which is simply the Legendre transform of the angular
power spectrum

⟨I(> E,n1)δ j(n2)⟩ =
∑

l

2l +1
4π

CI, jl Pl[cos(θ)] , (13)

where Pl[x] are the Legendre polynomials and θ is the sepa-
ration angle between directions n1 and n2. The angular two-
point correlation function and power spectrum are two ways
of expressing the same information. However, in practice, the
two statistics are somewhat complementary as they probe dif-
ferent scales with different efficiency and their respective es-
timators are prone to different types of biases. For this reason
we shall compute both quantities.

2.1. Modeling the mean flux and the cross-correlation
signal

One of the aims of this work is to compare the measured
cross-correlation signal with model predictions obtained un-
der the assumption that some specific type of unresolved
sources contributes to the IGRB. We note that even auto-
correlation studies can provide constraints on the nature and
spatial clustering of the sources contributing to the signal

(e.g., Persic et al. 1989). In our case, we are required to
model: i) the correlation properties of the underlying mass
density field; ii) its relation with discrete tracers, i.e., the
biasing prescription; iii) the mean IGRB flux. To model
the cross-correlation signal we consider the cosmologically
evolving mass density power spectrum, P(k,z), obtained from
the public code CAMB (Lewis et al. 2000) for the linear part
and the Halofit built-in routine for non-linear evolution
(Smith et al. 2003). In addition, we use the linear growth fac-
tor D(z) and the comoving distance χ(z) appropriate for the
cosmological model adopted.
To model the bias and the mean IGRB signal we need to

select a class of objects which are likely to contribute to the
IGRB and specify the energy spectrum, luminosity function
and fraction of IGRB contributed by the source, f j. Here we
consider three different candidates: FSRQs, BL Lacs and star-
forming galaxies (SFGs)

1. FSRQs are a type of AGN (blazars) with a relativis-
tic jet pointing close to the line of sight. Ajello et al.
(2012) have recently determined the γ-ray luminosity
function of these objects which they have parametrized
in the framework of a Luminosity Dependent Density
Evolution (LDDE) model:

Φ(Lγ ,z= 0,Γ) =
A

ln(10)Lγ

[

(

Lγ
L∗

)γ1

+

(

Lγ
L∗

)γ2
]−1

×e−
(Γ−µ(Lγ ))2

2σ2 .

(14)
The term in parentheses, a smoothly-joined double
power-law function, represents the luminosity function
of the local FSRQs and the exponential term is the
same photon index distribution as Eq. 3. In the LDDE
model the luminosity function at the redshift z can be
expressed as

Φ(Lγ ,z,Γ) = Φ(Lγ ,z = 0,Γ)× e(z,Lγ) , (15)

where

e(z,Lγ) =

[

(

1+ z
1+ zc(Lγ)

)−p1(Lγ )

+

(

1+ z
1+ zc(Lγ)

)−p2
]−1

(16)

with

p1(Lγ) = p∗1 + τ × (log10(Lγ)−46) (17)

and
zc(Lγ) = z∗c · (Lγ/1048)α . (18)

zc represents the luminosity-dependent redshift at
which the evolution changes from positive to nega-
tive and z∗c is the evolutionary peak for an object with
a luminosity of 1048 erg s−1. This LDDE luminosity
function model is specified by the 12 parameters listed
in Table 1 with the particular values determined by
Ajello et al. (2012) by fitting γ–ray data. In the fit,
the authors have set β = τ = 0, i.e., they have assumed
that neither the overall shape of the luminosity function
nor the spectral index depend on the luminosity of the
sources, Lγ . Note that the evolutionary term e(z,Lγ)
in Eq. 16 is not equal to unity at z = 0. To derive the
density ργ(z) in Eq. 6 required to calculate the corre-
lations, we set LMIN = 1044 erg s−1 as recommended
in Ajello et al. (2012), although, as already explained,
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FIG. 1.— Integrated γ-ray flux per logarithmic redshift bin dI(> E)/d ln z
as a function of z for three different source classes: FSRQs (red, dashed),
BL Lacs (black or magenta, continuous) and star-forming galaxies (blue or
green, dot-dashed).

where dN(z)/dz is the redshift distribution of the objects.
Here we make the hypothesis that these objects, which do not
necessarily coincide with the sources of the IGRB, also trace
the underlying mass density field modulo some z-dependent
linear bias parameter b j(z).
Note that in the cross-correlation we consider the integrated

flux I(> E,n) rather than its dimensionless analogous δI(n)
given in Eq. 9. With this choice the cross-correlation sig-
nal is robust to any spurious monopole term arising from
an incorrect subtraction of the model Galactic diffuse signal
or charged particle contamination. One implication of this
choice is that our model cross-correlation signal (10) is de-
pendent on the mean integrated flux, I(> E). For this reason,
and to account for uncertainties in the estimate of the mean
IGRB signal, we allow for some freedom in the normalization
of the luminosity function of the putative γ-ray sources and,
accordingly, add an additional free parameter in the model.
In this work we also estimate the angular two-point cross-

correlation function of the flux maps and discrete object cat-
alogs which is simply the Legendre transform of the angular
power spectrum

⟨I(> E,n1)δ j(n2)⟩ =
∑

l

2l +1
4π

CI, jl Pl[cos(θ)] , (13)

where Pl[x] are the Legendre polynomials and θ is the sepa-
ration angle between directions n1 and n2. The angular two-
point correlation function and power spectrum are two ways
of expressing the same information. However, in practice, the
two statistics are somewhat complementary as they probe dif-
ferent scales with different efficiency and their respective es-
timators are prone to different types of biases. For this reason
we shall compute both quantities.

2.1. Modeling the mean flux and the cross-correlation
signal

One of the aims of this work is to compare the measured
cross-correlation signal with model predictions obtained un-
der the assumption that some specific type of unresolved
sources contributes to the IGRB. We note that even auto-
correlation studies can provide constraints on the nature and
spatial clustering of the sources contributing to the signal

(e.g., Persic et al. 1989). In our case, we are required to
model: i) the correlation properties of the underlying mass
density field; ii) its relation with discrete tracers, i.e., the
biasing prescription; iii) the mean IGRB flux. To model
the cross-correlation signal we consider the cosmologically
evolving mass density power spectrum, P(k,z), obtained from
the public code CAMB (Lewis et al. 2000) for the linear part
and the Halofit built-in routine for non-linear evolution
(Smith et al. 2003). In addition, we use the linear growth fac-
tor D(z) and the comoving distance χ(z) appropriate for the
cosmological model adopted.
To model the bias and the mean IGRB signal we need to

select a class of objects which are likely to contribute to the
IGRB and specify the energy spectrum, luminosity function
and fraction of IGRB contributed by the source, f j. Here we
consider three different candidates: FSRQs, BL Lacs and star-
forming galaxies (SFGs)

1. FSRQs are a type of AGN (blazars) with a relativis-
tic jet pointing close to the line of sight. Ajello et al.
(2012) have recently determined the γ-ray luminosity
function of these objects which they have parametrized
in the framework of a Luminosity Dependent Density
Evolution (LDDE) model:

Φ(Lγ ,z= 0,Γ) =
A

ln(10)Lγ

[

(

Lγ
L∗

)γ1

+

(

Lγ
L∗

)γ2
]−1

×e−
(Γ−µ(Lγ ))2

2σ2 .

(14)
The term in parentheses, a smoothly-joined double
power-law function, represents the luminosity function
of the local FSRQs and the exponential term is the
same photon index distribution as Eq. 3. In the LDDE
model the luminosity function at the redshift z can be
expressed as

Φ(Lγ ,z,Γ) = Φ(Lγ ,z = 0,Γ)× e(z,Lγ) , (15)

where

e(z,Lγ) =

[

(

1+ z
1+ zc(Lγ)

)−p1(Lγ )

+

(

1+ z
1+ zc(Lγ)

)−p2
]−1

(16)

with

p1(Lγ) = p∗1 + τ × (log10(Lγ)−46) (17)

and
zc(Lγ) = z∗c · (Lγ/1048)α . (18)

zc represents the luminosity-dependent redshift at
which the evolution changes from positive to nega-
tive and z∗c is the evolutionary peak for an object with
a luminosity of 1048 erg s−1. This LDDE luminosity
function model is specified by the 12 parameters listed
in Table 1 with the particular values determined by
Ajello et al. (2012) by fitting γ–ray data. In the fit,
the authors have set β = τ = 0, i.e., they have assumed
that neither the overall shape of the luminosity function
nor the spectral index depend on the luminosity of the
sources, Lγ . Note that the evolutionary term e(z,Lγ)
in Eq. 16 is not equal to unity at z = 0. To derive the
density ργ(z) in Eq. 6 required to calculate the corre-
lations, we set LMIN = 1044 erg s−1 as recommended
in Ajello et al. (2012), although, as already explained,
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• 暗黒物質は、z < 0.1 の領域からの寄与が相対
的に大きい 
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c). Tomographic cross-correlation using local galaxy distribution
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c). Tomographic cross-correlation using local galaxy distribution
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obs. ✖ obs.

th. obs.✖

Compare both, then exclude the theory which deviates from 
obs.✖obs.

Xia, Cuoco, Branchini, Viel ’15

c). Tomographic cross-correlation using local galaxy distribution
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トモグラフィー
• 使用可能な情報 

• Multipole: different for DM (δ2) and astro (δ) 
• Energy: different for DM (bump) and astro (power law) 
• Redshift: different for DM (low-z) and astro (high-z) 

• より多くの赤方偏移の情報を使う → トモグラフィーTable 1. Galaxy catalogs for cross correlation. The boundaries of the redshift binning and the
number of galaxies per bin are shown in the second and the third columns, respectively.

Catalog Redshift boundaries N
g

per bin
2MRS (0.003, 0.1) 43500
2MRS-N2 (0.003, 0.027, 0.1) 21750
2MRS-N3 (0.003, 0.021, 0.035, 0.1) 14500
2MXSC (0.003, 0.3) 770000
2MXSC-N2 (0.003, 0.083, 0.3) 385000
2MXSC-N3 (0.003, 0.066, 0.10, 0.3) 257000
2MXSC-N4 (0.003, 0.058, 0.083, 0.11, 0.3) 193000
2MXSC-N5 (0.003, 0.052, 0.073, 0.093, 0.12, 0.3) 154000
2MXSC-N10 (0.003, 0.039, 0.052, 0.063, 0.073, 77000

0.083, 0.093, 0.10, 0.12, 0.14, 0.3)

case, the dark matter component would be clearly detected. We also note that the prospect
is even better than the one from our previous study. One can see this by comparing Fig. 8
with Fig. 2 of Ref. [21]. This comes from di↵erence of the models adopted; here we adopt the
cross-power spectrum based on the HOD of galaxies within halo model, whereas in Ref. [21],
we simply assumed that galaxies trace matter with a constant bias. As the result of this
di↵erence, our present model yields larger cross power, and hence smaller relative errors.

The redshift binning is simply done such that each bin contains the same number of
galaxies. Table 1 summarizes the catalogs and the redshift binning. For example, 2MXSC-
N5 is based on the 2MXSC catalog, but we divide it into five redshift bins, each of which
contains 154000 galaxies. When we use a finer redshift binning, more information is made
available. However, one starts to see correlation between two neighboring redshift bins, if
their widths are too small. This may be estimated by comparing the width with the galaxy
correlation length—the length at which the two-point correlation function ⇠

g

becomes one.
We find this length to be ⇠10 Mpc, by computing ⇠

g

from the Fourier transform of the galaxy
power spectrum P

g

(k) in the local Universe (z = 0). The finest redshift slices are obtained
for 2MXSC-N10, where (�z)

min

= 0.01 and this corresponds to the comoving distance of
⇠40 Mpc. This is reasonably larger than the galaxy correlation length, and in fact the
galaxy two-point correlation function at the separation of 40 Mpc is only 0.09.

Another important quantity to compare the width of redshift bins with is the accuracy
of the photometric-redshift determination, in the case of 2MXSC. The latest analysis of the
2MASS photometric redshift catalog shows that the redshift accuracy is about 12% [54]. For
typical 2MXSC galaxies around z ⇠ 0.1, this corresponds to the accuracy of �z ⇠ 0.01, which
is comparable to the smallest bin width for 2MXSC-N10. Therefore, the redshift slicing using
more than several bins might induce correlation between neighboring redshift bins. As we
shall show in Sec. 4, however, the sensitivity to the annihilation cross section saturates when
using a few redshift bins already, and therefore, this uncertainty results in no major impact
on our conclusions.

– 14 –
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The reported anomalous cosmic rays:

•Positron

•Antiproton (over 100 GeV)

•Antiproton (~ 80 GeV DM mass)

10 GeV the positron fraction decreases with increasing
energy as expected from the secondary production of
cosmic rays by collision with the interstellar medium.
The positron fraction is steadily increasing from 10 to
!250 GeV. This is not consistent with only the secondary
production of positrons [17]. The behavior above 250 GeV
will become more transparent with more statistics which
will also allow improved treatment of the systematics.

Table I (see also [13]) also presents the contribution of
individual sources to the systematic error for different bins
which are added in quadrature to arrive at the total system-
atic uncertainty. As seen, the total systematic error at the
highest energies is dominated by the uncertainty in the
magnitude of the charge confusion.

Most importantly, several independent analyses were
performed on the same data sample by different study
groups. Results of these analyses are consistent with those
presented in Fig. 5 and in Table I (see also [13]).

The observation of the positron fraction increase with
energy has been reported by earlier experiments: TS93
[18], Wizard/CAPRICE [19], HEAT [20], AMS-01 [21],
PAMELA [22], and Fermi-LAT [23]. The most recent
results are presented in Fig. 5 for comparison. The accu-
racy of AMS-02 and high statistics available enable the
reported AMS-02 positron fraction spectrum to be clearly
distinct from earlier work. The AMS-02 spectrum has the
unique resolution, statistics, and energy range to provide
accurate information on new phenomena.
The accuracy of the data (Table I and [13]) enables us to

investigate the properties of the positron fraction with
different models. We present here the results of comparing
our data with a minimal model, as an example. In this
model the eþ and e# fluxes,!eþ and!e# , respectively, are
parametrized as the sum of individual diffuse power law
spectra and the contribution of a single common source
of e$:

!eþ ¼ CeþE
#!eþ þ CsE

#!se#E=Es ; (1)

!e# ¼ Ce#E
#!e# þ CsE

#!se#E=Es (2)

(with E in GeV), where the coefficients Ceþ and Ce#

correspond to relative weights of diffuse spectra for posi-
trons and electrons, respectively, and Cs to the weight of
the source spectrum; !eþ , !e# , and !s are the correspond-
ing spectral indices; and Es is a characteristic cutoff energy
for the source spectrum. With this parametrization the
positron fraction depends on five parameters. A fit to the
data in the energy range 1–350 GeV based on the number
of events in each bin yields a "2=d:f: ¼ 28:5=57 and the
following: !e# # !eþ ¼ #0:63$ 0:03, i.e., the diffuse
positron spectrum is softer, that is, less energetic with
increasing energy, than the diffuse electron spectrum;
!e# # !s ¼ 0:66$ 0:05, i.e., the source spectrum is
harder than the diffuse electron spectrum; Ceþ=Ce# ¼
0:091$ 0:001, i.e., the weight of the diffuse positron flux
amounts to !10% of that of the diffuse electron flux;
Cs=Ce# ¼ 0:0078$ 0:0012, i.e., the weight of the com-
mon source constitutes only !1% of that of the diffuse
electron flux; and 1=Es ¼ 0:0013$ 0:0007 GeV#1, corre-
sponding to a cutoff energy of 760þ1000

#280 GeV. The fit is
shown in Fig. 6 as a solid curve. The agreement between
the data and the model shows that the positron fraction
spectrum is consistent with e$ fluxes each of which is the
sum of its diffuse spectrum and a single common power
law source. No fine structures are observed in the data. The
excellent agreement of this model with the data indicates
that the model is insensitive to solar modulation effects
[24] during this period. Indeed, fitting over the energy
ranges from 0.8–350 GeV to 6.0–350 GeV does not change
the results nor the fit quality. Furthermore, fitting the data
with the same model extended to include different solar
modulation effects on positrons and electrons yields simi-
lar results. This study also shows that the slope of the
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FIG. 4 (color). (a) Stability of the measurement in the energy
range 83.2–100 GeVover wide variations of the cuts fitted with a
Gaussian of width 1.1%. (b) The positron fraction shows no
correlation with the number of selected positrons.
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FIG. 5 (color). The positron fraction compared with the most
recent measurements from PAMELA [22] and Fermi-LAT [23].
The comparatively small error bars for AMS are the quadratic
sum of the statistical and systematic uncertainties (see Table I
and [13]), and the horizontal positions are the centers of
each bin.
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the antiproton spectral index decreases more rapidly than
the proton spectral index and for the highest rigidity
interval, 60.3 ≤ jRj < 450 GV, the antiproton spectral
index is consistent with the proton spectral index.
Figure 3(a) presents the measured (p̄=p) flux ratio.

Compared with earlier experiments [2,6], the AMS results
extend the rigidity range to 450 GV with increased
precision. Figure 2 of Supplemental Material [18] shows
the low energy (< 10 GeV) part of our measured (p̄=p)
flux ratio. To minimize the systematic error for this flux
ratio we have used the 2.42 × 109 protons selected with the
same acceptance, time period, and absolute rigidity range
as the antiprotons. From 10 to 450 GV, the values of the
proton flux are identical to 1% to those in our publication
[16]. As seen from Fig. 3(a), above ∼60 GV the ratio
appears to be rigidity independent.
To estimate the lowest rigidity above which the (p̄=p)

flux ratio is rigidity independent, we use rigidity intervals
with starting rigidities from 10 GV and increasing bin by
bin. The ending rigidity for all intervals is fixed at 450 GV.
Each interval is split into two sections with a boundary
between the starting rigidity and 450 GV. Each of the two
sections is fit with a constant and we obtain two mean
values of the (p̄=p) flux ratio. The lowest starting rigidity of
the interval that gives consistent mean values at the
90% C.L. for any boundary defines the lowest limit.
This yields 60.3 GV as the lowest rigidity above which
the (p̄=p) flux ratio is rigidity independent with a mean
value of ð1.81" 0.04Þ × 10−4. To further probe the behav-
ior of the flux ratio we define the best straight line fit over a
rigidity interval as

ðp̄=pÞ ¼ Cþ kðjRj − R0Þ; ð4Þ

whereC is the value of the flux ratio atR0, k is the slope, and
R0 is chosen to minimize the correlation between the fitted
values of C and k, i.e., the mean of jRj over the interval
weighted with the statistical and uncorrelated systematic
errors. The solid red line in Fig. 3(a) shows this best straight
line fit above 60.3 GV, as determined above, together with
the 68% C.L. range of the fit parameters (shaded region).
Above 60.3 GV, R0 ¼ 91 GV. The fitted value of the slope,
k ¼ ð−0.7" 0.9Þ × 10−7 GV−1, is consistent with zero.
With the AMSmeasurements on the fluxes of all charged

elementary particles in cosmic rays, p̄, p, eþ, and e−, we
can now study the rigidity dependent behavior of different
flux ratios. The flux ratios and errors are tabulated in Tables
II and III of Supplemental Material [18]. For the antiproton-
to-positron ratio the rigidity independent interval is 60.3 ≤
jRj < 450 GV with a mean value of 0.479" 0.014. Fitting
Eq. (4) over this interval yields kðp̄=eþÞ ¼ ð−2.8" 3.2Þ×
10−4 GV−1. For the proton-to-positron ratio, the rigidity
independent interval is 59.13 ≤ jRj < 500 GVwith a mean
value of ð2.67" 0.05Þ × 103 and kðp=eþÞ ¼ ð−0.9"
1.0Þ GV−1. Both results are shown in Fig. 3(b) together
with the 68% C.L. range of the fit parameters (shaded
regions). In the study of the ratios, we have taken into
account the correlation of the errors due to uncertainty in
the ECAL energy scale in Φe" [15].
In Fig. 4 of Supplemental Material [18] we present our

measured antiproton-to-electron and proton-to-electron
flux ratios. Both of these flux ratios exhibit rigidity
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FIG. 1: Comparison of the best fit of the p̄/p ratio to the AMS-02 data [14], with a DM component (left panel) and
without DM (right panel). The lower panels show the corresponding residuals. The fit is performed between the

dotted lines, i.e., for rigidities 5GV  R  10TV. The grey bands around the best fit indicate the 1 and 2�
uncertainty, respectively. The dashed black line (labeled “�� = 0 MV”) shows the best fit without correction for

solar modulation. The solid red line shows the best fit DM contribution. We also show, for comparison, the
contribution from astrophysical tertiary antiprotons denoted by the dot-dashed line.

not reduce the evidence for a DM matter component in
the antiproton flux, and modifies only slightly the pre-
ferred ranges of DM mass and annihilation cross-section,

FIG. 2: Best fit regions (1, 2 and 3�) for a DM
component of the antiproton flux, using the antiproton
cross-section models of [40] (Tan & Ng), [41] (di Mauro
et al.), and [42] (Kachelriess et al.). For comparison, we
also show the best fit region of the DM interpretation of

the Galactic center gamma-ray excess [38], and the
thermal value of the annihilation cross-section,

h�vi ⇡ 3⇥ 10�26 cm3s�1.

see FIG. 2. This represents an important test, since the
cross-sections used are quite different in nature. While
those of [40, 41] are based on a phenomenological param-
eterization of the available cross-section data, the cross
section of [42] is based on a physical model implemented
through Monte Carlo generators. While this check does
not exhaust the range of possible systematics related to
the antiproton cross-section, a more robust assessment
of this issue requires more accurate and comprehensive
experimental antiproton cross-section measurements.

From TABLE I we note that including a DM compo-
nent induces a shift in some of the propagation param-
eters. In particular the slope of the diffusion coefficient,
�, changes by about 30% from a value of � ⇡ 0.36 with-
out DM to � ⇡ 0.25 when DM is included. This stresses
the importance of fitting at the same time DM and CR
background. The changes induced by a DM component
in the other CR propagation parameters are less than
about 10%. More details are reported in the supplemen-
tary material.

As a further estimate of systematic uncertainties, we
have extended the fit range down to a rigidity of R =
1GV. In this case, the fit excludes a significant DM com-
ponent in the antiproton flux. This can be understood
from the residuals for this case, which are very similar to
the ones shown in the right panel of FIG. 1. Clearly, the
excess feature at R ⇡ 18GV, responsible for the DM pref-
erence in the default case, still remains. The reason why



•Positron

•Antiproton (over 100 GeV)

10 GeV the positron fraction decreases with increasing
energy as expected from the secondary production of
cosmic rays by collision with the interstellar medium.
The positron fraction is steadily increasing from 10 to
!250 GeV. This is not consistent with only the secondary
production of positrons [17]. The behavior above 250 GeV
will become more transparent with more statistics which
will also allow improved treatment of the systematics.

Table I (see also [13]) also presents the contribution of
individual sources to the systematic error for different bins
which are added in quadrature to arrive at the total system-
atic uncertainty. As seen, the total systematic error at the
highest energies is dominated by the uncertainty in the
magnitude of the charge confusion.

Most importantly, several independent analyses were
performed on the same data sample by different study
groups. Results of these analyses are consistent with those
presented in Fig. 5 and in Table I (see also [13]).

The observation of the positron fraction increase with
energy has been reported by earlier experiments: TS93
[18], Wizard/CAPRICE [19], HEAT [20], AMS-01 [21],
PAMELA [22], and Fermi-LAT [23]. The most recent
results are presented in Fig. 5 for comparison. The accu-
racy of AMS-02 and high statistics available enable the
reported AMS-02 positron fraction spectrum to be clearly
distinct from earlier work. The AMS-02 spectrum has the
unique resolution, statistics, and energy range to provide
accurate information on new phenomena.
The accuracy of the data (Table I and [13]) enables us to

investigate the properties of the positron fraction with
different models. We present here the results of comparing
our data with a minimal model, as an example. In this
model the eþ and e# fluxes,!eþ and!e# , respectively, are
parametrized as the sum of individual diffuse power law
spectra and the contribution of a single common source
of e$:

!eþ ¼ CeþE
#!eþ þ CsE

#!se#E=Es ; (1)

!e# ¼ Ce#E
#!e# þ CsE

#!se#E=Es (2)

(with E in GeV), where the coefficients Ceþ and Ce#

correspond to relative weights of diffuse spectra for posi-
trons and electrons, respectively, and Cs to the weight of
the source spectrum; !eþ , !e# , and !s are the correspond-
ing spectral indices; and Es is a characteristic cutoff energy
for the source spectrum. With this parametrization the
positron fraction depends on five parameters. A fit to the
data in the energy range 1–350 GeV based on the number
of events in each bin yields a "2=d:f: ¼ 28:5=57 and the
following: !e# # !eþ ¼ #0:63$ 0:03, i.e., the diffuse
positron spectrum is softer, that is, less energetic with
increasing energy, than the diffuse electron spectrum;
!e# # !s ¼ 0:66$ 0:05, i.e., the source spectrum is
harder than the diffuse electron spectrum; Ceþ=Ce# ¼
0:091$ 0:001, i.e., the weight of the diffuse positron flux
amounts to !10% of that of the diffuse electron flux;
Cs=Ce# ¼ 0:0078$ 0:0012, i.e., the weight of the com-
mon source constitutes only !1% of that of the diffuse
electron flux; and 1=Es ¼ 0:0013$ 0:0007 GeV#1, corre-
sponding to a cutoff energy of 760þ1000

#280 GeV. The fit is
shown in Fig. 6 as a solid curve. The agreement between
the data and the model shows that the positron fraction
spectrum is consistent with e$ fluxes each of which is the
sum of its diffuse spectrum and a single common power
law source. No fine structures are observed in the data. The
excellent agreement of this model with the data indicates
that the model is insensitive to solar modulation effects
[24] during this period. Indeed, fitting over the energy
ranges from 0.8–350 GeV to 6.0–350 GeV does not change
the results nor the fit quality. Furthermore, fitting the data
with the same model extended to include different solar
modulation effects on positrons and electrons yields simi-
lar results. This study also shows that the slope of the
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the antiproton spectral index decreases more rapidly than
the proton spectral index and for the highest rigidity
interval, 60.3 ≤ jRj < 450 GV, the antiproton spectral
index is consistent with the proton spectral index.
Figure 3(a) presents the measured (p̄=p) flux ratio.

Compared with earlier experiments [2,6], the AMS results
extend the rigidity range to 450 GV with increased
precision. Figure 2 of Supplemental Material [18] shows
the low energy (< 10 GeV) part of our measured (p̄=p)
flux ratio. To minimize the systematic error for this flux
ratio we have used the 2.42 × 109 protons selected with the
same acceptance, time period, and absolute rigidity range
as the antiprotons. From 10 to 450 GV, the values of the
proton flux are identical to 1% to those in our publication
[16]. As seen from Fig. 3(a), above ∼60 GV the ratio
appears to be rigidity independent.
To estimate the lowest rigidity above which the (p̄=p)

flux ratio is rigidity independent, we use rigidity intervals
with starting rigidities from 10 GV and increasing bin by
bin. The ending rigidity for all intervals is fixed at 450 GV.
Each interval is split into two sections with a boundary
between the starting rigidity and 450 GV. Each of the two
sections is fit with a constant and we obtain two mean
values of the (p̄=p) flux ratio. The lowest starting rigidity of
the interval that gives consistent mean values at the
90% C.L. for any boundary defines the lowest limit.
This yields 60.3 GV as the lowest rigidity above which
the (p̄=p) flux ratio is rigidity independent with a mean
value of ð1.81" 0.04Þ × 10−4. To further probe the behav-
ior of the flux ratio we define the best straight line fit over a
rigidity interval as

ðp̄=pÞ ¼ Cþ kðjRj − R0Þ; ð4Þ

whereC is the value of the flux ratio atR0, k is the slope, and
R0 is chosen to minimize the correlation between the fitted
values of C and k, i.e., the mean of jRj over the interval
weighted with the statistical and uncorrelated systematic
errors. The solid red line in Fig. 3(a) shows this best straight
line fit above 60.3 GV, as determined above, together with
the 68% C.L. range of the fit parameters (shaded region).
Above 60.3 GV, R0 ¼ 91 GV. The fitted value of the slope,
k ¼ ð−0.7" 0.9Þ × 10−7 GV−1, is consistent with zero.
With the AMSmeasurements on the fluxes of all charged

elementary particles in cosmic rays, p̄, p, eþ, and e−, we
can now study the rigidity dependent behavior of different
flux ratios. The flux ratios and errors are tabulated in Tables
II and III of Supplemental Material [18]. For the antiproton-
to-positron ratio the rigidity independent interval is 60.3 ≤
jRj < 450 GV with a mean value of 0.479" 0.014. Fitting
Eq. (4) over this interval yields kðp̄=eþÞ ¼ ð−2.8" 3.2Þ×
10−4 GV−1. For the proton-to-positron ratio, the rigidity
independent interval is 59.13 ≤ jRj < 500 GVwith a mean
value of ð2.67" 0.05Þ × 103 and kðp=eþÞ ¼ ð−0.9"
1.0Þ GV−1. Both results are shown in Fig. 3(b) together
with the 68% C.L. range of the fit parameters (shaded
regions). In the study of the ratios, we have taken into
account the correlation of the errors due to uncertainty in
the ECAL energy scale in Φe" [15].
In Fig. 4 of Supplemental Material [18] we present our

measured antiproton-to-electron and proton-to-electron
flux ratios. Both of these flux ratios exhibit rigidity
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FIG. 1: Comparison of the best fit of the p̄/p ratio to the AMS-02 data [14], with a DM component (left panel) and
without DM (right panel). The lower panels show the corresponding residuals. The fit is performed between the

dotted lines, i.e., for rigidities 5GV  R  10TV. The grey bands around the best fit indicate the 1 and 2�
uncertainty, respectively. The dashed black line (labeled “�� = 0 MV”) shows the best fit without correction for

solar modulation. The solid red line shows the best fit DM contribution. We also show, for comparison, the
contribution from astrophysical tertiary antiprotons denoted by the dot-dashed line.

not reduce the evidence for a DM matter component in
the antiproton flux, and modifies only slightly the pre-
ferred ranges of DM mass and annihilation cross-section,

FIG. 2: Best fit regions (1, 2 and 3�) for a DM
component of the antiproton flux, using the antiproton
cross-section models of [40] (Tan & Ng), [41] (di Mauro
et al.), and [42] (Kachelriess et al.). For comparison, we
also show the best fit region of the DM interpretation of

the Galactic center gamma-ray excess [38], and the
thermal value of the annihilation cross-section,

h�vi ⇡ 3⇥ 10�26 cm3s�1.

see FIG. 2. This represents an important test, since the
cross-sections used are quite different in nature. While
those of [40, 41] are based on a phenomenological param-
eterization of the available cross-section data, the cross
section of [42] is based on a physical model implemented
through Monte Carlo generators. While this check does
not exhaust the range of possible systematics related to
the antiproton cross-section, a more robust assessment
of this issue requires more accurate and comprehensive
experimental antiproton cross-section measurements.

From TABLE I we note that including a DM compo-
nent induces a shift in some of the propagation param-
eters. In particular the slope of the diffusion coefficient,
�, changes by about 30% from a value of � ⇡ 0.36 with-
out DM to � ⇡ 0.25 when DM is included. This stresses
the importance of fitting at the same time DM and CR
background. The changes induced by a DM component
in the other CR propagation parameters are less than
about 10%. More details are reported in the supplemen-
tary material.

As a further estimate of systematic uncertainties, we
have extended the fit range down to a rigidity of R =
1GV. In this case, the fit excludes a significant DM com-
ponent in the antiproton flux. This can be understood
from the residuals for this case, which are very similar to
the ones shown in the right panel of FIG. 1. Clearly, the
excess feature at R ⇡ 18GV, responsible for the DM pref-
erence in the default case, still remains. The reason why
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Figure 10. Upper limit on dark matter annihilation cross section due to cross correlation between
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cases, i.e., Figs. 7–9. Additionally, ‘Thermal WIMP’ line is included as in Fig. 6.

previous papers [16, 17], i.e., the similar results are obtained for hadronic channels (bb̄,
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Figure 5. Best-fit neutrino spectra for the single power law model
(all flavors combined). The blue and red shaded areas correspond
to 68% C.L. allowed regions for the conventional atmospheric and
astrophysical neutrino flux, respectively. The prompt atmospheric
flux is fitted to zero, we show the 90% C.L. upper limit on this
component instead (green line).

Figure 6. Best-fit astrophysical neutrino spectra (all flavors com-
bined). The red shaded area corresponds to the 68% C.L. allowed
region for the single power law model (cf. Figure 5). The black
data points show the result of the di↵erential model; the horizontal
bars denote the bin width, the vertical error bars denote 68% C.L.
intervals.

Figure 7. Electron neutrino fraction measured at Earth in the 2-
flavor model. The black point denotes the best-fit value, the filled
bands show the 68% (green) and 90% (red) C.L. intervals. The
dashed lines mark electron neutrino fractions expected for di↵erent
flavor compositions at the source, assuming tribimaximal neutrino
mixing angles.

Figure 8. Profile likelihood scan of the flavor composition
at Earth. Each point in the triangle corresponds to a ratio
⌫e : ⌫µ : ⌫⌧ as measured on Earth, the individual contribu-
tions are read o↵ the three sides of the triangle. The best-fit
composition is marked with “⇥”, 68% and 95% confidence
regions are indicated. The ratios corresponding to three flavor
composition scenarios at the sources of the neutrinos, computed
using the oscillation parameters in Gonzalez-Garcia et al. (2014,
inverted hierarchy), are marked by the square (0 : 1 : 0),
circle (1 : 2 : 0), and triangle (1 : 0 : 0), respectively. The
best-fit composition obtained in an earlier IceCube analysis of
the flavor composition (Aartsen et al. 2015c) is marked with a “+”.

Ruiz et al. (2015) (based on event sample H1, presented
in Aartsen et al. 2014e), and by Palladino et al. (2015),
Pagliaroli et al. (2015), and Aartsen et al. (2015c) (based
on event samples that were extended with respect to H1,
respectively). With respect to these measurements, the
constraints presented here are significantly improved; we
attribute this to the fact that the combined event sam-
ple analyzed here contains a significant number of shower
events as well as track events. Though the best-fit flavor
composition obtained in Aartsen et al. (2015c) (white
“+” in Figure 8) lies outside the 95% C.L. region, the
68% C.L. region obtained here is completely contained
within that obtained in the previous work, demonstrat-
ing the compatibility of the two results. Because neither
analysis was designed to identify tau neutrinos, a degen-
eracy with respect to the ⌫⌧ -fraction is observed in both,
the slight preference towards a smaller ⌫⌧ -contribution
found here is likely connected to the slight di↵erences in
the energy distributions of the three neutrino flavors. In
future, the identification of tau neutrinos will enable us
to place stronger constraints on the flavor composition
of the astrophysical neutrino flux.
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bined). The red shaded area corresponds to the 68% C.L. allowed
region for the single power law model (cf. Figure 5). The black
data points show the result of the di↵erential model; the horizontal
bars denote the bin width, the vertical error bars denote 68% C.L.
intervals.

Figure 7. Electron neutrino fraction measured at Earth in the 2-
flavor model. The black point denotes the best-fit value, the filled
bands show the 68% (green) and 90% (red) C.L. intervals. The
dashed lines mark electron neutrino fractions expected for di↵erent
flavor compositions at the source, assuming tribimaximal neutrino
mixing angles.

Figure 8. Profile likelihood scan of the flavor composition
at Earth. Each point in the triangle corresponds to a ratio
⌫e : ⌫µ : ⌫⌧ as measured on Earth, the individual contribu-
tions are read o↵ the three sides of the triangle. The best-fit
composition is marked with “⇥”, 68% and 95% confidence
regions are indicated. The ratios corresponding to three flavor
composition scenarios at the sources of the neutrinos, computed
using the oscillation parameters in Gonzalez-Garcia et al. (2014,
inverted hierarchy), are marked by the square (0 : 1 : 0),
circle (1 : 2 : 0), and triangle (1 : 0 : 0), respectively. The
best-fit composition obtained in an earlier IceCube analysis of
the flavor composition (Aartsen et al. 2015c) is marked with a “+”.
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in Aartsen et al. 2014e), and by Palladino et al. (2015),
Pagliaroli et al. (2015), and Aartsen et al. (2015c) (based
on event samples that were extended with respect to H1,
respectively). With respect to these measurements, the
constraints presented here are significantly improved; we
attribute this to the fact that the combined event sam-
ple analyzed here contains a significant number of shower
events as well as track events. Though the best-fit flavor
composition obtained in Aartsen et al. (2015c) (white
“+” in Figure 8) lies outside the 95% C.L. region, the
68% C.L. region obtained here is completely contained
within that obtained in the previous work, demonstrat-
ing the compatibility of the two results. Because neither
analysis was designed to identify tau neutrinos, a degen-
eracy with respect to the ⌫⌧ -fraction is observed in both,
the slight preference towards a smaller ⌫⌧ -contribution
found here is likely connected to the slight di↵erences in
the energy distributions of the three neutrino flavors. In
future, the identification of tau neutrinos will enable us
to place stronger constraints on the flavor composition
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Figure 1. UHECR energy spectrum (updated
from [19]). The vertical axis denotes the
differential flux multiplied by E0

3. Poisson
bounds are given at a confidence level (CL) of
68%. Upper limits are put at a 90% CL. The dot-
ted curve represents the expected flux for a GZK
model with uniform source distribution [25]. The
number of observed events is indicated for the
highest bins.

UHECRs beyond the GZK cutoff energy. Eleven
events were detected above 1020 eV against the
expected ∼ 1.9 events for a GZK model with
uniform source distribution. In this case the
deviation corresponds to 4σ level. However, if
we consider the overdensity of nearby sources or
the discrete source distribution that alters the
expected spectrum, it is not trivial to evaluate
the statistical significance.

In order to confirm the observational result, we
also checked the spectrum using a limited dataset
with core locations well inside the array boundary
[19]. The result is in good agreement with that
from the whole dataset.

Table 1 summarises the major systematic error
sources with the resulting uncertainty in energy
scale [19]. The overall uncertainty is evaluated

Table 1
Major systematic error sources in energy
estimation [19]. Values are resultant uncertainty
in energy.

Detector
Absolute gain ± 0.7%
Linearity ± 7%
Response ± 5%

Shower phenomenology
Lateral distribution ± 7%
S(600) attenuation ± 5%
Shower front structure ± 5%
Late arriving particles ± 5%

Energy estimator
S(600) vs. E0 relationship ± 12%

Total Energy uncertainty ± 18%

to be ±18%. Different from ground-based
fluorescence detectors, the systematics are almost
independent of energies above ∼ 1019 eV.

To test the validity of Equation (1), we
simulated proton and iron initiated showers using
the AIRES code [26] with QGSJET98 [27] and
SIBYLL1.6 [28] models. Using GEANT code
[29], the detector response was also studied
[30]. Applying realistic experimental conditions,
Equation (1) turns out to give 10% smaller
energies on the average among examined primary-
and-model combinations. It depends little upon
primary particles or interaction models assumed
[19,30]. This relative independence is a significant
advantage for AGASA’s scintillation detectors
against the muon-sensitive detectors. This is due
to the fact that the electromagnetic component
in a shower carries ∼ 90% of the total primary
energy [31].

Even if we shift energies down by 18% within
the range of systematic errors, the six most
energetic events would remain above 1020 eV. In
this case still, the data would deviate ∼ 2.7σ
from the expected ∼ 1.0 event. Due to energy-
independent systematics in the energy scale, the
feature of the extending spectrum is unchanged
and is not able to fit to the conventional GZK
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Figure 2. Arrival directions of UHECR events
above 4 × 1019 eV on equatorial coordinates
(combined data with A20 revised from [32] up
to 2000). Full squares denote events above 1020

eV. Dashed and dotted curves represent Galactic
and Supergalactic planes, respectively. Shaded
regions are not used in the analysis due to a zenith
angle cut (θ ≤ 50◦). Large open circles indicate
coincidences of events with a 2.5◦ cut (clusters;
notations are referred to [32]).

spectrum.

4.2. Arrival direction distribution
Figure 2 illustrates the arrival directions of

67 observed events above 4 × 1019 eV on the
equatorial coordinates (updated from [32] up to
2000; A20 data included). Closed squares denote
events above 1020 eV. Shaded regions are not
used in the analysis due to a θ ≤ 50◦ cut.
Dashed and dotted curves represent Galactic and
Supergalactic planes, respectively. Large open
circles indicate events coincident within a 2.5◦ cut
(clusters; notations are referred to [32]).

Over the observed sky events distribute almost
isotropically. This global isotropy is an evidence
that UHECRs are of extragalactic origin. One
can at least exclude the model of Galactic light
component. However, if we look at the details of
the distribution, a fraction of the events are found
close to each other. Applying a 2.5◦ cut, seven
clusters are recognized in the observed sky. The
C2 cluster is a three-event coincidence (triplet).

An energy cut of 4 × 1019 eV corresponds
to the critical energy of the GZK mechanism.
A 2.5◦ angular limit is comparable to the

Figure 3. Event density as function of separation
angle of arbitrary event pairs above 4 × 1019 eV
[32,33]. The dotted line represents the expected
distribution for isotropy.

combined resolution for arbitrary two events from
a point-like source. This coincidently yields the
maximum significance on the observed clusters
against the expectation for isotropy [21].

The number of doublets (two-event
coincidences) is nine against 1.7 expected for
isotropy (C2 triplet accounts for three). The
chance probability is less than 0.1% to observe
such a significant number of doublets. Like-
wise only ∼ 0.05 triplets are expected and the
corresponding probability is < 1%.

Figure 3 shows the event density as a function
of separation angle (self correlation analysis) for
all event combinations above 4× 1019 eV [32,33].
The dashed smooth curve corresponds to the
simulated distribution for isotropy.

A peak is observed near 0◦, while the
distribution is consistent with that for isotropy
at large separation angles. The significance of the
excess is 3.5σ (> 4 × 1019 eV) and 3.2σ (> 1019

eV) against the isotropy assumption according to
[34]. This peak implies the possible presence of
point-like sources that emit UHECRs.

To extend this analysis, Figure 4 shows a
two-dimensional plot on a 20◦ × 20◦ frame for

K. Shinozaki / Nuclear Physics B (Proc. Suppl.) 151 (2006) 3–106More will be by Pierre 
Auger Observatory



Propagation of UHECR

Initial state Target field Process Secondaries
Nuclei CBR Pair production (Bethe-Heitler) e

±

Nuclei CBR Photo-pion production p, n, ⌫, e

±
, �

Nuclei CBR Photodisintegration p, n, d, t,

3He,↵, �*
Nuclei CBR Elastic scattering* �

Nuclei – Nuclear decay p, n, ⌫, e

±
, �*

Photons CBR Pair production* (Breit-Wheeler) e

±

Photons CBR Double pair production* e

±

Electrons CBR Triplet pair production* e

±

Electrons CBR Inverse Compton scattering* �

Electrons B-field Synchrotron radiation* �

Table 1: Implemented processes for cosmic-ray nuclei (including protons and neutrons), photons and electrons interacting with
cosmic background radiation (CBR) or with cosmic magnetic fields. Secondary particles from these processes are indicated.
Processes and secondary particles newly implemented in CRPropa 3.1 are denoted by a *. Note that while synchrotron radiation
applies to all charged particles it is typically not relevant for nuclei.

optical background (IRB). The IRB models imple-
mented in CRPropa are Kneiske 2004 [36], Stecker
2005 [37], Franceschini 2008 [38], Finke 2010 [39],
Dominguez 2011 [40], Gilmore 2012 [41] and, as
new additions, the upper and lower bounds deter-
mined by Stecker 2016 [42]. Electromagnetic par-
ticles at UHE energies can also significantly inter-
act with the cosmic radio background for which the
Protheroe [43] model is implemented.

The interaction rate or inverse interaction length
of a cosmic ray of energy E, mass m and velocity
� ⇡ 1 interacting with an isotropic radiation field
is given by
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where n(✏) = dn/d✏ is the di↵erential photon num-
ber density per energy interval d✏ and �(s) is the
cross-section of the considered process as a func-
tion of the squared center of momentum energy
s. A minimum s

th

is required for the produc-
tion of secondary particles. The maximum value
s

max

= 4E✏+m

2 corresponds to a head-on collision
between the cosmic ray and a background photon
of energy ✏.

Several interaction processes described in sec-
tions 3 and 4 call for sampling the energy of the
interacting background photon. This sampling is
done using the di↵erential interaction rate as a
probability density function (PDF),

PDF(✏;E) / d�
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(E) . (2)

Since calculating equations (1), (2) is compu-
tationally expensive, all (di↵erential) interaction
rates are tabulated beforehand and interpolated in
CRPropa during runtime. Here, the interaction
rates are calculated separately for each process and
each relevant photon background model to enable
a fine grained control of the simulation setup.

The redshift dependence of a background field
is taken into account through a global scaling fac-
tor s(z). This allows for computing the interaction
rates at any redshift from the tabulated values at
z = 0 using the relation

�

�1 (E, z) = (1 + z)2 s(z)��1 (E(1 + z) , z = 0) .

This global scaling is exact in the case of the CMB,
whereas for the IRB and radio background, whose
spectral shapes are redshift-dependent, the error in-
troduced depends on the average propagation dis-
tance and is typically small, see [34] for details.

3. Production of EM particles by UHE nu-
clei

In the following we concentrate on important
production processes for electromagnetic particles
and discuss their implementation in the CRPropa
framework. This includes the existing implemen-
tations for photo-pion and pair production, as well
as the newly implemented photon production chan-
nels via photodisintegration, elastic scattering and
radiative decay. While the additional channels are
negligible for cosmic-ray nuclei, they can give rise to
a relevant contribution of UHE photons, cf. section
5.1.
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Propagation of UHECR

Initial state Target field Process Secondaries
Nuclei CBR Pair production (Bethe-Heitler) e

±

Nuclei CBR Photo-pion production p, n, ⌫, e

±
, �

Nuclei CBR Photodisintegration p, n, d, t,

3He,↵, �*
Nuclei CBR Elastic scattering* �

Nuclei – Nuclear decay p, n, ⌫, e

±
, �*

Photons CBR Pair production* (Breit-Wheeler) e

±

Photons CBR Double pair production* e

±

Electrons CBR Triplet pair production* e

±

Electrons CBR Inverse Compton scattering* �

Electrons B-field Synchrotron radiation* �

Table 1: Implemented processes for cosmic-ray nuclei (including protons and neutrons), photons and electrons interacting with
cosmic background radiation (CBR) or with cosmic magnetic fields. Secondary particles from these processes are indicated.
Processes and secondary particles newly implemented in CRPropa 3.1 are denoted by a *. Note that while synchrotron radiation
applies to all charged particles it is typically not relevant for nuclei.
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2005 [37], Franceschini 2008 [38], Finke 2010 [39],
Dominguez 2011 [40], Gilmore 2012 [41] and, as
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mined by Stecker 2016 [42]. Electromagnetic par-
ticles at UHE energies can also significantly inter-
act with the cosmic radio background for which the
Protheroe [43] model is implemented.
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Since calculating equations (1), (2) is compu-
tationally expensive, all (di↵erential) interaction
rates are tabulated beforehand and interpolated in
CRPropa during runtime. Here, the interaction
rates are calculated separately for each process and
each relevant photon background model to enable
a fine grained control of the simulation setup.

The redshift dependence of a background field
is taken into account through a global scaling fac-
tor s(z). This allows for computing the interaction
rates at any redshift from the tabulated values at
z = 0 using the relation
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�1 (E, z) = (1 + z)2 s(z)��1 (E(1 + z) , z = 0) .

This global scaling is exact in the case of the CMB,
whereas for the IRB and radio background, whose
spectral shapes are redshift-dependent, the error in-
troduced depends on the average propagation dis-
tance and is typically small, see [34] for details.

3. Production of EM particles by UHE nu-
clei

In the following we concentrate on important
production processes for electromagnetic particles
and discuss their implementation in the CRPropa
framework. This includes the existing implemen-
tations for photo-pion and pair production, as well
as the newly implemented photon production chan-
nels via photodisintegration, elastic scattering and
radiative decay. While the additional channels are
negligible for cosmic-ray nuclei, they can give rise to
a relevant contribution of UHE photons, cf. section
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Propagation of UHECR nuclei

Here E (ϵ) is the proton (photon) energy and the proton and
neutral pion masses aremp andmπ0 , respectively. The CMB
photon density is given by n(ϵ) in units of cm−3 eV−1 and
the photoproduction cross section, σpγ(s), is taken from the
parametrization implemented in SOPHIA.
The mean energy loss distance xloss(E), shown in Fig. 1a

as triple-dot-dashed curve, is calculated as

xloss(E) =
E

dE/dx
=

λ(E)

κ(E)
(5)

with κ(E) being the mean inelasticity

κ(E) =
⟨∆E⟩
E

. (6)

The mean energy loss of the nucleon due to the hadron pro-
duction, ⟨∆E⟩, has been calculated by simulating 104 inter-
actions for each given proton energy, resulting in a statistical
error of the order of 1%. For E > 1020 eV losses through
photomeson production dominate with a loss distance of about
15Mpc at E ≥ 8× 1020 eV. Below this energy, Bethe-Heitler
pair production and adiabatic losses due to the cosmological
expansion in the Hubble flow determine the proton energy
losses.
Both the photoproduction interaction and the pair produc-

tion are characterized by strongly energy dependent cross sec-
tions and threshold effects. Fig. 1a shows λph decreasing
by more than three orders of magnitude for a proton energy
increasing by a factor of three. After the minimum λph is
reached, the proton energy loss distance is approximately con-
stant. It is worth noting that the threshold region of λph is very
important for the shape of the propagated proton spectrum. As
pointed out by Berezinsky & Grigoreva [8], a pile–up of pro-
tons will be formed at the intersection of the photoproduction
and pair production energy loss distances. Another, smaller
pile–up will develop at the intersection of the pair production
and adiabatic loss functions.
In the current calculation we treat pair production as a con-

tinuous loss process which is justified considering its small
inelasticity of 2me/mp ≈ 10−3 (with me,mp being the
electron and proton masses, respectively) compared to pion-
photoproduction (κ ≈ 0.2 − 0.5). We use the analytical fit
functions given by Chodorowsky et al. [28] to calculate the
mean energy loss distance for Bethe-Heitler pair production.
This result is in excellent agreement with results obtained by
simulating this process via Monte Carlo as done by Protheroe
& Johnson [12].
The turning point from pion production loss dominance to

pair production loss dominance lies at E ≈ 6× 1019 eV, with
a mean energy loss distance of ≈ 1 Gpc. The minimum of
the pair production loss length is reached at E ≈ (2 − 4) ×
1019 eV. For E ≤ (2 − 3) × 1018 eV continuous losses due
to the expansion of the universe dominate. For an Einstein-de
Sitter (flat, matter-dominated) universe as considered here, the
cosmological energy loss distance scales with redshift z as

xloss,ad(E, z) =
c

H0
(1 + z)−3/2 ≈ 4000 Mpc (1 + z)−3/2,

(7)

FIG. 1. a) Mean energy loss length due to adiabatic expan-
sion (upper dotted curve), Bethe-Heitler pair production (dash-dotted
curve), hadron production (triple-dot-dashed curve). Also shown are
the hadron interaction length (dashed curve) and the neutron decay
length (lower dotted curve). The solid line shows the total xloss.
b) Ratio of mean energy loss length as calculated in Refs. [8] (dot-
ted), [10] (long-dashed), [9] (short-dashed), [12] (dash-dotted), [13]
(dashed-dot-dot-dot), and [25] (thin solid) to the loss length of the
present work presented in the upper panel.

for a Hubble constant of H0 = 75 km/s/Mpc, which we
use throughout this paper. All other energy loss distances,
xloss,BH for Bethe-Heitler pair production and xloss,ph for
photomeson production, scale as

xloss(E, z) = (1 + z)−3xloss[(1 + z)E, z = 0] . (8)

We also show the mean decay distance of∼ 9×10−9γn kpc
for neutrons, where γn is the Lorentz factor of the neutron.
Obviously, neutrons of energy below 1021 eV tend to decay,
whereas at higher energies neutrons tend to interact.
Since the details of the proton energy loss directly affect the

proton spectra after propagation, we present the ratio of the
loss distance in previous calculations to that of our work on a
linear scale in Fig. 1b. Generally all values of the energy loss
distance are in a good qualitative agreement. Rachen & Bier-
mann [10] treat both Bethe-Heitler and pion production losses
very similarly to our work except for the threshold region of
pion production. In the pair production region our work is
also in perfect agreement with Protheroe & Johnson [12]. An
overestimate of the loss distance due to pion production of
∼ 10 − 20% in Ref. [12], however, will result in a small
shift of the GZK cutoff to higher energies in comparison to the
present calculations. Berezinsky & Grigoreva [8] used a very
good approximation for the pion production losses, but under-
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Propagation of UHECR

Initial state Target field Process Secondaries
Nuclei CBR Pair production (Bethe-Heitler) e

±

Nuclei CBR Photo-pion production p, n, ⌫, e

±
, �

Nuclei CBR Photodisintegration p, n, d, t,

3He,↵, �*
Nuclei CBR Elastic scattering* �

Nuclei – Nuclear decay p, n, ⌫, e

±
, �*

Photons CBR Pair production* (Breit-Wheeler) e

±

Photons CBR Double pair production* e

±

Electrons CBR Triplet pair production* e

±

Electrons CBR Inverse Compton scattering* �

Electrons B-field Synchrotron radiation* �

Table 1: Implemented processes for cosmic-ray nuclei (including protons and neutrons), photons and electrons interacting with
cosmic background radiation (CBR) or with cosmic magnetic fields. Secondary particles from these processes are indicated.
Processes and secondary particles newly implemented in CRPropa 3.1 are denoted by a *. Note that while synchrotron radiation
applies to all charged particles it is typically not relevant for nuclei.

optical background (IRB). The IRB models imple-
mented in CRPropa are Kneiske 2004 [36], Stecker
2005 [37], Franceschini 2008 [38], Finke 2010 [39],
Dominguez 2011 [40], Gilmore 2012 [41] and, as
new additions, the upper and lower bounds deter-
mined by Stecker 2016 [42]. Electromagnetic par-
ticles at UHE energies can also significantly inter-
act with the cosmic radio background for which the
Protheroe [43] model is implemented.

The interaction rate or inverse interaction length
of a cosmic ray of energy E, mass m and velocity
� ⇡ 1 interacting with an isotropic radiation field
is given by

�

�1(E) =
1

8�E2
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0
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�(s)(s�m
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(1)

where n(✏) = dn/d✏ is the di↵erential photon num-
ber density per energy interval d✏ and �(s) is the
cross-section of the considered process as a func-
tion of the squared center of momentum energy
s. A minimum s

th

is required for the produc-
tion of secondary particles. The maximum value
s

max

= 4E✏+m

2 corresponds to a head-on collision
between the cosmic ray and a background photon
of energy ✏.

Several interaction processes described in sec-
tions 3 and 4 call for sampling the energy of the
interacting background photon. This sampling is
done using the di↵erential interaction rate as a
probability density function (PDF),

PDF(✏;E) / d�

�1

d✏

(E) . (2)

Since calculating equations (1), (2) is compu-
tationally expensive, all (di↵erential) interaction
rates are tabulated beforehand and interpolated in
CRPropa during runtime. Here, the interaction
rates are calculated separately for each process and
each relevant photon background model to enable
a fine grained control of the simulation setup.

The redshift dependence of a background field
is taken into account through a global scaling fac-
tor s(z). This allows for computing the interaction
rates at any redshift from the tabulated values at
z = 0 using the relation

�

�1 (E, z) = (1 + z)2 s(z)��1 (E(1 + z) , z = 0) .

This global scaling is exact in the case of the CMB,
whereas for the IRB and radio background, whose
spectral shapes are redshift-dependent, the error in-
troduced depends on the average propagation dis-
tance and is typically small, see [34] for details.

3. Production of EM particles by UHE nu-
clei

In the following we concentrate on important
production processes for electromagnetic particles
and discuss their implementation in the CRPropa
framework. This includes the existing implemen-
tations for photo-pion and pair production, as well
as the newly implemented photon production chan-
nels via photodisintegration, elastic scattering and
radiative decay. While the additional channels are
negligible for cosmic-ray nuclei, they can give rise to
a relevant contribution of UHE photons, cf. section
5.1.
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Propagation of UHECR EM particles

• Pair production (PP)

• Double pair production (DPP)

• Triple pair production (TPP)

• Inverse Compton scattering (ICS)
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Figure 5: Interaction lengths for cosmic-ray photons (left) and electrons (right) interacting with cosmic photon backgrounds.
The relevant processes are pair production (PP, black solid line) and double pair production (DPP, black dashed line) for
photons, and triplet pair production (TPP, black solid line) and inverse Compton scattering (ICS, black dashed line) for
electrons. Colored lines show the contribution of the individual photon fields, IRB (blue, Gilmore model [41]), CMB (green)
and radio background (red, Protheroe model [43]). In addition, the energy loss length of synchrotron radiation is indicated for
three magnetic field strengths (gray dotted lines).
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Figure 5: Interaction lengths for cosmic-ray photons (left) and electrons (right) interacting with cosmic photon backgrounds.
The relevant processes are pair production (PP, black solid line) and double pair production (DPP, black dashed line) for
photons, and triplet pair production (TPP, black solid line) and inverse Compton scattering (ICS, black dashed line) for
electrons. Colored lines show the contribution of the individual photon fields, IRB (blue, Gilmore model [41]), CMB (green)
and radio background (red, Protheroe model [43]). In addition, the energy loss length of synchrotron radiation is indicated for
three magnetic field strengths (gray dotted lines).
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Figure 8: Photon flux, scaled with E2, created by 104 cosmic rays (left: protons, right: iron) emitted with a power-law spectrum
dN/dE / E�1 between 1 and 1000 eV from uniformly distributed sources at 3� 1000Mpc distance. Black dots show the total
photon flux simulated with CRPropa above 1017 eV and DINT below, with error bars depicting the statistical uncertainty.
Color-coded are the contributions of the individual EM production channels. The photon flux obtained from a pure DINT
propagation is shown in gray for comparison.

ondary photons with B

RMS

= 1nG.
In addition to the aforementioned fixed initial

photon energies, we compute the horizon for a pho-
ton source with a power-law spectrum dN/dE /⇠
E

�2 between 0.1 and 100EeV. The results are
shown in Figure 9 (right). In this scenario, the
photon horizon for the 1% limit is extended from
approximately 2.1Mpc to 7.3Mpc in the case of
B

RMS

= 0.1 nG. This distance includes potential
extragalactic source candidates like Centaurus A at
about 3.8Mpc distance [62]. As before, the photon
horizon does not increase substantially considering
a 1 nG magnetic field. We conclude that the un-
known extragalactic magnetic field makes a reliable
estimate of the UHE photon horizon challenging.

6. Summary

The multi-messenger approach is becoming in-
creasingly important in cosmic-ray physics. In this
context, CRPropa 3 was developed as a general and
versatile simulation tool for the intergalactic and
galactic propagation of cosmic rays. In this paper
we have presented two extensions for EM particles
which are incorporated in the CRPropa 3.1 release.

The first extension concerns the photon produc-
tion by cosmic-ray nuclei. We have implemented
the following new channels: photon emission fol-
lowing photodisintegration, elastic scattering and
radiative decay as a supplement to the already ex-
isting channels of pion production, pair production
and �-decay. Using the case of UHE iron nuclei
we find that photodisintegration and elastic scat-
tering can give rise to dominant contributions in
the photon emission spectrum in the PeV range for
a 50EeV nucleus. A comparison of the total en-
ergy budget of the individual channels yields that,
while most of the energy is deposited via electron
pair production, most production channels become
more relevant with higher cosmic-ray energies. Us-
ing these photon production channels in CRPropa
leads to an increase in the predictive power of pho-
ton flux calculations.

The second extension enables the propagation of
EM particles in CRPropa. To this end, pair and
double pair production for cosmic-ray photons as
well as triplet pair production, inverse Compton
scattering and synchrotron radiation for cosmic-ray
electrons have been implemented. This allows for a
simulatation of EM cascades in various cosmic-ray
scenarios within the CRPropa framework down to
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Figure 8: Photon flux, scaled with E2, created by 104 cosmic rays (left: protons, right: iron) emitted with a power-law spectrum
dN/dE / E�1 between 1 and 1000 eV from uniformly distributed sources at 3� 1000Mpc distance. Black dots show the total
photon flux simulated with CRPropa above 1017 eV and DINT below, with error bars depicting the statistical uncertainty.
Color-coded are the contributions of the individual EM production channels. The photon flux obtained from a pure DINT
propagation is shown in gray for comparison.

ondary photons with B

RMS

= 1nG.
In addition to the aforementioned fixed initial

photon energies, we compute the horizon for a pho-
ton source with a power-law spectrum dN/dE /⇠
E

�2 between 0.1 and 100EeV. The results are
shown in Figure 9 (right). In this scenario, the
photon horizon for the 1% limit is extended from
approximately 2.1Mpc to 7.3Mpc in the case of
B

RMS

= 0.1 nG. This distance includes potential
extragalactic source candidates like Centaurus A at
about 3.8Mpc distance [62]. As before, the photon
horizon does not increase substantially considering
a 1 nG magnetic field. We conclude that the un-
known extragalactic magnetic field makes a reliable
estimate of the UHE photon horizon challenging.

6. Summary

The multi-messenger approach is becoming in-
creasingly important in cosmic-ray physics. In this
context, CRPropa 3 was developed as a general and
versatile simulation tool for the intergalactic and
galactic propagation of cosmic rays. In this paper
we have presented two extensions for EM particles
which are incorporated in the CRPropa 3.1 release.

The first extension concerns the photon produc-
tion by cosmic-ray nuclei. We have implemented
the following new channels: photon emission fol-
lowing photodisintegration, elastic scattering and
radiative decay as a supplement to the already ex-
isting channels of pion production, pair production
and �-decay. Using the case of UHE iron nuclei
we find that photodisintegration and elastic scat-
tering can give rise to dominant contributions in
the photon emission spectrum in the PeV range for
a 50EeV nucleus. A comparison of the total en-
ergy budget of the individual channels yields that,
while most of the energy is deposited via electron
pair production, most production channels become
more relevant with higher cosmic-ray energies. Us-
ing these photon production channels in CRPropa
leads to an increase in the predictive power of pho-
ton flux calculations.

The second extension enables the propagation of
EM particles in CRPropa. To this end, pair and
double pair production for cosmic-ray photons as
well as triplet pair production, inverse Compton
scattering and synchrotron radiation for cosmic-ray
electrons have been implemented. This allows for a
simulatation of EM cascades in various cosmic-ray
scenarios within the CRPropa framework down to
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dN/dE / E�1 between 1 and 1000 eV from uniformly distributed sources at 3� 1000Mpc distance. Black dots show the total
photon flux simulated with CRPropa above 1017 eV and DINT below, with error bars depicting the statistical uncertainty.
Color-coded are the contributions of the individual EM production channels. The photon flux obtained from a pure DINT
propagation is shown in gray for comparison.
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tering can give rise to dominant contributions in
the photon emission spectrum in the PeV range for
a 50EeV nucleus. A comparison of the total en-
ergy budget of the individual channels yields that,
while most of the energy is deposited via electron
pair production, most production channels become
more relevant with higher cosmic-ray energies. Us-
ing these photon production channels in CRPropa
leads to an increase in the predictive power of pho-
ton flux calculations.

The second extension enables the propagation of
EM particles in CRPropa. To this end, pair and
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5. Conclusions



We have studied DM using extragalactic gamma rays and local 
galaxy distribution 

• The preferred regions for the anomalous      flux are excluded

• IC-induced gamma rays are crucial for the exclusion

• The preferred regions for the anomalous                         are 
excluded

• The 80 GeV annihilating DM motivated by the anomalous                           
____    _      is partly excluded

e+

O(100GeV) p̄

O(1GeV) p̄

• More to work on


