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Thouless pumping

- Thouless (1983) proposed that current can ,
flow without DC bias by the geometrical phase. g %

- Pothier et al. (1992) and Switkes et al. (1999) control
the gate voltage and get 20 electrons current per a
cycle in a quantum dot system.
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Geometrical engines

- Let us consider a small system
sandwiched by two reservoirs.

- We control chemical potentials in
the reservoirs and one parameter
In the system Hamiltonian.

- The circular control of
parameters=> geometric metric
tensor

- Brandner-Saito (PRL 2020) : one-
reservoir

- Hino-Hayakawa (PRR2021): two
thermal reservoirs

- We want to implement the engine!
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-
Chemical Engines :I..- Y'T P

- We control chemical potentials y; and up as well as the

system Hamiltonian H(A(8)) through a control
parameterA(8) depending on the phase of modulationé.

- Quantum master equation for the density matrix p

% p(0)) = K (A(0))]5(6)),
L R T 1 v
= ,M:,M: H- = dtp” (1)
A (/\ - MR) e

€:=1/(m,I)  0:=2n(t—t)/7,
I" is the coupling stréngth
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Relative entropy (Hatano-Sasa type)

- Hatano-Sasa type relative entropy

SS(pl6) :==Tr[p(lnjp — Ind)]| = 0

- Non-cyclic modulation (Hayakawa et al. arXiv:2112.12370)

- Cyclic modulation (Yoshi & HH, In prgparation)
H(\0)) = H(A0+27))

- If we begin with the NESS \ﬁ33> 1-cycle entropy change is
AS == — ST (p(2m)| |57 (2m)) + ST (A0 6(0))

= 515 (p(2m)][|5%5 (2)) < 0

- Thus, the entropy change is negative semidefinite, where the
equality is only held p = p°°.



Geometric expression of average of A" \w(j;[jg

entropy
- We can rewrite the perturbation of entropy by €

1 27

o = o [ B9 (A0)Au(O)A,(0),

1

Gy (A) = STX(0, = (A) (5™ (A)) ™1 0™ (A)],

1 ~Sq ~SS ASS

o = 5 TX [0, T 0, In
1

= —5”[1"[,6858”81, Inp*],. |

Fisher information

\

Hessian matrix

- The NESS is the maximum entropy state.
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Geometrical state S

0) = 1p>)
KITD)ZO

- The density matrix satisfies

p(0)) = |ro(6 +ZC’
d

C(0 Qde TSz g )|y ~0 (e
[(0) = /0¢ <()|¢|0()> ©

- The correction is the geometric term.
- BSN connection

70(A(¢))), where A, is one of (ur. g, N)
0N,

DAY A"
pv L i - i
o=, G,

- BSN curvature
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: -
Work relations - E;I P

RETICAL PHYSIC!

- We can introduce the “work™ (see Jarzynski 1997)
1 27

7 OHO) | -
Wi=g- | d620) P(0) == Tr | p(6) 6§(§)))]A(e>

- Th heat R e
Qani= 5 / DPan0).  Pan() = 20 2| (6)

- If W<O0, the system becomes the engine.
- We can introduce the efficiency
N = @
(A
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Anderson model

- For explicit calculation, we adopt the Anderson model
ﬁtnt - ﬁ_l_ﬁr _|_ﬁint1
H =Y ecodld, +U(0)iginy,

Hr - 2 : Ek&i,k,a’&a':k-pg’

a.k,o
H™ =" Vodlaa ko + hec.
a.k.o
U(0) = UyA(6) NO) = 1+ rysin(d + og)

5H = 71'/2
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We can extract the work from 00d]
the engine automatically.
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Results of entropy

|AS| is large in the first cycle, but
becomes small in the second cycle.

- Entropy changes

%108
<10 = 8|
~ 15} =
= W0
10 < 4
= | S
S st 2 2f
2 [ N
i ) ) . \J oL
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®

\\\““.-‘.x.‘ _10 b "‘.‘.,":,’/ \\\".«._‘\‘
Gl asas kb s <:| Entropy changes
N3 S S ) A A are always negative.
%1070 /’/ . . . ‘\‘\ x10% e ‘

prp =pp(1+7rpsing), pr=7rppll+resin(@+6)], A):=1+rgsin@+on)
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Conclusion

- We implement Maxwell's demon driven by geometrical
phase.=>Thouless’ demon?

- The system performs work to external reservoirs.

- The entropy is related to Fisher’s information or Hessian
matrix around the NESS.

- NESS is the maximum entropy state.

- However, the driven state is deviated from NESS because
of the geometrical phase.

‘
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KL divergence and relative entropy

- Many documents tell us that these are equivalent.
- However, our analysis indicates that they are different.

- Our relative entropy keeps CPTP but non-monotonic.
- Completely positivity is related to the positivity of probability.

- Trace preserving is the conservation of probability.
0.28 e
0.26 f:- :
024]

0.22 |
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R R R S R S

- KL divergence cannot increase, our relative entropy can
increase, because p>° does not satisfy the master equation.



