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Outline

• LISA noise and the need for matched filtering

• The mechanics of matched filtering

• The importance of “Getting it Right”

• Some thoughts on what needs to be done
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LISA Noise
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LISA Noise Curve with One Year of Inspiral Strain
equatorial orbit, e=0, µ/M=10

5
, a=0.999, m=2, 1Gpc

Approximate reproduction from Finn and Thorne, PRD 62, 124021
(2000) . Signal to noise ratio for this mode is ∼23. Close to minimum
SNR detectable by matched filtering (Barack and Cutler).
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Signal and Noise Vectors

• LISA strain information h(t) is sampled at finite times h1 = h(t1),
h2 = h(t2), . . . , hN = h(tN).

• We can think of the ordered set h = (h1, h2, . . . , hN) as a vector
in an N-dimensional vector space.

• When no signal is detected by LISA, the strain is entirely from
noise h = n .

• When LISA does detect a signal, the displacement is a sum of
the noise displacement and some amount of signal displacement
h = n + s.
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Properties of the Noise

We assume the following properties for LISA noise:

• Each component nj of the noise vector is drawn from a Gaussian
distribution with zero mean: 〈nj〉 = 0.

• All strain scales are renormalized so the each component nj has
unit variance: 〈n2

j〉 = 1.

• Any two components nj and nk are uncorrelated: 〈njnk〉 = 〈nj〉〈nk〉
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Properties of the Noise (cont)

As a result, we have the following identities:

• The expected length squared of a noise vector is

〈n·n〉 = 〈ΣN
j=1n

2
j〉 = ΣN

j=1〈n2
j〉 = ΣN

j=11 = N

• The expected inner product between an arbitrary noise vector n
and any arbitrary uncorrelated vector t is

〈n·t〉 = ΣN
i=1〈ni〉〈ti〉 = 0.

• The variance of the inner product between n and t is

σ2 (n·t) = 〈(n·t)2〉 − 〈n·t〉2
= ΣN

j=1Σi6=j〈ni〉〈nj〉〈titj〉 + ΣN
i=1〈n2

i 〉〈t2
i 〉

= 〈t·t〉.



7/11

�

�

�

�

�

�

	

Matched Filtering

• In linear algebra, one uses the dot product of two vectors a and
b , a·b := a1 b1 + a2 b2 + . . . + aN bN to determine how much of
vector a is contained in vector b .

• We therefore create a template vector , t , of the signal we seek,
normalized so that t·t = 1 .

• For a signal to be detectable in the data, we need t·h�σ(t·n) .

• We define the matched filter signal-to-noise ratio to be

SNR := (t·h)/σ(t·n) = t·(n + s)/
√

t·t.
• The expected value of the SNR is therefore

〈SNR〉 = (〈t·n〉 + t·s) /
√

t·t = (t·s)/
√

t·t.
• If we get the template perfect, then s = αt , and

〈SNR〉 >= α(t·t)/
√

t·t = α

or in other words, we need an SNR∼10 .
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SNR Examples
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SNR by Day for Two Templates
Barack-Cutler waveform, e=0.4, µ/M=10

6
, a=1, m=2-10

Note that the SNR for the mismatch becomes negative at late times,
thus cancelling some of the signal-to-noise we had developed in the
earlier section.
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We Need You!

Ideally, we need high precision waveforms including all effects.
However, if these are not available, we might be able to get by with
approximate waveforms. Some investigations that might be needed:

• Can we calculate highly accurate radiation reaction waveforms
(Mino) ?

• At what time (frequency) might conservative terms start to con-
tribute significantly? Can we compare approximate calculations
with conservative terms to radiation reaction waveforms?

• If conservative terms will be important, is there some way to ob-
tain them separately?

• I have been addressing detection. Parameter estimation gener-
ally requires even more accurate waveforms.

• Communication between gravitational theorists and data analysts
will be important.
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Cautionary Addendum

In order to make this treatment more accessible for non-experts, I
have “swept some things under the rug”. Here are some warnings
for those who might want to take this treatment too seriously:

• In the treatment of matched filtering, I have implicitly assumed
that the noise is white, that is, that the noise has the same power
at all frequencies. LISA noise is not white, as we see in the first
graph. However, I can use the formulae for white noise provid-
ing I weight the different frequency contributions to the templates
appropriately. Thus, the template would not be a pure waveform
(however, if you give me a waveform, I can easily construct a
template).

• For the second graph, the results are a bit misleading. The cur-
rent strategy is not to do a single one year matched filter, but
to break up the signal into different portions. This will allow one
to match different portions with templates from slightly different
systems, thereby saving some of the signal-to-noise ratio.
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• Even if one were to do a single template, what I have done is
not exactly what would be done, because I have not maximized
over phase (slid the template along in time to find the maximum
SNR). This would likely put the maximum SNR somewhere fur-
ther from the beginning. However, ultimately the results would be
qualitatively the same.


