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Black hole perturbation theory:  developed by 

Regge-Wheeler (1957) and Zerilli (1970)

Einstein field equations

        

Chapter 1

Introduction

The satellite observatory LISA will be capable of detecting gravitational waves from ex-

treme mass ratio inspirals (EMRIs). These occur when a compact star, such as a black hole,

neutron star, or white dwarf, is captured by a supermassive black hole [79]. The evolution

of EMRI orbits and their gravitational waveforms can be calculated using black hole pertur-

bation theory. An introduction to black hole perturbation theory, including the harmonic

gauge, is in section 1.1. An outline of the remainder of the thesis is in section 1.2.

1.1 Black Hole Perturbation Theory

The Schwarzschild metric is

d s2 = gµνd xµd xν =−
(
1− 2M

r

)
d t 2 + 1

(
1− 2M

r

)dr 2 + r 2dθ2 + r 2 sin2θdφ2 , (1.1)

where the standard coordinates have been used. It is a solution of the Einstein field equa-

tions, which are

Rµν− 1
2 gµνR = 8π G

c4 Tµν . (1.2)

The Schwarzschild metric is a vacuum solution, meaning Tµν = 0. In (1.2), the gravita-

tional constant G and speed of light c are shown explicitly. Generally though, we will use

geometrized units, for which G = c = 1. We will use this and other notational conventions as

described by Misner, Thorne and Wheeler [70], including the −+++ metric signature of (1.1)

and form of the field equations (1.2).
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Black hole perturbation theory for the Schwarzschild metric was formulated by Regge

and Wheeler [97] and extended by Zerilli [114]. A summary of their method follows, which

is taken mainly from their articles. A small perturbation hµν is added to the background

Schwarzschild metric gµν. Our physical problem involves a small mass m0 orbiting a much

larger black hole M , so hµν is proportional to the mass ratio m0/M . Accordingly, the total

perturbed metric g̃µν is

g̃µν = gµν+hµν+O((m0/M)2) . (1.3)

The inverse perturbed metric is

g̃µν = gµν−hµν+O((m0/M)2) . (1.4)

The perturbed field equations are linear in hµν:

−
[

hµν;α
;α+2Rα

µ
β
νhαβ− (hµα

;α
;ν+hνα

;α
;µ)+h;µ;ν−Rα

νhµα−Rα
µhνα

]

− gµν(hλα
;α;λ−h;λ

;λ)−hµνR + gµνhαβRαβ = 16πTµν . (1.5)

The semicolons represent covariant differentiation with respect to the background metric

gµν. For the Schwarzschild metric, the Ricci tensor Rµν and Ricci scalar R are zero, so the

field equations simplify to

−
[

hµν;α
;α+2Rα

µ
β
νhαβ− (hµα

;α
;ν+hνα

;α
;µ)+h;µ;ν

]

− gµν(hλα
;α;λ−h;λ

;λ) = 16πTµν . (1.6)

As discussed in [70], the left side of the perturbed equations represents the propagation of a

wave interacting with the background spacetime curvature. The stress energy tensor Tµν is

the covariant form of

T µν = m0

∫∞

−∞

δ4(x − z(τ))
#−g

d z
dτ

µd z
dτ

ν

dτ , (1.7)

where the delta function represents a point mass or test particle. The stress energy tensor

divergence equation is

T µν
;ν = 0 , (1.8)

, large mass M) 
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Solve perturbed field equations by separation of 

variables:  Fourier transform, tensor harmonics
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which, when applied to (1.7), gives the background geodesic equations of motion [32].

Regge, Wheeler and Zerilli solved the perturbed field equations using separation of

variables. The angular dependence is contained in tensor harmonics, which are obtained

from the familiar spherical harmonics. A Fourier transform separates the time dependence,

leaving a set of radial ordinary differential equations to be solved. The solution was simpli-

fied by making a particular choice of gauge, the so-called Regge-Wheeler gauge. A gauge is a

choice of coordinates. A change of gauge is a small change of coordinates

xµnew = xµold +ξ
µ , (1.9)

which causes the metric perturbation to change as

hnew
µν = hold

µν −ξµ;ν−ξν;µ . (1.10)

Here, “small” means O(m0/M). Although the perturbation is gauge dependent, the per-

turbed field equations in (1.6) are gauge invariant [32].

We will use the notation of Ashby [4], which is different from, and simpler than, Zerilli’s

notation [114]. Because the background metric is spherically symmetric, the perturbation

can be split into odd and even parity parts. This decomposition gives

hµν(t ,r,θ,φ) =
∞∑

l=0

l∑

m=−l

∫∞

−∞
e−iωt

(
ho,lm
µν (ω,r,θ,φ)+he,l m

µν (ω,r,θ,φ)
)

dω . (1.11)

The odd parity terms are

ho,l m
µν (ω,r,θ,φ) =





0 0 hl m
0 (ω,r )cscθ ∂Ylm (θ,φ)

∂φ −hlm
0 (ω,r )sinθ ∂Yl m (θ,φ)

∂θ

∗ 0 hl m
1 (ω,r )cscθ ∂Ylm (θ,φ)

∂φ −hlm
1 (ω,r )sinθ ∂Yl m (θ,φ)

∂θ

∗ ∗ −hlm
2 (ω,r )Xlm(θ,φ) hlm

2 (ω,r )sinθWlm(θ,φ)

∗ ∗ ∗ hlm
2 (ω,r )sin2θXl m(θ,φ)





, (1.12)

where

Wlm(θ,φ) = ∂2Yl m(θ,φ)
∂θ2 −cotθ

∂Ylm(θ,φ)
∂θ

− 1

sin2θ

∂2Ylm(θ,φ)
∂φ2 , (1.13)

Xl m(θ,φ) = 2
sinθ

∂

∂φ

(
∂Ylm(θ,φ)

∂θ
−cotθYlm(θ,φ)

)
. (1.14)

Odd parity perturbation      (-1)l+1 
; three radial factors
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The even parity part is

he,l m
µν (ω,r,θ,φ) =




(
1− 2M

r

)
H l m

0 (ω,r )Ylm H lm
1 (ω,r )Ylm hlm

0 (ω,r )∂Ylm
∂θ hl m

0 (ω,r )∂Yl m
∂φ

∗ H lm
2 (ω,r )Ylm(

1− 2M
r

) hlm
1 (ω,r )∂Ylm

∂θ hl m
1 (ω,r )∂Yl m

∂φ

∗ ∗ r 2(K lm (ω,r )Yl m

+Glm (ω,r )Wlm

) r 2 sinθGlm(ω,r )Xlm

∗ ∗ ∗ r 2 sin2θ
(

K lm (ω,r )Yl m

−Glm (ω,r )Wlm

)





. (1.15)

Asterisks represent symmetric components. The angular functions are the tensor harmonics.

The Regge-Wheeler gauge is defined by setting four radial factors equal to zero: the odd

parity h2 and the even parity h0, h1 and G . The trace h of the metric perturbation is

h(t ,r,θ,φ) =
∞∑

l=0

l∑

m=−l
Yl m(θ,φ)

∫∞

−∞
e−iωt hlm(ω,r )dω , (1.16)

where

hl m(ω,r ) =−H lm
0 (ω,r )+H lm

2 (ω,r )+2K lm(ω,r ) . (1.17)

Similary, the stress energy tensor may be decomposed in terms of tensor harmonics and

Fourier transforms. The covariant components are

Tµν(t ,r,θ,φ) =
∞∑

l=0

l∑

m=−l

∫∞

−∞
e−iωt

(
T o,lm
µν (ω,r,θ,φ)+T e,lm

µν (ω,r,θ,φ)
)

dω , (1.18)

where

T o,lm
µν (ω,r,θ,φ) =





0 0 Solm
02 (ω,r )cscθ ∂Ylm

∂φ −Solm
02 (ω,r )sinθ ∂Ylm

∂θ

∗ 0 Solm
12 (ω,r )cscθ ∂Ylm

∂φ −Solm
12 (ω,r )sinθ ∂Ylm

∂θ

∗ ∗ −Sol m
22 (ω,r )Xl m Solm

22 (ω,r )sinθWlm

∗ ∗ ∗ Solm
22 (ω,r )sin2θXl m





(1.19)

(notation is from Ashby)
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Odd and even parity field equations decouple.

To solve perturbed field equations, find three odd 

parity and seven even radial functions.
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which, when applied to (1.7), gives the background geodesic equations of motion [32].

Regge, Wheeler and Zerilli solved the perturbed field equations using separation of

variables. The angular dependence is contained in tensor harmonics, which are obtained

from the familiar spherical harmonics. A Fourier transform separates the time dependence,

leaving a set of radial ordinary differential equations to be solved. The solution was simpli-

fied by making a particular choice of gauge, the so-called Regge-Wheeler gauge. A gauge is a

choice of coordinates. A change of gauge is a small change of coordinates

xµnew = xµold +ξ
µ , (1.9)

which causes the metric perturbation to change as

hnew
µν = hold

µν −ξµ;ν−ξν;µ . (1.10)

Here, “small” means O(m0/M). Although the perturbation is gauge dependent, the per-

turbed field equations in (1.6) are gauge invariant [32].

We will use the notation of Ashby [4], which is different from, and simpler than, Zerilli’s

notation [114]. Because the background metric is spherically symmetric, the perturbation

can be split into odd and even parity parts. This decomposition gives

hµν(t ,r,θ,φ) =
∞∑

l=0

l∑

m=−l

∫∞

−∞
e−iωt

(
ho,lm
µν (ω,r,θ,φ)+he,l m

µν (ω,r,θ,φ)
)

dω . (1.11)

The odd parity terms are

ho,l m
µν (ω,r,θ,φ) =





0 0 hl m
0 (ω,r )cscθ ∂Ylm (θ,φ)

∂φ −hlm
0 (ω,r )sinθ ∂Yl m (θ,φ)

∂θ

∗ 0 hl m
1 (ω,r )cscθ ∂Ylm (θ,φ)

∂φ −hlm
1 (ω,r )sinθ ∂Yl m (θ,φ)

∂θ

∗ ∗ −hlm
2 (ω,r )Xlm(θ,φ) hlm

2 (ω,r )sinθWlm(θ,φ)

∗ ∗ ∗ hlm
2 (ω,r )sin2θXl m(θ,φ)





, (1.12)

where

Wlm(θ,φ) = ∂2Yl m(θ,φ)
∂θ2 −cotθ

∂Ylm(θ,φ)
∂θ

− 1

sin2θ

∂2Ylm(θ,φ)
∂φ2 , (1.13)

Xl m(θ,φ) = 2
sinθ

∂

∂φ

(
∂Ylm(θ,φ)

∂θ
−cotθYlm(θ,φ)

)
. (1.14)
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Field equations are gauge invariant.



Other quantities also separate.  

Stress energy tensor

4

The even parity part is

he,l m
µν (ω,r,θ,φ) =




(
1− 2M

r

)
H l m

0 (ω,r )Ylm H lm
1 (ω,r )Ylm hlm

0 (ω,r )∂Ylm
∂θ hl m

0 (ω,r )∂Yl m
∂φ

∗ H lm
2 (ω,r )Ylm(

1− 2M
r

) hlm
1 (ω,r )∂Ylm

∂θ hl m
1 (ω,r )∂Yl m

∂φ

∗ ∗ r 2(K lm (ω,r )Yl m

+Glm (ω,r )Wlm

) r 2 sinθGlm(ω,r )Xlm

∗ ∗ ∗ r 2 sin2θ
(

K lm (ω,r )Yl m

−Glm (ω,r )Wlm

)





. (1.15)

Asterisks represent symmetric components. The angular functions are the tensor harmonics.

The Regge-Wheeler gauge is defined by setting four radial factors equal to zero: the odd

parity h2 and the even parity h0, h1 and G . The trace h of the metric perturbation is

h(t ,r,θ,φ) =
∞∑

l=0

l∑

m=−l
Yl m(θ,φ)

∫∞

−∞
e−iωt hlm(ω,r )dω , (1.16)

where

hl m(ω,r ) =−H lm
0 (ω,r )+H lm

2 (ω,r )+2K lm(ω,r ) . (1.17)

Similary, the stress energy tensor may be decomposed in terms of tensor harmonics and

Fourier transforms. The covariant components are

Tµν(t ,r,θ,φ) =
∞∑

l=0

l∑

m=−l

∫∞

−∞
e−iωt

(
T o,lm
µν (ω,r,θ,φ)+T e,lm

µν (ω,r,θ,φ)
)

dω , (1.18)

where

T o,lm
µν (ω,r,θ,φ) =





0 0 Solm
02 (ω,r )cscθ ∂Ylm

∂φ −Solm
02 (ω,r )sinθ ∂Ylm

∂θ

∗ 0 Solm
12 (ω,r )cscθ ∂Ylm

∂φ −Solm
12 (ω,r )sinθ ∂Ylm

∂θ

∗ ∗ −Sol m
22 (ω,r )Xl m Solm

22 (ω,r )sinθWlm

∗ ∗ ∗ Solm
22 (ω,r )sin2θXl m





(1.19)

Odd parity
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The even parity part is
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)
H l m

0 (ω,r )Ylm H lm
1 (ω,r )Ylm hlm

0 (ω,r )∂Ylm
∂θ hl m

0 (ω,r )∂Yl m
∂φ

∗ H lm
2 (ω,r )Ylm(

1− 2M
r

) hlm
1 (ω,r )∂Ylm

∂θ hl m
1 (ω,r )∂Yl m

∂φ

∗ ∗ r 2(K lm (ω,r )Yl m

+Glm (ω,r )Wlm

) r 2 sinθGlm(ω,r )Xlm

∗ ∗ ∗ r 2 sin2θ
(

K lm (ω,r )Yl m

−Glm (ω,r )Wlm

)





. (1.15)

Asterisks represent symmetric components. The angular functions are the tensor harmonics.
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Yl m(θ,φ)
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−∞
e−iωt hlm(ω,r )dω , (1.16)

where

hl m(ω,r ) =−H lm
0 (ω,r )+H lm

2 (ω,r )+2K lm(ω,r ) . (1.17)

Similary, the stress energy tensor may be decomposed in terms of tensor harmonics and

Fourier transforms. The covariant components are

Tµν(t ,r,θ,φ) =
∞∑

l=0

l∑

m=−l

∫∞

−∞
e−iωt

(
T o,lm
µν (ω,r,θ,φ)+T e,lm

µν (ω,r,θ,φ)
)

dω , (1.18)

where

T o,lm
µν (ω,r,θ,φ) =





0 0 Solm
02 (ω,r )cscθ ∂Ylm

∂φ −Solm
02 (ω,r )sinθ ∂Ylm

∂θ

∗ 0 Solm
12 (ω,r )cscθ ∂Ylm

∂φ −Solm
12 (ω,r )sinθ ∂Ylm

∂θ

∗ ∗ −Sol m
22 (ω,r )Xl m Solm

22 (ω,r )sinθWlm

∗ ∗ ∗ Solm
22 (ω,r )sin2θXl m





(1.19)

Even parity
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and

T e,lm
µν (ω,r,θ,φ) =





Selm
00 (ω,r )Ylm Sel m

01 (ω,r )Ylm Selm
02 (ω,r )∂Ylm

∂θ Sel m
02 (ω,r )∂Ylm

∂φ

∗ Sel m
11 (ω,r )Ylm Selm

12 (ω,r )∂Ylm
∂θ Sel m

12 (ω,r )∂Ylm
∂φ

∗ ∗ U elm
22 (ω,r )Yl m

+Sel m
22 (ω,r )Wlm

Sel m
22 (ω,r )sinθXlm

∗ ∗ ∗ sin2θ
(

U el m
22 (ω,r )Ylm

−Sel m
22 (ω,r )Wl m

)





(1.20)

The trace of the stress energy tensor is

T = gµνTµν , (1.21)

and its multipole decomposition is

T (t ,r,θ,φ) =
∞∑

l=0

l∑

m=−l
Ylm(θ,φ)

∫∞

−∞
e−iωt T lm(ω,r )dω , (1.22)

where

T l m(ω,r ) = r
2M − r

Selm
00 (ω,r )+

(
1− 2M

r

)
Sel m

11 (ω,r )+ 2
r 2 U el m

22 (ω,r ) . (1.23)

The gauge change vector ξµ is

ξµ(t ,r,θ,φ) =
∞∑

l=0

l∑

m=−l

{[∫∞

−∞
e−iωt

(
ξo,lm
µ (ω,r,θ,φ)

+ξe,lm
µ (ω,r,θ,φ)

)
dω

]
+δl0δµtC0

(
1− 2M

r

)
t Y00(θ,φ)

+δl 1C1 t r 2
[
δµθ cscθ

∂Y1m(θ,φ)
∂φ

−δµφ sinθ
∂Y1m(θ,φ)

∂θ

]}
, (1.24)

where

ξo,l m
µ (ω,r,θ,φ) =

(
0,0, Z lm(ω,r )cscθ ∂Yl m

∂φ ,−Z lm(ω,r )sinθ ∂Yl m
∂θ

)
, (1.25)

ξe,lm
µ (ω,r,θ,φ) =

(
M lm

0 (ω,r )Ylm , M lm
1 (ω,r )Yl m , M l m

2 (ω,r )∂Yl m
∂θ , M l m

2 (ω,r )∂Yl m
∂φ

)
. (1.26)

Because a gauge change is a small change of coordinates, the quantities Z l m(ω,r ) and M lm
i (ω,r )

are of order m0
M , just as the perturbation hµν is.



Regge-Wheeler gauge:  ten radial factors, set four 

equal to zero  (1 odd parity, 3 even parity).

Solutions can be written in terms of two scalar 

functions that satisfy second order differential 

equations.  Solved by Regge, Wheeler and Zerilli.

Odd parity:  Regge-Wheeler equation - a 

gravitational wave interacting with a potential
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This is the homogeneous generalized Regge-Wheeler equation, with s = 1. Odd parity gauge

changes which preserve the harmonic gauge are implemented by adding homogeneous spin 1

solutions to the metric perturbations.

To derive another first order equation, differentiate (2.7) with respect to r and use (2.2)

and (2.7) to eliminate h′′
1 and h′

1. This gives

− iωh′
0 −

2λ
r 2

(
1− 2M

r

)
h′

2 +
2iω

r
h0 +

(
−(iω)2 + λ(4M −2r )

r 3

)
h1

+ 4λ
r 3

(
1− 2M

r

)
h2 =−16π

(
1− 2M

r

)
So12 . (2.13)

Unlike the harmonic gauge condition (2.7), which applies only in the harmonic gauge, equa-

tion (2.13) is gauge invariant and applies in any gauge. As shown by (2.9)-(2.11), the ra-

dial functions are gauge dependent; however, a gauge change to one (say h0) is canceled

by changes to the remaining functions, leaving equation (2.13) the same in the new gauge.

The stress energy tensor term So12 is coordinate dependent; however, it is order m0
M , so any

changes to it are order
(m0

M

)2. Thus, (2.13) is gauge invariant to linear order in m0
M . In con-

trast, a gauge change applied to (2.7) results in additional terms involving Z and its deriva-

tives, unless the change satisfies (2.12) and preserves the harmonic gauge. Equation (2.7) is

invariant only under changes which preserve the harmonic gauge, but equation (2.13) is in-

variant under arbitrary gauge changes. Another way of deriving (2.13) is to substitute the odd

parity metric perturbations into (1.6), the general perturbation field equations applicable to

any gauge. Equation (2.13) is obtained from the rφ component, multiplied by −
(
1− 2M

r

)
.

Because (1.6) is gauge invariant, so is (2.13).

Regge and Wheeler showed that, in the Regge-Wheeler gauge, the odd parity pertur-

bations can be written in terms of a single scalar function which satisfies a wave equation

called the Regge-Wheeler equation [97]. In the notation of this thesis, this function is the

odd parityψ2, and the Regge-Wheeler equation is

d 2ψ2

dr 2
∗

+ω2ψ2 −
(
1− 2M

r

)(
2(λ+1)

r 2 − 6M
r 3

)
ψ2 = S2 . (2.14)

16

Equation (2.14) is the generalized Regge-Wheeler equation from (1.46), with s = 2. Subse-

quently, Moncrief proved that the Regge-Wheeler function ψ2 is gauge invariant [71]-[72].

He deduced a formula for ψ2 in terms of the metric perturbations. Adjusting for differences

in notation between his paper and this thesis, his expression is

ψ2 =
(
1− 2M

r

)(
h1

r
− 2h2

r 2 +
h′

2

r

)
. (2.15)

Although the radial perturbation functions are gauge dependent,ψ2 is gauge invariant. Mon-

crief showed that any gauge change in h1 would be offset by changes to h2 and h′
2, as follows.

From equation (2.10), the term containing h1 changes by 2Z
r 2 − Z ′

r . Using (2.11), the terms

with h2 and h′
2 change by −2Z

r 2 + Z ′

r . The changes cancel each other, leaving ψ2 invariant.

Moncrief did not derive his result in the harmonic gauge, but his work can be used here,

because (2.15) is gauge invariant.

In equation (2.14), the quantity S2 is a source term constructed from the radial compo-

nents of the stress energy tensor. To find S2, substitute (2.15) into the Regge-Wheeler equa-

tion and simplify with the other harmonic gauge equations, obtaining

S2 =−16π
r

(
1− 2M

r

)2

So12 +
32π(6M 2 −5Mr + r 2)

r 4 So22 −
16π

r

(
1− 2M

r

)2

So′
22 . (2.16)

Taking into account differences in notation, equation (2.16) agrees with Zerilli’s result in the

Regge-Wheeler gauge [114], as corrected by others [4], [101].

Solutions for h1 and h0 can be written terms of h2 andψ2. By solving (2.15) for h1, we

find

h1 =
2
r

h2 +
r 2

r −2M
ψ2 −h′

2 . (2.17)

We then use (2.17) and its radial derivative to eliminate h1 and h′
1 from (2.7) and solve for h0

to get

h0 =
(2M − r )

iω
ψ′

2 −
(
1− 2M

r

)
ψ2

iω
+ iωh2 −

(
1− 2M

r

)
16π
iω

So22 . (2.18)

Substituting for h1 in the field equation (2.3), we have

L1h2 = 2
(
1− 2M

r

)
ψ2 −16π

(
1− 2M

r

)
So22 , (2.19)
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and

d 2

dr 2
∗
=

(
1− 2M

r

)2 d 2

dr 2 +
(
1− 2M

r

)
2M
r 2

d
dr

. (1.50)

Because 2M < r <∞, we have −∞ < r∗ <∞. Due to this relation, r∗ is called the “tortoise”

coordinate [70]. Throughout this thesis, the parameter λ is defined as [114]

λ= 1
2

(l −1)(l +2) , (1.51)

which implies

2(λ+1) = l (l +1) . (1.52)

The generalized Regge-Wheeler equation will often be abbreviated as

Lsψs = Ss , (1.53)

where the operator Ls is defined by the left side of (1.46).

The solutions for the harmonic gauge are described in terms of generalized Regge-

Wheeler functions. Specifically, the odd parity solutions are written in terms of two gener-

alized Regge-Wheeler functions, one with s = 2 and the other with s = 1. The even parity

solutions are written in terms of two functions with s = 0, one with s = 1 and one with s = 2.

The even parity spin 2 function is actually the Zerilli function, but can be related to the spin 2

Regge-Wheeler function by differential operators. The even and odd parity spin 2 functions

are gauge invariant. These six functions correspond to the six different helicity states of the

plane wave example.

1.2 Summary of Thesis

Most of this thesis discusses the solution of the field equations in the harmonic gauge

(1.30). Chapters 2 and 3 summarize the derivation of the odd and even parity solutions, re-

spectively. The solutions are expressions for the radial coefficients (such as h0 and H0) of

the angular functions in the odd (1.12) and even (1.15) parity metric perturbations hµν. The

cases of non-zero and zero angular frequency are handled separately. Both inhomogeneous

“tortoise coordinate”
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The six independent components (1.42) behave differently when a rotation is made

about the z-axis, the direction of wave propagation. Specifically, Weinberg shows

e ′± = exp(±2iθ)e± , f ′
± = exp(±iθ) f± , e ′t t = et t , e ′zz = ezz . (1.44)

where the primes denote polarizations after rotation through an angle θ. A plane waveψ has

helicity h if

ψ′ = exp(i hθ)ψ . (1.45)

The rotation results (1.44) show that the gravitational plane wave hµν (1.37) can be decom-

posed into six pieces: two of helicity ±2, two of helicity ±1 and two of helicity 0. The trace of

the polarization tensor is ezz − et t , so the zero helicity pieces are related to the trace of hµν.

Only the helicity ±2 components are physically meaningful, because they alone can not be

removed by a coordinate transformation.

Schwarzschild metric perturbation theory has an analogue to the different helicity

functions of the plane wave example. The generalized Regge-Wheeler equation is

d 2ψs(r∗)

dr 2
∗

+ω2ψs(r∗)−Vsl (r )ψs(r∗) = Ssl m(ω,r∗) , s = 0,1,2 , (1.46)

where the potential V is

Vsl (r ) =
(
1− 2M

r

)(
2(λ+1)

r 2 + (1− s2)
2M
r 3

)
. (1.47)

The generalized Regge-Wheeler equation is discussed in [54], [62], [63]. It represents a wave

interacting with an effective potential that results from the background spacetime curvature.

The parameter s is the spin or spin weight, and it corresponds to the different helicities of the

plane wave example. The caseψ2 is equal to the Regge-Wheeler function that was derived in

the Regge-Wheeler gauge. Described in [97] and [114], the coordinate r∗ is

dr∗ =
dr

(
1− 2M

r

) , r∗ = r +2M ln
( r

2M
−1

)
, (1.48)

so that

d
dr∗

=
(
1− 2M

r

)
d
dr

(1.49)

                     (2 M < r < !,!! < r!< !)    
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and

h′
1 =

1
(iω)2

[
2λ(−4M + r )
3(2M − r )r

ψ′
2 +

−8M 2 +4(3+λ)Mr − r 2(4+2λ+ (iω2)r 2)
r 2(−2M + r )2 ψ1

− 2λ(8M 2 −2(3+2λ)Mr + r 2(1+2λ+ (iω)2r 2)
3r 2(−2M + r )2 ψ2

+32π(M − r )
r

So12 −
32πλ

r 2 So22 +
2(−M + r )

r (−2M + r )
ψ′

1

]
. (2.39)

One may verify by substitution that these solutions satisfy the field equations, as well as the

harmonic gauge condition, the first order equation (2.13), and the definitions ofψ2 andψ1.

The solutions also can be checked by transforming from the harmonic gauge (“H”) to

the Regge-Wheeler gauge (“RW”). By definition, hRW
2 = 0. Applying equation (2.11), we set

Z =−hH
2 and substitute into equations (2.9) and (2.10) to obtain

hRW
0 = (2M − r )

iω
ψ′

2 −
(
1− 2M

r

)
ψ2

iω
−

(
1− 2M

r

)
16π
iω

So22 , (2.40)

and

hRW
1 = r 2

r −2M
ψ2 . (2.41)

Adjusting for differences in notation, the Regge-Wheeler gauge solutions agree with those

obtained by Zerilli and others [4], [101], [114]. Equation (2.41) can be solved forψ2 to give the

Regge-Wheeler expression for ψ2. In the limit h2 → 0, Moncrief’s formula, equation (2.15),

reduces to theirs.

The preceding paragraph suggests another way of deriving the harmonic gauge solu-

tions. Instead of working throughout in the harmonic gauge, we could have started in the

Regge-Wheeler gauge (where the solutions are known) and looked for the gauge transforma-

tion vector that would take us from the Regge-Wheeler gauge to the harmonic gauge. To do

so, we would need to derive the radial function Z in (1.25) that we would then substitute into

(2.9)-(2.11), with the superscript “old” referring to the Regge-Wheeler gauge and “new” being

the harmonic gauge. This approach was begun in [101], where a differential equation for the

gauge transformation vector was derived. The equation is similar to (2.19) above, although
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tions. Instead of working throughout in the harmonic gauge, we could have started in the

Regge-Wheeler gauge (where the solutions are known) and looked for the gauge transforma-

tion vector that would take us from the Regge-Wheeler gauge to the harmonic gauge. To do

so, we would need to derive the radial function Z in (1.25) that we would then substitute into

(2.9)-(2.11), with the superscript “old” referring to the Regge-Wheeler gauge and “new” being

the harmonic gauge. This approach was begun in [101], where a differential equation for the

gauge transformation vector was derived. The equation is similar to (2.19) above, although
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and

h′
1 =

1
(iω)2

[
2λ(−4M + r )
3(2M − r )r

ψ′
2 +

−8M 2 +4(3+λ)Mr − r 2(4+2λ+ (iω2)r 2)
r 2(−2M + r )2 ψ1

− 2λ(8M 2 −2(3+2λ)Mr + r 2(1+2λ+ (iω)2r 2)
3r 2(−2M + r )2 ψ2

+32π(M − r )
r

So12 −
32πλ

r 2 So22 +
2(−M + r )

r (−2M + r )
ψ′

1

]
. (2.39)

One may verify by substitution that these solutions satisfy the field equations, as well as the
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hRW
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iω
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1− 2M

r

)
ψ2

iω
−
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r
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16π
iω
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Equation (2.14) is the generalized Regge-Wheeler equation from (1.46), with s = 2. Subse-

quently, Moncrief proved that the Regge-Wheeler function ψ2 is gauge invariant [71]-[72].

He deduced a formula for ψ2 in terms of the metric perturbations. Adjusting for differences

in notation between his paper and this thesis, his expression is

ψ2 =
(
1− 2M

r

)(
h1

r
− 2h2

r 2 +
h′

2

r

)
. (2.15)

Although the radial perturbation functions are gauge dependent,ψ2 is gauge invariant. Mon-

crief showed that any gauge change in h1 would be offset by changes to h2 and h′
2, as follows.

From equation (2.10), the term containing h1 changes by 2Z
r 2 − Z ′

r . Using (2.11), the terms

with h2 and h′
2 change by −2Z

r 2 + Z ′

r . The changes cancel each other, leaving ψ2 invariant.

Moncrief did not derive his result in the harmonic gauge, but his work can be used here,

because (2.15) is gauge invariant.

In equation (2.14), the quantity S2 is a source term constructed from the radial compo-

nents of the stress energy tensor. To find S2, substitute (2.15) into the Regge-Wheeler equa-

tion and simplify with the other harmonic gauge equations, obtaining

S2 =−16π
r

(
1− 2M

r

)2

So12 +
32π(6M 2 −5Mr + r 2)

r 4 So22 −
16π

r

(
1− 2M

r

)2

So′
22 . (2.16)

Taking into account differences in notation, equation (2.16) agrees with Zerilli’s result in the

Regge-Wheeler gauge [114], as corrected by others [4], [101].

Solutions for h1 and h0 can be written terms of h2 andψ2. By solving (2.15) for h1, we

find

h1 =
2
r

h2 +
r 2

r −2M
ψ2 −h′

2 . (2.17)

We then use (2.17) and its radial derivative to eliminate h1 and h′
1 from (2.7) and solve for h0

to get

h0 =
(2M − r )

iω
ψ′

2 −
(
1− 2M

r

)
ψ2

iω
+ iωh2 −

(
1− 2M

r

)
16π
iω

So22 . (2.18)

Substituting for h1 in the field equation (2.3), we have

L1h2 = 2
(
1− 2M

r

)
ψ2 −16π

(
1− 2M

r

)
So22 , (2.19)

Above expression is gauge invariant.  It applies in 
any gauge  (Moncrief, 1974).  

Even parity:  solved in terms of Zerilli function

39

equation (3.26) simplifies to the so-called “algebraic relation” used by Regge, Wheeler and

Zerilli to solve the field equations in their gauge [97], [114].

The first step in solving the field equations is to derive an even parity gauge invariant

function, as was done for the odd parity case. To do so, we write a trial solution in the form

ψ
try
2 = f1H0 + f2H1 + f3H2 + f4K + f5h0 + f6h1 + f7G

+ fd1H ′
0 + fd2H ′

1 + fd3H ′
2 + fd4K ′+ fd5h′

0 + fd6h′
1 + fd7G ′ , (3.28)

and then use (3.14)-(3.20) to find a combination of the radial functions which leaves ψtry
2

invariant. One combination, which will be calledψ2, is

ψ2 = 2rG + 2M
iωr (3M +λr )

h0 +
(2M − r )
3M +λr

h1 +
(−2M + r )

iω(3M +λr )
H1

+ r 2

3M +λr
K + (2M − r )

iω(3M +λr )
h′

0 . (3.29)

A gauge change in one radial function, say G , is canceled by changes in the remaining radial

functions. In the Regge-Wheeler gauge, we have G = h0 = h1 = h′
0 = 0. With these substitu-

tions,

ψ2 =
(−2M + r )

iω(3M +λr )
H RW

1 + r 2

3M +λr
K RW , (3.30)

where the superscript “RW” signifies that H1 and K are computed in the Regge-Wheeler

gauge. Zerilli derived expressions for H RW
1 and K RW [114], which have been corrected by

others [4], [101]. The corrected expressions can be solved for ψ2 [4], and the resulting “Zer-

illi form” agrees with (3.30). Solutions in the Regge-Wheeler gauge are provided below, in

equations (3.86)-(3.89).

The odd parity gauge invariant function, ψ2, is a solution of the generalized Regge-

Wheeler equation, with s = 2. The even parity ψ2 is the solution of a related equation, the

Zerilli equation [114], which is

LZψ2 =
d 2ψ2

dr 2
∗

+ω2ψ2 +
2(2M − r )

(
9M 3 +9λM 2r +3λ2Mr 2 +λ2(1+λ)r 3)

r 4(3M +λr )2 ψ2 = S2 . (3.31)
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As will be shown in Chapter 6, homogeneous solutions of the Zerilli equation can be written

in terms of homogeneous solutions of the Regge-Wheeler equation, using differential op-

erators. This means the Zerilli function is also a spin 2 function, which justifies using the

notation ψ2 for it as well. In fact, Jinghan and Tanaka showed that, in the Regge-Wheeler

gauge, the even parity metric perturbation can be written in terms of Regge-Wheeler rather

than Zerilli functions, although it is somewhat more complicated to do so [60]. Presumably,

the same could be done for other gauges.

The source term, S2, in (3.31) is calculated by substitutingψ2 into the Zerilli equation

and simplifying with the field and related equations. The result is

LZψ2 =− 8πr 2

3M +λr
Se00 −

16λπ(−2M + r )2

iω(3M +λr )2 Se01 +
16π(−2M + r )2

r (3M +λr )
Se12

+ 32Mπ(2M − r )(3M − (3+λ)r )
iωr 2(3M +λr )2 Se02 +

8π(−2M + r )2

3M +λr
Se11

+ 32π(2M − r )
r 2 Se22 +

16π(−2M + r )2

iωr (3M +λr )
Se ′02 . (3.32)

Using (3.11), we can eliminate Se00 and rewrite the source as

LZψ2 =
16Mπ(2M − r )(3M − (3+λ)r )

iωr (3M +λr )2 Se01 +
8π(−2M + r )2

3M +λr
Se11

+
16π(2M − r )

(
6M 2 + (−3+λ)Mr +λ(1+λ)r 2)

iωr 2(3M +λr )2 Se02 +
16π(−2M + r )2

r (3M +λr )
Se12

+ 32π(2M − r )
r 2 Se22 +

8π(−2M + r )2

iω(3M +λr )
Se ′01 +

16π(−2M + r )2

iωr (3M +λr )
Se ′02 . (3.33)

Although (3.32) and (3.33) are equal, the new expression agrees with Zerilli’s form in a differ-

ent notation [114], as corrected by others [4], [101].

Because equations (3.24)-(3.26) are gauge invariant, the definition of ψ2 in (3.29) is

not unique. In particular, we can solve (3.26) for h′
0 and substitute the result into (3.29) to get

ψ2 =
{

2rG + (4M −2r )
3M +λr

h1 +
r (−2M + r )

(1+λ)(3M +λr )
H2 +

r
1+λK

+ (2M − r )r 2

(1+λ)(3M +λr )
K ′

}
− 8π(2M − r )r 2

(1+λ)(3iωM + iωλr )
Se01 . (3.34)

The part in curly brackets is gauge invariant. It is Moncrief’s form of ψ2, although he used

different notation (including for the radial functions) and derived his result by other means

Is also gauge invariant (Moncrief).  Related to 
Regge-Wheeler function by differential operators 
(Chandrasekhar).

In Regge-Wheeler gauge, solutions in terms of two  

quantities, the Regge-Wheeler and Zerilli functions.



Harmonic gauge (also Lorentz, Lorenz gauge)

Trace-reversed metric:

                 

6

Regge and Wheeler showed that the odd parity components could be expressed in

terms of a single radial scalar function, the Regge-Wheeler function, which satisfies a second

order ordinary differential equation. Zerilli did the same for the even parity components; his

function is called the Zerilli function. Later, Moncrief showed that these two functions are

gauge invariant [71].

The Regge-Wheeler gauge is comparatively simple, but we will work in a different

gauge, the harmonic gauge. The reason for this choice is that the equations for the gravi-

tational self-force were derived in the harmonic gauge [69], [95]. The basic harmonic gauge

field equations are given in [70], which uses the term Lorentz gauge. The spelling Lorenz is

also used in the literature [85]. We first define the trace-reversed metric

hµν = hµν−
1
2

gµνh , (1.27)

where the trace h is

h = gαβhαβ . (1.28)

The harmonic gauge is defined by the condition

hµν
;ν = 0 . (1.29)

Using (1.27) and (1.29), the field equations (1.6) simplify to

hµν;α
;α+2Rα

µ
β
νhαβ =−16πTµν . (1.30)

Adding (1.6) and (1.30) gives

hµα
;α

;ν+hνα
;α

;µ− gµνhλα
;α;λ = 0 , (1.31)

which are the terms eliminated in going from (1.6) to (1.30). The harmonic gauge condition

(1.29) and field equations (1.30) are preserved after a gauge change which satisfies

ξµ;ν
;ν = 0 . (1.32)
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Harmonic gauge condition:
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Harmonic gauge field equations:
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Unlike Regge-Wheeler gauge, none of the radial 
pertubation functions are zero.

Generalized Regge-Wheeler equation (Leaver,1986)

9

The six independent components (1.42) behave differently when a rotation is made

about the z-axis, the direction of wave propagation. Specifically, Weinberg shows

e ′± = exp(±2iθ)e± , f ′
± = exp(±iθ) f± , e ′t t = et t , e ′zz = ezz . (1.44)

where the primes denote polarizations after rotation through an angle θ. A plane waveψ has

helicity h if

ψ′ = exp(i hθ)ψ . (1.45)

The rotation results (1.44) show that the gravitational plane wave hµν (1.37) can be decom-

posed into six pieces: two of helicity ±2, two of helicity ±1 and two of helicity 0. The trace of

the polarization tensor is ezz − et t , so the zero helicity pieces are related to the trace of hµν.

Only the helicity ±2 components are physically meaningful, because they alone can not be

removed by a coordinate transformation.

Schwarzschild metric perturbation theory has an analogue to the different helicity

functions of the plane wave example. The generalized Regge-Wheeler equation is

d 2ψs(r∗)

dr 2
∗

+ω2ψs(r∗)−Vsl (r )ψs(r∗) = Ssl m(ω,r∗) , s = 0,1,2 , (1.46)

where the potential V is

Vsl (r ) =
(
1− 2M

r

)(
2(λ+1)

r 2 + (1− s2)
2M
r 3

)
. (1.47)

The generalized Regge-Wheeler equation is discussed in [54], [62], [63]. It represents a wave

interacting with an effective potential that results from the background spacetime curvature.

The parameter s is the spin or spin weight, and it corresponds to the different helicities of the

plane wave example. The caseψ2 is equal to the Regge-Wheeler function that was derived in

the Regge-Wheeler gauge. Described in [97] and [114], the coordinate r∗ is

dr∗ =
dr

(
1− 2M

r

) , r∗ = r +2M ln
( r

2M
−1

)
, (1.48)

so that

d
dr∗

=
(
1− 2M

r

)
d
dr

(1.49)

effective potential 

9

The six independent components (1.42) behave differently when a rotation is made

about the z-axis, the direction of wave propagation. Specifically, Weinberg shows

e ′± = exp(±2iθ)e± , f ′
± = exp(±iθ) f± , e ′t t = et t , e ′zz = ezz . (1.44)

where the primes denote polarizations after rotation through an angle θ. A plane waveψ has

helicity h if

ψ′ = exp(i hθ)ψ . (1.45)

The rotation results (1.44) show that the gravitational plane wave hµν (1.37) can be decom-

posed into six pieces: two of helicity ±2, two of helicity ±1 and two of helicity 0. The trace of

the polarization tensor is ezz − et t , so the zero helicity pieces are related to the trace of hµν.

Only the helicity ±2 components are physically meaningful, because they alone can not be

removed by a coordinate transformation.

Schwarzschild metric perturbation theory has an analogue to the different helicity

functions of the plane wave example. The generalized Regge-Wheeler equation is

d 2ψs(r∗)

dr 2
∗

+ω2ψs(r∗)−Vsl (r )ψs(r∗) = Ssl m(ω,r∗) , s = 0,1,2 , (1.46)

where the potential V is

Vsl (r ) =
(
1− 2M

r

)(
2(λ+1)

r 2 + (1− s2)
2M
r 3

)
. (1.47)

The generalized Regge-Wheeler equation is discussed in [54], [62], [63]. It represents a wave

interacting with an effective potential that results from the background spacetime curvature.

The parameter s is the spin or spin weight, and it corresponds to the different helicities of the

plane wave example. The caseψ2 is equal to the Regge-Wheeler function that was derived in

the Regge-Wheeler gauge. Described in [97] and [114], the coordinate r∗ is

dr∗ =
dr

(
1− 2M

r

) , r∗ = r +2M ln
( r

2M
−1

)
, (1.48)

so that

d
dr∗

=
(
1− 2M

r

)
d
dr

(1.49)

Abbreviate as   

10

and

d 2

dr 2
∗
=

(
1− 2M

r

)2 d 2

dr 2 +
(
1− 2M

r

)
2M
r 2

d
dr

. (1.50)

Because 2M < r <∞, we have −∞ < r∗ <∞. Due to this relation, r∗ is called the “tortoise”

coordinate [70]. Throughout this thesis, the parameter λ is defined as [114]

λ= 1
2

(l −1)(l +2) , (1.51)

which implies

2(λ+1) = l (l +1) . (1.52)

The generalized Regge-Wheeler equation will often be abbreviated as

Lsψs = Ss , (1.53)

where the operator Ls is defined by the left side of (1.46).

The solutions for the harmonic gauge are described in terms of generalized Regge-

Wheeler functions. Specifically, the odd parity solutions are written in terms of two gener-

alized Regge-Wheeler functions, one with s = 2 and the other with s = 1. The even parity

solutions are written in terms of two functions with s = 0, one with s = 1 and one with s = 2.

The even parity spin 2 function is actually the Zerilli function, but can be related to the spin 2

Regge-Wheeler function by differential operators. The even and odd parity spin 2 functions

are gauge invariant. These six functions correspond to the six different helicity states of the

plane wave example.

1.2 Summary of Thesis

Most of this thesis discusses the solution of the field equations in the harmonic gauge

(1.30). Chapters 2 and 3 summarize the derivation of the odd and even parity solutions, re-

spectively. The solutions are expressions for the radial coefficients (such as h0 and H0) of

the angular functions in the odd (1.12) and even (1.15) parity metric perturbations hµν. The

cases of non-zero and zero angular frequency are handled separately. Both inhomogeneous



Regge-Wheeler function is s=2 

Zerilli also s=2, as related by differential operators.

Cases s=0,1 also appear in harmonic gauge

Odd parity harmonic gauge solutions:

Field equations from separation of variables
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divide off. Partial derivatives with respect to time become factors of angular frequency, us-

ing the rule ∂
∂t → −iω. The angular variables θ and φ are contained entirely in the tensor

harmonics and their derivatives. After simplifying the angular derivatives, the tensor har-

monics also separate off, and we are left with the following radial factors to the odd parity

field equations:

(
1− 2M

r

)2

h′′
0 +

(−8M 2 +4(2+λ)Mr − r 2(2+2λ+ (iω)2r 2))
r 4 h0

+ 2iωM(2M − r )
r 3 h1 =−16π

(
1− 2M

r

)
So02 , (2.1)

(
1− 2M

r

)2

h′′
1 +

4M
r 2

(
1− 2M

r

)
h′

1 +
2iωM

2Mr − r 2 h0 +
λ(8M −4r )

r 4 h2

+ −16M 2 +4(5+λ)Mr − r 2(6+2λ+ (iω)2r 2)
r 4 h1 =−16π

(
1− 2M

r

)
So12 , (2.2)

(
1− 2M

r

)2

h′′
2 −

2(2M − r )(3M − r )
r 3 h′

2 −
2(r −2M)2

r 3 h1

+ 16M 2 +4(−3+λ)Mr − r 2(−2+2λ+ (iω)2r 2)
r 4 h2

=−16π
(
1− 2M

r

)
So22 . (2.3)

Primes signify differentiation with respect to r . Generally, functional dependence on l ,m,ω

and r will be suppressed, so that, for example, h0 abbreviates hlm
0 (ω,r ) and So02 represents

Solm
02 (ω,r ). However, the system of equations (2.1)-(2.3) must be solved for each combina-

tion of indices l , m and ω. Equation (2.1) comes from the tφ component of the field equa-

tions (multiplied by a factor of −(1−2M/r )). Similarly, (2.2) and (2.3) are obtained from the

rφ and φφ components, respectively. Because there are only three odd parity radial func-

tions (h0, h1 and h2), there are only three odd parity radial field equations. The remaining

odd parity components of the field equations are either zero or have the same radial factors

as (2.1)-(2.3).

Each of the three radial field equations can be written in the form

(
1− 2M

r

)2

h′′
i − (iω)2hi +other terms , i = 0,1,2 , (2.4)
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Harmonic gauge condition   

6

Regge and Wheeler showed that the odd parity components could be expressed in

terms of a single radial scalar function, the Regge-Wheeler function, which satisfies a second

order ordinary differential equation. Zerilli did the same for the even parity components; his

function is called the Zerilli function. Later, Moncrief showed that these two functions are

gauge invariant [71].

The Regge-Wheeler gauge is comparatively simple, but we will work in a different

gauge, the harmonic gauge. The reason for this choice is that the equations for the gravi-

tational self-force were derived in the harmonic gauge [69], [95]. The basic harmonic gauge

field equations are given in [70], which uses the term Lorentz gauge. The spelling Lorenz is

also used in the literature [85]. We first define the trace-reversed metric

hµν = hµν−
1
2

gµνh , (1.27)

where the trace h is

h = gαβhαβ . (1.28)

The harmonic gauge is defined by the condition

hµν
;ν = 0 . (1.29)

Using (1.27) and (1.29), the field equations (1.6) simplify to

hµν;α
;α+2Rα

µ
β
νhαβ =−16πTµν . (1.30)

Adding (1.6) and (1.30) gives

hµα
;α

;ν+hνα
;α

;µ− gµνhλα
;α;λ = 0 , (1.31)

which are the terms eliminated in going from (1.6) to (1.30). The harmonic gauge condition

(1.29) and field equations (1.30) are preserved after a gauge change which satisfies

ξµ;ν
;ν = 0 . (1.32)
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or, alternatively,

d 2hi

dr 2
∗

− (−iω)2hi +other terms , (2.5)

where the “other terms” are at most first order derivatives. The inverse Fourier transform of

(2.5) is

∂2hi

∂r 2
∗

− ∂2hi

∂t 2 +other terms , (2.6)

which is a wave equation. In the time domain, the field equations are a hyperbolic system

of partial differential equations. The system is a well-posed initial value problem and can

be solved numerically in the time domain [7], [69]. The field equations above agree with

those derived by Barack and Lousto [7], who used different notation and worked in the time

domain.

Related equations are also separable. The harmonic gauge condition hµν;ν = 0 leads

to the radial equation

(
1− 2M

r

)
h′

1 −
iωr

2M − r
h0 −

2(M − r )
r 2 h1 +

2λ
r 2 h2 = 0 . (2.7)

The stress energy tensor divergence equation, Tµν;ν = 0, is [4]

(
1− 2M

r

)
So′

12 −
iωr

2M − r
So02 −

2(M − r )
r 2 So12 +

2λ
r 2 So22 = 0 . (2.8)

For a change of gauge described by equations (1.10) and (1.24)-(1.25), the radial perturbation

factors transform as

hnew
0 = hold

0 + iωZ , (2.9)

hnew
1 = hold

1 + 2
r

Z −Z ′ , (2.10)

hnew
2 = hold

2 +Z , (2.11)

where the function Z is order m0
M [4], [97], [114]. To preserve the harmonic gauge, a change

of gauge must satisfy ξµ;ν
;ν = 0, and the associated radial equation is

d 2Z

dr 2
∗
+ω2Z −

(
1− 2M

r

)
2(λ+1)

r 2 Z = 0 . (2.12)



Gauge changes which preserve harmonic gauge:
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This is generalized Regge-Wheeler equation for s=1.

Odd parity solutions:  

19

Equation (2.15) defines ψ2 in terms of odd parity radial functions. An analogous ex-

pression forψ1 is derived by solving (2.31) forψ1 and using (2.18) and (2.17) to eliminateψ′
2

andψ2, respectively. The result is

ψ1 = iωh0 +
(
1− 2M

r

)
2λ
3r

(
−h1 +

2
r

h2 −h′
2

)
. (2.33)

Substituting (2.33) into the spin 1 generalized Regge-Wheeler equation gives the differential

equation forψ1,

L1ψ1 =
32(3+λ)π(r −2M)2

3r 3 So12 +
32λπ(r −2M)

3r 3 So22

+ 16π(r −2M)3

r 3 So′
12 +

32λπ(r −2M)2

3r 3 So′
22 . (2.34)

Equation (2.8) may be used to eliminate So′
12. Although (2.15) is gauge invariant, equation

(2.33) is not: it is valid only in the harmonic gauge. If a gauge change is made which satis-

fies (2.12) and thereby preserves the harmonic gauge, ψ1 changes by a homogeneous spin 1

solution (in other words, a homogeneous solution of (2.34)). Stated differently,

ψnew
1 =ψold

1 +ψhom
1 = iωhnew

0 +
(
1− 2M

r

)
2λ
3r

(
−hnew

1 + 2
r

hnew
2 −

dhnew
2

dr

)
, (2.35)

whereψhom
1 refers to the homogeneous solution. Even thoughψ1 has changed byψhom

1 , the

right side of (2.35) has the same form as (2.33). In this limited sense, the formula for ψ1 in

(2.33) is invariant under gauge changes which preserve the harmonic gauge. Nevertheless,

the behavior ofψ1 is different from that ofψ2, becauseψnew
2 =ψold

2 after any change of gauge.

The above solutions for h2 and h′
2 are substituted into (2.18) and (2.17) to obtain

h0 =
1

iω

(
ψ1 +

2λ
3
ψ2

)
(2.36)

and

h1 =
1

(iω)2

[
−2λ

3
ψ′

2 +
2
r
ψ1 −

2λ
3r
ψ2 +16π

(
1− 2M

r

)
So12 −ψ′

1

]
, (2.37)

and their radial derivatives,

h′
0 =

1
iω

(
ψ′

1 +
2λ
3
ψ′

2

)
(2.38)

  

19

Equation (2.15) defines ψ2 in terms of odd parity radial functions. An analogous ex-

pression forψ1 is derived by solving (2.31) forψ1 and using (2.18) and (2.17) to eliminateψ′
2

andψ2, respectively. The result is

ψ1 = iωh0 +
(
1− 2M

r

)
2λ
3r

(
−h1 +

2
r

h2 −h′
2

)
. (2.33)

Substituting (2.33) into the spin 1 generalized Regge-Wheeler equation gives the differential

equation forψ1,

L1ψ1 =
32(3+λ)π(r −2M)2

3r 3 So12 +
32λπ(r −2M)

3r 3 So22

+ 16π(r −2M)3

r 3 So′
12 +

32λπ(r −2M)2

3r 3 So′
22 . (2.34)

Equation (2.8) may be used to eliminate So′
12. Although (2.15) is gauge invariant, equation

(2.33) is not: it is valid only in the harmonic gauge. If a gauge change is made which satis-

fies (2.12) and thereby preserves the harmonic gauge, ψ1 changes by a homogeneous spin 1

solution (in other words, a homogeneous solution of (2.34)). Stated differently,

ψnew
1 =ψold

1 +ψhom
1 = iωhnew

0 +
(
1− 2M

r

)
2λ
3r

(
−hnew

1 + 2
r

hnew
2 −

dhnew
2

dr

)
, (2.35)

whereψhom
1 refers to the homogeneous solution. Even thoughψ1 has changed byψhom

1 , the

right side of (2.35) has the same form as (2.33). In this limited sense, the formula for ψ1 in

(2.33) is invariant under gauge changes which preserve the harmonic gauge. Nevertheless,

the behavior ofψ1 is different from that ofψ2, becauseψnew
2 =ψold

2 after any change of gauge.

The above solutions for h2 and h′
2 are substituted into (2.18) and (2.17) to obtain

h0 =
1

iω

(
ψ1 +

2λ
3
ψ2

)
(2.36)

and

h1 =
1

(iω)2

[
−2λ

3
ψ′

2 +
2
r
ψ1 −

2λ
3r
ψ2 +16π

(
1− 2M

r

)
So12 −ψ′

1

]
, (2.37)

and their radial derivatives,

h′
0 =

1
iω

(
ψ′

1 +
2λ
3
ψ′

2

)
(2.38)
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and

ed = Cr
(iω)2 +Cd +

−2Cd M − 4C M 2

(iω)2

r
− (iω)2(2Cd (1+λ)+3Cr M)+C (M +2λM)

2(iω)4r 2

+
M

(
4C (4+3λ)M + (iω)2(Cd (11+8λ)+6Cr M)

)

2(iω)4r 3 +O(r−4) . (2.26)

The series terminate if

Cr =
C (3+2λ)

3(iω)2 , Cd =−2C M
(iω)2 , (2.27)

which gives

er =
C (−6M + (3+2λ)r )

3(iω)2r
, ed = C (−2M + r )

(iω)2 . (2.28)

These solutions can be verified by substitution into (2.22) and (2.23). If we choose C = (iω)2,

we have

htry
2 = (−2M + r )

(iω)2 ψ′
2 +

ψ1

(iω)2 + (−6M + (3+2λ)r )
3(iω)2r

ψ2

+16π
(

f02So02 + f12So12 + f22So22
)

. (2.29)

As mentioned previously, the “source terms” in equation (2.21) include second radial

derivatives of So02, So02 and So02. The second derivatives are eliminated if f02 = f12 = 0 and

f22 =
r −2M
(iω)2r

. (2.30)

Substituting these results into htry
2 , we finally obtain the solution to equation (2.19),

h2 =
1

(iω)2

[
(r −2M)ψ′

2 +ψ1 +
−6M + (3+2λ)r

3r
ψ2 +16π

(
1− 2M

r

)
So22

]
, (2.31)

and its radial derivative,

h′
2 =

1
(iω)2

[
2(−6M + (3+λ)r )

3r
ψ′

2 +ψ′
1

+ −8M 2 +4(2+λ)Mr − r 2(2+2λ+ (iω)2r 2)
(2M − r )r 2 ψ2

−16π
(
1− 2M

r

)
So12 +

32π
r

(
1− 2M

r

)
So22

]
. (2.32)
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Equation (2.15) defines ψ2 in terms of odd parity radial functions. An analogous ex-

pression forψ1 is derived by solving (2.31) forψ1 and using (2.18) and (2.17) to eliminateψ′
2

andψ2, respectively. The result is

ψ1 = iωh0 +
(
1− 2M

r

)
2λ
3r

(
−h1 +

2
r

h2 −h′
2

)
. (2.33)

Substituting (2.33) into the spin 1 generalized Regge-Wheeler equation gives the differential

equation forψ1,

L1ψ1 =
32(3+λ)π(r −2M)2

3r 3 So12 +
32λπ(r −2M)

3r 3 So22

+ 16π(r −2M)3

r 3 So′
12 +

32λπ(r −2M)2

3r 3 So′
22 . (2.34)

Equation (2.8) may be used to eliminate So′
12. Although (2.15) is gauge invariant, equation

(2.33) is not: it is valid only in the harmonic gauge. If a gauge change is made which satis-

fies (2.12) and thereby preserves the harmonic gauge, ψ1 changes by a homogeneous spin 1

solution (in other words, a homogeneous solution of (2.34)). Stated differently,

ψnew
1 =ψold

1 +ψhom
1 = iωhnew

0 +
(
1− 2M

r

)
2λ
3r

(
−hnew

1 + 2
r

hnew
2 −

dhnew
2

dr

)
, (2.35)

whereψhom
1 refers to the homogeneous solution. Even thoughψ1 has changed byψhom

1 , the

right side of (2.35) has the same form as (2.33). In this limited sense, the formula for ψ1 in

(2.33) is invariant under gauge changes which preserve the harmonic gauge. Nevertheless,

the behavior ofψ1 is different from that ofψ2, becauseψnew
2 =ψold

2 after any change of gauge.

The above solutions for h2 and h′
2 are substituted into (2.18) and (2.17) to obtain

h0 =
1

iω

(
ψ1 +

2λ
3
ψ2

)
(2.36)

and

h1 =
1

(iω)2

[
−2λ

3
ψ′

2 +
2
r
ψ1 −

2λ
3r
ψ2 +16π

(
1− 2M

r

)
So12 −ψ′

1

]
, (2.37)

and their radial derivatives,

h′
0 =

1
iω

(
ψ′

1 +
2λ
3
ψ′

2

)
(2.38)
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Equation (2.15) defines ψ2 in terms of odd parity radial functions. An analogous ex-

pression forψ1 is derived by solving (2.31) forψ1 and using (2.18) and (2.17) to eliminateψ′
2

andψ2, respectively. The result is

ψ1 = iωh0 +
(
1− 2M

r

)
2λ
3r

(
−h1 +

2
r

h2 −h′
2

)
. (2.33)

Substituting (2.33) into the spin 1 generalized Regge-Wheeler equation gives the differential

equation forψ1,

L1ψ1 =
32(3+λ)π(r −2M)2

3r 3 So12 +
32λπ(r −2M)

3r 3 So22

+ 16π(r −2M)3

r 3 So′
12 +

32λπ(r −2M)2

3r 3 So′
22 . (2.34)

Equation (2.8) may be used to eliminate So′
12. Although (2.15) is gauge invariant, equation

(2.33) is not: it is valid only in the harmonic gauge. If a gauge change is made which satis-

fies (2.12) and thereby preserves the harmonic gauge, ψ1 changes by a homogeneous spin 1

solution (in other words, a homogeneous solution of (2.34)). Stated differently,

ψnew
1 =ψold

1 +ψhom
1 = iωhnew

0 +
(
1− 2M

r

)
2λ
3r

(
−hnew

1 + 2
r

hnew
2 −

dhnew
2

dr

)
, (2.35)

whereψhom
1 refers to the homogeneous solution. Even thoughψ1 has changed byψhom

1 , the

right side of (2.35) has the same form as (2.33). In this limited sense, the formula for ψ1 in

(2.33) is invariant under gauge changes which preserve the harmonic gauge. Nevertheless,

the behavior ofψ1 is different from that ofψ2, becauseψnew
2 =ψold

2 after any change of gauge.

The above solutions for h2 and h′
2 are substituted into (2.18) and (2.17) to obtain

h0 =
1

iω

(
ψ1 +

2λ
3
ψ2

)
(2.36)

and

h1 =
1

(iω)2

[
−2λ

3
ψ′

2 +
2
r
ψ1 −

2λ
3r
ψ2 +16π

(
1− 2M

r

)
So12 −ψ′

1

]
, (2.37)

and their radial derivatives,

h′
0 =

1
iω

(
ψ′

1 +
2λ
3
ψ′

2

)
(2.38)

Odd parity harmonic gauge solutions are in terms of 
two generalized Regge-Wheeler functions with s=1 
and s=2.  The s=1 function is not gauge invariant.



Even parity solutions:

    Seven radial functions, with seven field equations

    

6

Regge and Wheeler showed that the odd parity components could be expressed in

terms of a single radial scalar function, the Regge-Wheeler function, which satisfies a second

order ordinary differential equation. Zerilli did the same for the even parity components; his

function is called the Zerilli function. Later, Moncrief showed that these two functions are

gauge invariant [71].

The Regge-Wheeler gauge is comparatively simple, but we will work in a different

gauge, the harmonic gauge. The reason for this choice is that the equations for the gravi-

tational self-force were derived in the harmonic gauge [69], [95]. The basic harmonic gauge

field equations are given in [70], which uses the term Lorentz gauge. The spelling Lorenz is

also used in the literature [85]. We first define the trace-reversed metric

hµν = hµν−
1
2

gµνh , (1.27)

where the trace h is

h = gαβhαβ . (1.28)

The harmonic gauge is defined by the condition

hµν
;ν = 0 . (1.29)

Using (1.27) and (1.29), the field equations (1.6) simplify to

hµν;α
;α+2Rα

µ
β
νhαβ =−16πTµν . (1.30)

Adding (1.6) and (1.30) gives

hµα
;α

;ν+hνα
;α

;µ− gµνhλα
;α;λ = 0 , (1.31)

which are the terms eliminated in going from (1.6) to (1.30). The harmonic gauge condition

(1.29) and field equations (1.30) are preserved after a gauge change which satisfies

ξµ;ν
;ν = 0 . (1.32)

   gives three equations
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Regge and Wheeler showed that the odd parity components could be expressed in

terms of a single radial scalar function, the Regge-Wheeler function, which satisfies a second

order ordinary differential equation. Zerilli did the same for the even parity components; his

function is called the Zerilli function. Later, Moncrief showed that these two functions are

gauge invariant [71].

The Regge-Wheeler gauge is comparatively simple, but we will work in a different

gauge, the harmonic gauge. The reason for this choice is that the equations for the gravi-

tational self-force were derived in the harmonic gauge [69], [95]. The basic harmonic gauge

field equations are given in [70], which uses the term Lorentz gauge. The spelling Lorenz is

also used in the literature [85]. We first define the trace-reversed metric

hµν = hµν−
1
2

gµνh , (1.27)

where the trace h is

h = gαβhαβ . (1.28)

The harmonic gauge is defined by the condition

hµν
;ν = 0 . (1.29)

Using (1.27) and (1.29), the field equations (1.6) simplify to

hµν;α
;α+2Rα

µ
β
νhαβ =−16πTµν . (1.30)

Adding (1.6) and (1.30) gives

hµα
;α

;ν+hνα
;α

;µ− gµνhλα
;α;λ = 0 , (1.31)

which are the terms eliminated in going from (1.6) to (1.30). The harmonic gauge condition

(1.29) and field equations (1.30) are preserved after a gauge change which satisfies

ξµ;ν
;ν = 0 . (1.32) gives three equations

Solutions are in terms of Zerilli function (spin 2) and 
three generalized Regge-Wheeler functions (one 
with s=1 and two with s=0).   

Only Zerilli function is gauge invariant.

Gauge changes which preserve the harmonic gauge 
are implemented by adding homogeneous spin 1 
and spin 0 solutions.

h0 =
λ(2M − r )ψ′

2

3iωr
+ (−2M + r )ψ0

2iωr 2 +
2iω

(
f0ψ0 + fd0ψ

′
0

)

r
+ 4(1+λ)ψ1

r

−
λ

(
6M 2 +3λMr +λ(1+λ)r 2)ψ2

3iωr 2(3M +λr )
− 16π(2M − r )(2M +λr )Se02

(iω)2r (3M +λr )

−
8π

(
16M 2 + (−5+6λ)Mr −2λr 2)Se01

(iω)2(3M +λr )
+ 16πr (−2M + r )Se11

iω

−
(−2M + r )ψ′

0

2iωr
+

(
1− 2M

r

)
ψ′

1 +
2iωψ0a

r



Special case:  l=0  can solve analytically for circular 
orbits of radius R

My solution for r>R:   (1/r relative to background 
metric)

102

For large r , the circular orbit perturbations behave as

ht t =
2m0

r
Ẽ

R −3M
R −2M

+O
(
r−2) , hr r =

2m0

r
Ẽ

R −3M
R −2M

+O
(
r−2) ,

hθθ =
hφφ

sin2θ
= 2m0r Ẽ

R −3M
R −2M

+O (1) , (3.306)

which are calculated with (3.303)-(3.305). From the definition of Ẽ (4.26),

Ẽ
R −3M
R −2M

=
√

1− 3M
R

. (3.307)

As r → ∞, the perturbations go to zero relative to the background metric. They are also

isotropic.

To analyze behavior near the event horizon, we use H in
0 , H in

2 and K in, which, by in-

spection, are finite and non-zero as r → 2M . This implies that

ht t ∼O(X ) , hr r ∼O
(
X −1) , hθθ ∼ hφφ ∼O(1) , (3.308)

which diverges like the background metric. In Eddington coordinates (3.281), we have

hv v =−2Ẽm0 (r −2M)
3r 4(2M −R)

{
−16M 3 −8M 2r −4Mr 2 +3r 3

−
(
4M 2 +2Mr + r 2) (3M −R) ln

[
1− 2M

R

]}
∼O(X ) , (3.309)

hr v = hvr =− 2Ẽm0

3r 3(2M −R)

{
16M 3 +8M 2r +4Mr 2 −3r 3

+
(
4M 2 +2Mr + r 2) (3M −R) ln

[
1− 2M

R

]}
∼O(1) , (3.310)

hr r =
2Ẽm0(2M − r )(2M + r )

(
4M + (3M −R) ln

[
1− 2M

R

])

3Mr 2(2M −R)
∼O(X ) , (3.311)

hθθ =
hφφ

sin2θ
= r 2K inY00 ∼O(1) . (3.312)

These expressions, as well as their derivatives, are finite. The solutions (3.297)-(3.299) are

both asymptotically flat for large r and bounded near the event horizon.

We can use the solutions and their derivatives to calculate the bare force, which is

given by (4.35). Because the derivatives are discontinuous, the radial component of the bare

Detweiler & Poisson (2004)  solution for r>R:     

106

given by (3.297)-(3.299). The solutions differ by

H0 Y00 −H DP
0 =

2m0Ẽ
(
4M 3 +2M 2r +Mr 2 − r 3)

r 3(2M −R)
, (3.325)

H2 Y00 −H DP
2 =−

2m0Ẽ M
(
12M 2 −2Mr − r 2)

r 3(2M −R)
, (3.326)

K Y00 −K DP = 16m0Ẽ M 3

r 3(2M −R)
. (3.327)

For this comparison, it was necessary to multiply H0, H2 and K by the angular harmonic

Y00(θ,φ), because Detweiler and Poisson absorbed this constant into their radial functions.

The differences (3.325)-(3.327) are a homogeneous solution of the field equations (3.255)-

(3.257), which may be verified by substitution. They set H1 = 0, “on the grounds that the

perturbation must be static.” Detweiler and Poisson also showed that their solutions were

bounded as r → 2M , using ingoing Eddington coordinates. For large r , their perturbed met-

ric behaves as

hDP
t t = 2m0Ẽ

2M −R
− 2m0ẼR

r (2M −R)
+O

(
r−2) , hDP

r r = 2m0Ẽ
r

+O
(
r−2) ,

hDP
θθ =

hDP
φφ

sin2θ
= 2m0Ẽ r

R −3M
R −2M

+O (1) . (3.328)

The component hDP
t t is a constant as r →∞; the others go to zero relative to the background

metric. This behavior is different from the solutions (3.297)-(3.299), for which all compo-

nents go to zero compared to the background.

Using their harmonic gauge solutions, Detweiler and Poisson calculated the bare ac-

celaration ar , which, after multiplication by m0, leads to

f r
in,DP = m2

0Ẽ
(R −2M)

(
R2 +2MR +4M 2)

R5

(
M

R −3M
− ln

[
1− 2M

R

])
, (3.329)

f r
out,DP =−m2

0Ẽ
(

R4 −MR3 +8M 4

R5(R −3M)

+
(R −2M)

(
R2 +2MR +4M 2)

R5 ln
[

1− 2M
R

])

. (3.330)

Both bounded near event horizon in Eddington co-
ordinates.  Solutions differ by homogeneous solu-
tions.  



Summary:  Harmonic gauge solutions in terms of 6 

functions which satisfy decoupled differential equa-
tions.

Odd parity:     s=2 and s=1

Even parity:    s=2, s=1 and two s=0

Why?

    1.  Solutions need to reflect 

6

Regge and Wheeler showed that the odd parity components could be expressed in

terms of a single radial scalar function, the Regge-Wheeler function, which satisfies a second

order ordinary differential equation. Zerilli did the same for the even parity components; his

function is called the Zerilli function. Later, Moncrief showed that these two functions are

gauge invariant [71].

The Regge-Wheeler gauge is comparatively simple, but we will work in a different

gauge, the harmonic gauge. The reason for this choice is that the equations for the gravi-

tational self-force were derived in the harmonic gauge [69], [95]. The basic harmonic gauge

field equations are given in [70], which uses the term Lorentz gauge. The spelling Lorenz is

also used in the literature [85]. We first define the trace-reversed metric

hµν = hµν−
1
2

gµνh , (1.27)

where the trace h is

h = gαβhαβ . (1.28)

The harmonic gauge is defined by the condition

hµν
;ν = 0 . (1.29)

Using (1.27) and (1.29), the field equations (1.6) simplify to

hµν;α
;α+2Rα

µ
β
νhαβ =−16πTµν . (1.30)

Adding (1.6) and (1.30) gives

hµα
;α

;ν+hνα
;α

;µ− gµνhλα
;α;λ = 0 , (1.31)

which are the terms eliminated in going from (1.6) to (1.30). The harmonic gauge condition

(1.29) and field equations (1.30) are preserved after a gauge change which satisfies

ξµ;ν
;ν = 0 . (1.32)

    2.  Form of harmonic gauge field equations vs. 

     generalized Regge-Wheeler equation
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order ordinary differential equation. Zerilli did the same for the even parity components; his

function is called the Zerilli function. Later, Moncrief showed that these two functions are

gauge invariant [71].

The Regge-Wheeler gauge is comparatively simple, but we will work in a different

gauge, the harmonic gauge. The reason for this choice is that the equations for the gravi-

tational self-force were derived in the harmonic gauge [69], [95]. The basic harmonic gauge

field equations are given in [70], which uses the term Lorentz gauge. The spelling Lorenz is

also used in the literature [85]. We first define the trace-reversed metric

hµν = hµν−
1
2

gµνh , (1.27)

where the trace h is

h = gαβhαβ . (1.28)

The harmonic gauge is defined by the condition

hµν
;ν = 0 . (1.29)

Using (1.27) and (1.29), the field equations (1.6) simplify to

hµν;α
;α+2Rα

µ
β
νhαβ =−16πTµν . (1.30)

Adding (1.6) and (1.30) gives

hµα
;α

;ν+hνα
;α

;µ− gµνhλα
;α;λ = 0 , (1.31)

which are the terms eliminated in going from (1.6) to (1.30). The harmonic gauge condition

(1.29) and field equations (1.30) are preserved after a gauge change which satisfies

ξµ;ν
;ν = 0 . (1.32)

    

9

The six independent components (1.42) behave differently when a rotation is made

about the z-axis, the direction of wave propagation. Specifically, Weinberg shows

e ′± = exp(±2iθ)e± , f ′
± = exp(±iθ) f± , e ′t t = et t , e ′zz = ezz . (1.44)

where the primes denote polarizations after rotation through an angle θ. A plane waveψ has

helicity h if

ψ′ = exp(i hθ)ψ . (1.45)

The rotation results (1.44) show that the gravitational plane wave hµν (1.37) can be decom-

posed into six pieces: two of helicity ±2, two of helicity ±1 and two of helicity 0. The trace of

the polarization tensor is ezz − et t , so the zero helicity pieces are related to the trace of hµν.

Only the helicity ±2 components are physically meaningful, because they alone can not be

removed by a coordinate transformation.

Schwarzschild metric perturbation theory has an analogue to the different helicity

functions of the plane wave example. The generalized Regge-Wheeler equation is

d 2ψs(r∗)

dr 2
∗

+ω2ψs(r∗)−Vsl (r )ψs(r∗) = Ssl m(ω,r∗) , s = 0,1,2 , (1.46)

where the potential V is

Vsl (r ) =
(
1− 2M

r

)(
2(λ+1)

r 2 + (1− s2)
2M
r 3

)
. (1.47)

The generalized Regge-Wheeler equation is discussed in [54], [62], [63]. It represents a wave

interacting with an effective potential that results from the background spacetime curvature.

The parameter s is the spin or spin weight, and it corresponds to the different helicities of the

plane wave example. The caseψ2 is equal to the Regge-Wheeler function that was derived in

the Regge-Wheeler gauge. Described in [97] and [114], the coordinate r∗ is

dr∗ =
dr

(
1− 2M

r

) , r∗ = r +2M ln
( r

2M
−1

)
, (1.48)

so that

d
dr∗

=
(
1− 2M

r

)
d
dr

(1.49)



Radiation:  waveforms, energy flux

Outgoing radiation gauge (Chrzanowski, 1975)
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radiation gauge by imposing the conditions

hµνnν = 0 , h = gµνhµν = 0 , (7.2)

and an ingoing radiation gauge by requiring

hµνlν = 0 , h = 0 . (7.3)

Here, lν and nν are components of the Newman-Penrose basis vectors l and n (5.31). We will

use (7.2) to find outgoing waveforms for large r , with the components of n given by (5.33).

Combining the gauge transformation formula (1.10) and the first equation of (7.2), we

need to find a gauge transformation vector ξµ such that

hRA
µνnν =

(
hHA
µν −ξµ;ν−ξν;µ

)
nν = 0 . (7.4)

The superscripts “RA” and “HA” refer to the radiation and harmonic gauges, respectively. Be-

cause we are using separation of variables, we must solve (7.4) separately for each Fourier

mode specified by a combination of lmω. Only large r behavior is needed for waveforms, so

the usual way to change to a radiation gauge is to expand the metric perturbations and gauge

transformation vectors in series of decreasing (mainly inverse) powers of r . This was done by

Zerilli [114] and Ashby [4] to transform from the Regge-Wheeler gauge to a radiation gauge,

although they did not use Chrzanowski’s conditions. The radiative modes are non-zero fre-

quency modes for l ≥ 2 [114]. In the harmonic gauge solutions from Chapters 2 and 3, we

set the stress energy tensor coefficients (such as Se00) equal to zero and substitute the out-

going radiation solutions derived in Chapter 6 for the generalized Regge-Wheeler, Zerilli and

related functions. Doing so gives asymptotic series for the radial coefficients of the metric

perturbation in the harmonic gauge. We then write out the components of equation (7.4)

in series form and solve term-by-term for the series coefficients of the gauge transformation

vectors. This yields an odd parity series for the radial gauge transformation function Z (1.25)

and even parity series for M0, M1 and M2 (1.26). We substitute the various series into the

gauge transformation formulae (2.9)-(2.11) and (3.14)-(3.20) and obtain asymptotic series
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that their components are

lµ =
( r

r −2M
,1,0,0

)
, (5.32)

nµ = 1
2

(
1,−1+ 2M

r
,0,0

)
, (5.33)

mµ = 1
"

2r
(0,0,1, i cscθ) , (5.34)

mµ = 1
"

2r
(0,0,1,−i cscθ) . (5.35)

This basis is often called the Kinnersly tetrad [24], [92]. As defined above, the vector l is

tangent to outgoing radial null geodesics, and n is tangent to ingoing radial null geodesics

[22] (pp. 124, 134), [86] (pp. 52, 193, in a different notation). The symmetric scalar inner

product of two basis vectors is

e(a) ·e(b) = gµνeµ(a)e
ν
(b) , (5.36)

where we will take gµν from the Schwarzschild metric (1.1). The basis is normalized as

l ·n=−1 , m ·m = 1 . (5.37)

Other inner products are

l · l=n ·n=m ·m= m ·m = l ·m= l ·m =n ·m=n ·m = 0 , (5.38)

where the first four inner products are zero because the tetrad is a null basis and the last four

are zero because of orthogonality. The metric tensor in the tetrad basis is η(a)(b), where

η(a)(b) = gµνeµ(a)e
ν
(b) =





0 −1 0 0

−1 0 0 0

0 0 0 1

0 0 1 0





. (5.39)

Equation (5.39) is the matrix form of (5.37) and (5.38). Because of different metric signatures,

the signs of (5.37) and (5.39) are opposite those given in [22], [77].

The null basis also can be used to explain the parameter s of the spin-weighted spher-

ical harmonics. As noted above, the vector l is tangent to outgoing null geodesics and is

Leads to transverse-traceless gauge   (MTW)

Two polarizations           h+ and hx     
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The radiation gauge perturbation is traceless, which is different from the harmonic

gauge. The gauge transformation yields infinite series of inverse powers of r , so we calcu-

late only the first few terms. The series for the trace is zero to at least O(r−5), and proba-

bly to higher inverse orders as well. This result was obtained by applying only the first of

Chrzanowski’s conditions (7.2), namely, hµνnν = 0. We could also require h = 0 explicitly,

like (7.2). However, when transforming from the harmonic gauge to the outgoing radiation

gauge, the traceless result follows from the first condition alone, at least asymptotically.

Because the radiation gauge is traceless, equation (7.1) simplifies to

h+ = hθ̂θ̂ =−hφ̂φ̂ , h× = hθ̂φ̂ = hφ̂θ̂ . (7.9)

The gravitational waveforms are given by equations (7.10) and (7.13) below. The plus polar-

ization is

h+ = hθ̂θ̂ =
∞∑

l=2

l∑

m=−l

∫∞

−∞
e−iωt hl m

θ̂θ̂
(ω,r,θ,φ) dω , (7.10)

where, for odd parity,

hlm
θ̂θ̂

(ω,r,θ,φ) =−eiωr∗

iωr
A∞

2lmωXl m(θ,φ)+O(r−2) , (7.11)

and, for even parity,

hl m
θ̂θ̂

(ω,r,θ,φ) = eiωr∗

2r
A∞

2lmωWlm(θ,φ)+O(r−2) . (7.12)

The cross polarization is

h× = hθ̂φ̂ =
∞∑

l=2

l∑

m=−l

∫∞

−∞
e−iωt hlm

θ̂φ̂
(ω,r,θ,φ) dω , (7.13)
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hl m
θ̂φ̂

(ω,r,θ,φ) = eiωr∗

iωr
A∞

2lmωWlm(θ,φ)+O(r−2) , (7.14)

and, for even parity,

hlm
θ̂φ̂

(ω,r,θ,φ) = eiωr∗

2r
A∞

2lmωXl m(θ,φ)+O(r−2) . (7.15)

   
odd
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Ψ0 [22], [105]. For an individual frequency mode of a Fourier transform at large r , Teukolsky

found that

Ψ4 =−
(
δRt̂ θ̂ t̂ θ̂− i δRt̂ θ̂ t̂ φ̂

)
=−ω

2

2

(
hθ̂θ̂− i hθ̂φ̂

)
. (7.31)

Teukolsky’s derivation assumes hθ̂θ̂ and hθ̂φ̂ are in a transverse-traceless gauge. However,Ψ4

is gauge invariant, so we do not have have to go through the mechanics of a gauge transfor-

mation. Equivalently, we can write a time domain expression

Ψ4 =
1
2
∂2

∂t 2 (h+− i h×) , (7.32)

which is the form used in equations (3.54) of [39] and (2·30) of [68]. Equations (7.31) and

(7.32) are related using the definitions of h+ and h× (7.9). Also, the results (7.31) and (7.32)

presuppose the definition ofΨ4 (7.25) and tetrad basis (5.32)-(5.35). Other conventions may

result in slightly different expressions, although presumably not different waveforms [18],

[19].

We could calculate Ψ0 and Ψ4 by solving the Teukolsky equation, which is a linear

partial differential equation that describes gravitational, electromagnetic and scalar pertur-

bations [105]. For the Schwarzschild metric, the Teukolsky equation is

r 4

∆

∂2ψ

∂t 2 − 1

sin2θ

∂2ψ

∂φ2 −∆−s ∂

∂r

(
∆s+1 ∂ψ

∂r

)
− 1

sinθ
∂

∂θ

(
sinθ

∂ψ

∂θ

)

− 2i s cosθ

sin2θ

∂ψ

∂φ
−2s

[
Mr 2

∆
− r

]
∂ψ

∂t
+

(
s2 cot2θ− s

)
ψ= 4πr 2T , (7.33)

where ∆= r 2 −2Mr and T is the source constructed from the stress energy tensor Tµν. The

spin weight s is ±2 for gravitational perturbations, ±1 for electromagnetic perturbations and

0 for scalar perturbations. The definition of the function ψ depends on the spin weight. For

s = 2, ψ=Ψ0; for s =−2, ψ= r 4Ψ4.

Instead of solving the Teukolsky equation, we will use the harmonic gauge solutions

derived in this thesis and the definitions ofΨ0 (7.26) andΨ4 (7.30). To do so, we first calcu-

late the perturbed Riemann curvature tensor δRαβγδ to linear order in the mass ratio m0/M ,

Energy/angular momentum flux:  Isaacson (1967)     
for large r
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7.2 Energy and Angular Momentum Flux

In this section, we calculate the average energy and angular momentum carried by

gravitational waves, both outwards to large distances and inwards through the event hori-

zon. The main results will be for bound orbits.

Expressions for the flux outwards are obtained from the Isaacson tensor. Using per-

turbation theory, Isaacson derived a stress energy tensor for gravitational waves [57], [58].

For an arbitrary gauge, the Isaacson gravitational wave (“GW”) tensor is [70]

T (GW)
µν = 1

32π

〈
hαβ;µh

αβ
;ν−

1
2

h;µh;ν−2h
αβ

;βhα(µ;ν)

〉
. (7.76)

In the harmonic gauge, h
αβ

;β = 0 (1.29). Substituting the definition of hµν (1.27), we can

rewrite (7.76) in terms of hµν as

T (GW)
µν = 1

32π

〈
hαβ;µhαβ;ν−

1
2

h;µh;ν

〉
. (7.77)

This step simplifies calculations, because the perturbation is given in terms of hµν.

The brackets in (7.76) and (7.77) represent averaging over several wavelengths. The

Isaacson tensor is valid only in the shortwave, or high frequency, approximation limit, mean-

ing that the wavelength is much smaller than the radius of the background gravitational cur-

vature. In this limit, the averaged tensor is gauge invariant. The high frequency prerequisite

can always be met at a large distance from an isolated source, such as the black hole system

studied here [57], [70].

We can use the Isaacson tensor to calculate the energy flux of the waves as r → ∞.

Based on [106], the average power radiated outwards in the radial direction through a large

sphere of radius r is
〈

dE∞

d t

〉
=−

∫
Tt

r r 2dΩ , r →∞ , (7.78)

where

Tt
r = g r r T (GW)

tr . (7.79)
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At the end of our computations, we find that the outgoing energy flux is

Ė∞ =
〈

dE∞

d t

〉
= 1

16π

∞∑

l=2

l∑

m=−l

∞∑

k=−∞
flmk |A

∞
2lmω|

2l (l +1)(l −1)(l +2) . (7.82)

The amplitude A∞
2lmω

is the source integral (6.57), with s = 2. Vertical bars denote the mag-

nitude of a complex quantity. Here and elsewhere in this section, we define

flmk =






1 , odd parity modes ,

(ωmk
2

)2 , even parity modes ,

(7.83)

whereωmk = mΩφ+kΩr (5.98). As discussed at the end of section 5.1, the even parity modes

are non-zero only for l +m even and the odd parity modes are non-zero only for l +m odd,

provided the orbit is in the equatorial plane.

The choice of gauge affects the manner in which Ė∞ is calculated, but not the end

result (7.82). In the harmonic gauge, the trace is non-zero and we find that

Ė∞ = 1
16π

∞∑

l=2

l∑

m=−l

∞∑

k=−∞
flmk

{[
|A∞

2lmω|
2l (l +1)(l −1)(l +2)+|A∞

0lmω|
2
]
− |A∞

0l mω|
2
}

, (7.84)

where A∞
0lmω

is the outgoing amplitude (6.57) of the even parity functionψ0. Inside the curly

brackets, the first two terms (in the square brackets) come from the hαβ;µhαβ;ν term of T (GW)
µν

(7.77) and the last term comes from the 1
2 h;µh;ν term of T (GW)

µν . The two spin 0 terms can-

cel, leaving Ė∞ (7.82). This harmonic gauge calculation is instructive, but more complicated

than necessary. Away from the source, we may remove the trace, as well as the other spin 0

and spin 1 pieces, by means of a gauge transformation which preserves the harmonic gauge,

as shown in Chapter 3. Such a gauge transformation would not affect the spin 2 pieces of the

perturbation, so we would still obtain (7.82). If we use the radiation gauge instead, we return

to the original expression for T (GW)
µν , which is (7.76). Because the radiation gauge is asymptot-

ically transverse-traceless (7.20), only the first term of (7.76) (which reduces to hαβ;µhαβ;ν)

will contribute, and it gives (7.82) also. The different gauges yield the same end result for Ė∞

(7.82), because the Isaacson tensor is gauge invariant.
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Alternatively, we can use the Newman-Penrose formalism. Teukolsky showed

d 2E∞

d t dΩ
= lim

r→∞
r 2ω2

16π

[(
hθ̂θ̂

)2 +
(
hθ̂φ̂

)2
]
= lim

r→∞
r 2

4πω2 |Ψ4|2 , (7.85)

for a single frequency mode [105]. Substituting the asymptotic expansions ofΨ4 (7.64)-(7.65)

into (7.85) leads to the previous expression for Ė∞ (7.82).

The angular momentum and energy fluxes per frequency mode are related by

dLz =
m
ω

dE , (7.86)

which is based in part on the energy and angular momentum relations of quantum mechan-

ics [14], [28], [45], [92]. Applying (7.86) to Ė∞ (7.82), we get

L̇∞
z =

〈
dL∞

z

d t

〉
= 1

16π

∞∑

l=2

l∑

m=−l

∞∑

k=−∞

m
ωmk

flmk |A
∞
2lmω|

2l (l +1)(l −1)(l +2) (7.87)

for the angular momentum flux outward. As defined above, Ė∞ and L̇∞
z are only averages,

not instantaneous rates of change. Adjusting for differences in notation, the expressions for

Ė∞ and L̇∞
z agree with those derived elsewhere [4], [64], [74]. A time domain harmonic gauge

expression for Ė∞ is derived in [7], in a different manner.

Teukolsky and Press [92] derived a Kerr metric expression for the energy flux inward

though the event horizon of the central black hole. Specialized to the Schwarzschild metric,

their result is

d 2E 2M

d t dΩ
= M 2

π
|σHH|2 , (7.88)

where

σHH =−
ΨHH

0

iω+2ε
=−

4MΨHH
0

1+4iωM
, ε= 1

8M
. (7.89)

They did not use the Isaacson tensor, but instead derived (7.88) from the Hawking-Hartle

formula for the increase in event horizon area due to the ingoing radiation energy and angu-

lar momentum flux [51]. We substituteΨHH
0 from (7.72)-(7.74) into (7.88), integrate over all

angles and average over time as in (7.80), all of which gives

Ė 2M =
〈

dE 2M

d t

〉
= 1

16π

∞∑

l=2

l∑

m=−l

∞∑

k=−∞
flmk |A

2M
2l mω|

2l (l +1)(l −1)(l +2) (7.90)
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Ė∞ =
〈

dE∞

d t

〉
= 1

16π

∞∑

l=2

l∑

m=−l

∞∑

k=−∞
flmk |A

∞
2lmω|

2l (l +1)(l −1)(l +2) . (7.82)

The amplitude A∞
2lmω

is the source integral (6.57), with s = 2. Vertical bars denote the mag-

nitude of a complex quantity. Here and elsewhere in this section, we define

flmk =






1 , odd parity modes ,

(ωmk
2

)2 , even parity modes ,

(7.83)

whereωmk = mΩφ+kΩr (5.98). As discussed at the end of section 5.1, the even parity modes

are non-zero only for l +m even and the odd parity modes are non-zero only for l +m odd,
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The choice of gauge affects the manner in which Ė∞ is calculated, but not the end
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where A∞
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is the outgoing amplitude (6.57) of the even parity functionψ0. Inside the curly
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(7.77) and the last term comes from the 1
2 h;µh;ν term of T (GW)

µν . The two spin 0 terms can-

cel, leaving Ė∞ (7.82). This harmonic gauge calculation is instructive, but more complicated

than necessary. Away from the source, we may remove the trace, as well as the other spin 0

and spin 1 pieces, by means of a gauge transformation which preserves the harmonic gauge,

as shown in Chapter 3. Such a gauge transformation would not affect the spin 2 pieces of the

perturbation, so we would still obtain (7.82). If we use the radiation gauge instead, we return

to the original expression for T (GW)
µν , which is (7.76). Because the radiation gauge is asymptot-

ically transverse-traceless (7.20), only the first term of (7.76) (which reduces to hαβ;µhαβ;ν)

will contribute, and it gives (7.82) also. The different gauges yield the same end result for Ė∞

(7.82), because the Isaacson tensor is gauge invariant.

For circles, k=0 and 
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In the last step, the relation ΩφP = ∆φ has been used. Using (5.88) and (5.89), S̃lm(t ,r ) can

be expressed as a Fourier series with discrete frequencies kΩr = k 2π
P :

S̃lm(t ,r ) =
∞∑

k=−∞
S̃lmk (ω,r )e−i kΩr t , (5.93)

where

S̃l mk (ω,r ) = 1
P

∫P

0
ei kΩr t ′ S̃l m(t ′,r )d t ′ . (5.94)

Solving (5.91) for Slm(t ,r ) and substituting the result into (5.84) leads to

Slm(ω,r ) = 1
2π

∫∞

−∞
ei (ω−mΩφ)t S̃lm(t ,r )d t . (5.95)

Inserting (5.93) and rearranging terms gives

Slm(ω,r ) =
∞∑

k=−∞
S̃lmk (ω,r )

[
1

2π

∫∞

−∞
ei (ω−mΩφ−kΩr )t d t

]
. (5.96)

The integral is a delta function [3], so

Sl m(ω,r ) =
∞∑

k=−∞
S̃l mk (ω,r )δ(ω− (mΩφ+kΩr ))

=
∞∑

k=−∞
S̃l mk (ω,r )δ(ω−ωmk ) . (5.97)

The delta function implies that the frequency spectrum is discrete, with

ω=ωmk = mΩφ+kΩr , Ωφ = ∆φ
P

, Ωr =
2π
P

. (5.98)

Each discrete angular frequency is a linear combination of the two fundamental orbital fre-

quencies,Ωφ andΩr [28].

The next step is to express S̃lmk (ω,r ) in terms of Slm(t ,r ) and substitute the result into

(5.97). Starting with (5.94) and substituting in succession (5.91) and (5.83) produces

S̃lmk (ω,r ) = 1
P

∫P

0
ei kΩr t ′ S̃lm(t ′,r )d t ′

= 1
P

∫P

0
ei (kΩr +mΩφ)t ′Sl m(t ′,r )d t ′

= Ωr

2π

∫P

0
ei (ωmk t ′−mφ′) f lm(r )(ṙ ′)nδ(r − r ′)d t ′ . (5.99)
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where, as before, ṙ ′ = dr ′

d t . The factor f l m(r ) is different for each coefficient. The Fourier

transform Slm(ω,r ) is defined as

Sl m(ω,r ) = 1
2π

∫∞

−∞
eiωt Slm(t ,r )d t , (5.84)

and the inverse transform is

Slm(t ,r ) =
∫∞

−∞
e−iωt Sl m(ω,r )dω . (5.85)

Evaluation of the transform integral in (5.84) depends on the orbital motion. Two cases are

caculated below: circular orbits and eccentric orbits.

The derivation for circular orbits is based on Poisson’s, as described in [83]. He cal-

culated the circular orbit source term for the Teukolsky equation, which is different from,

but related to, the Regge-Wheeler equation. His method can be adapted to the Fourier

transform of the stress energy tensor components and the source terms for the generalized

Regge-Wheeler equations. For circular orbits, the orbital radius is constant and ṙ ′ = 0, so

the radial factors can be moved outside the transform integral. Since ṙ ′ = 0, we replace (ṙ ′)n

in (5.83) with the Kronecker delta δn0. Further, the azimuthal angle is related to the time

by φ′(t ) = Ωφt (4.29), where Ωφ is the orbital angular frequency. The integral (5.84) can be

rewritten as

Slm(ω,r ) = f lm(r )δn0δ(r − r ′)
[

1
2π

∫∞

−∞
eiωt e−i mΩφt d t

]
, n = 0,1,2 . (5.86)

The quantity in brackets is the integral representation of a delta function [3]. The Fourier

transform for circular orbits is simply

Slm(ω,r ) = f lm(r )δn0δ(r − r ′)δ(ω−mΩφ) , n = 0,1,2 . (5.87)

Because of the second delta function factor, the frequency for each mode is an integral mul-

tiple of the orbital angular frequency. The leading radiation multipole is the quadrupole

moment, so the dominant gravitational wave frequency for circular orbits is twice the orbital

frequency [83].

 .
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Alternatively, we can use the Newman-Penrose formalism. Teukolsky showed

d 2E∞

d t dΩ
= lim

r→∞
r 2ω2

16π

[(
hθ̂θ̂

)2 +
(
hθ̂φ̂

)2
]
= lim

r→∞
r 2

4πω2 |Ψ4|2 , (7.85)

for a single frequency mode [105]. Substituting the asymptotic expansions ofΨ4 (7.64)-(7.65)

into (7.85) leads to the previous expression for Ė∞ (7.82).

The angular momentum and energy fluxes per frequency mode are related by

dLz =
m
ω

dE , (7.86)

which is based in part on the energy and angular momentum relations of quantum mechan-

ics [14], [28], [45], [92]. Applying (7.86) to Ė∞ (7.82), we get

L̇∞
z =

〈
dL∞

z

d t

〉
= 1

16π

∞∑

l=2

l∑

m=−l

∞∑

k=−∞

m
ωmk

flmk |A
∞
2lmω|

2l (l +1)(l −1)(l +2) (7.87)

for the angular momentum flux outward. As defined above, Ė∞ and L̇∞
z are only averages,

not instantaneous rates of change. Adjusting for differences in notation, the expressions for

Ė∞ and L̇∞
z agree with those derived elsewhere [4], [64], [74]. A time domain harmonic gauge

expression for Ė∞ is derived in [7], in a different manner.

Teukolsky and Press [92] derived a Kerr metric expression for the energy flux inward

though the event horizon of the central black hole. Specialized to the Schwarzschild metric,

their result is

d 2E 2M

d t dΩ
= M 2

π
|σHH|2 , (7.88)

where

σHH =−
ΨHH

0

iω+2ε
=−

4MΨHH
0

1+4iωM
, ε= 1

8M
. (7.89)

They did not use the Isaacson tensor, but instead derived (7.88) from the Hawking-Hartle

formula for the increase in event horizon area due to the ingoing radiation energy and angu-

lar momentum flux [51]. We substituteΨHH
0 from (7.72)-(7.74) into (7.88), integrate over all

angles and average over time as in (7.80), all of which gives

Ė 2M =
〈

dE 2M

d t

〉
= 1

16π

∞∑

l=2

l∑

m=−l

∞∑

k=−∞
flmk |A

2M
2l mω|

2l (l +1)(l −1)(l +2) (7.90)
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for circular and elliptic orbits. The ingoing amplitude A2M
2lmω

is the source integral (6.58), with

s = 2. A more complicated expression for the flux in terms ofΨ4 can be derived from (7.88)

[92].

The expression for Ė 2M has the same form as Ė∞ (7.82), except that the amplitudes

are different. The similarity is due to flux conservation, as embodied in the identity (6.10)

[4], [31], [114].

For the angular momentum flux through the event horizon, we can use (7.86) again

[45], [92]. Doing so gives

L̇2M
z =

〈
dL2M

z

d t

〉
= 1

16π

∞∑

l=2

l∑

m=−l

∞∑

k=−∞

m
ωmk

flmk |A
2M
2lmω|

2l (l +1)(l −1)(l +2) . (7.91)

This is the same form as L̇∞
z (7.87). The expressions for Ė 2M and L̇2M

z agree with those derived

elsewhere using the Regge-Wheeler gauge [4].

The expressions above are the rates of energy and angular momentum transport by

the waves. The time averaged rates of energy
(〈

dE
d t

〉)
and angular momentum

(〈
dLz
d t

〉)
lost

by the orbiting mass are the opposite [45], so that

Ė =
〈

dE
d t

〉
=−

(〈
dE∞

d t

〉
+

〈
dE 2M

d t

〉)
, (7.92)

L̇z =
〈

dLz

d t

〉
=−

(〈
dL∞

z

d t

〉
+

〈
dL2M

z

d t

〉)
. (7.93)

As before, Ė and L̇z are only averaged quantities.

The main results of this chapter are the waveforms h+ (7.10) and h× (7.13) and the

bound orbit expressions for Ė∞ (7.82), L̇∞
z (7.87), Ė 2M (7.90) and L̇2M

z (7.91). Numerical cal-

culations of some of these quantities for selected orbits are in the following chapter.



Gravitational self-force:  gives first order perturbative 
corrections to equations of motion

Test mass follows geodesic of background metric

                        

Chapter 4

Equations of Motion

Section 4.1 discusses the geodesic equations for the background metric. The equa-

tions are solved for relativistic elliptic and circular orbits. Section 4.2 explains the gravita-

tional self-force equations, which give the first order perturbative corrections to the equa-

tions of motion.

4.1 Background Geodesic Equations

The background geodesic equation is [22]

d 2z
dτ2

µ

+Γµαβ
d z
dτ

αd z
dτ

β

= 0 , (4.1)

which is the covariant derivative of the four velocity. For a timelike geodesic, the velocity

normalization is

gµν
d z
dτ

µd z
dτ

ν

=−1 . (4.2)

The parameter τ is the proper time. The components of (4.1) are the equations of motion

for a test mass m0. The background metric is spherically symmetric, so we can choose to

have the orbital motion in the equatorial plane, for which θ = π/2 and dθ
dτ = 0. This choice

simplifies (4.1) [22].

As discussed in Schutz [103], we can rewrite (4.1) in terms of momenta, which leads

to constants of the motion. The contravariant four-momentum is pµ = m0
d zµ
dτ . Replacing

Two constants of motion, energy and orbital angular 

momentum.  Circular orbit of radius R:

            

Ẽ = E
m0

=
1− 2M

R√
1− 3M

R

, L̃ = Lz

m0
=

√
MR

1− 3M
R

                   

124

The radial coordinate r and angle φ are related by [5]

r = p

1−e +2e sn2
[1

2

"
D6(φ−∆φ/2) ; mk

] , (4.24)

where Ashby’s notation is modified to agree with this thesis. Here, sn is a Jacobian elliptic

function. Its angular argument is zero at apastron. With (4.22), this argument can be written

as u −K , where u =
"

D6φ/2. An alternative formulation is

r = p

1−e +2e cd2 ["
D6φ/2; mk

] , (4.25)

which is obtained from (4.24) using the relation sn(u −K ) = −cdu (from 16.8.1 of [1]). The

function cd is the quotient of the elliptic functions cn and dn, and their angular argument

is zero at periastron. The Jacobian elliptic functions are calculated using the routine sncndn

from Numerical Recipes [93].

A circular orbit of constant radius R has e = 0, rmax = rmin and p = a = R [22]. Stable

circular orbits can be treated as a special case of elliptic orbits. For zero eccentricity, the

condition (4.13) becomes p > 6M . This means that the innermost stable circular orbit (ISCO)

has radius R = 6M [28], [37]. It is possible to have unstable circular orbits of radius 3M < R <

6M [22], but we will not consider them further. For circular orbits, the constants Ẽ and L̃

(4.10) become

Ẽ =
1− 2M

R√
1− 3M

R

, L̃ =
√

MR

1− 3M
R

. (4.26)

The orbital angular frequency dφ
d t is the same as the Newtonian Kepler rule [70]

dφ
d t

= dφ
dτ

dτ
d t

= L̃
R2

(
1− 2M

R

)

Ẽ
=

√
M
R3 , (4.27)

where we have used (4.5) and (4.26). The derivative dφ
d t is constant for circular orbits, un-

like elliptic orbits with non-zero eccentricity. Applying the definition ofΩφ (4.18) to circular

orbits gives

Ωφ =
√

M
R3 , (4.28)
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Self-force gives perturbative corrections:
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divide the perturbation into two pieces:

hµν = hS
µν+hR

µν . (4.31)

The first term is the singular part. The second is the regular part, which is a homogeneous

solution of the field equations and which gives rise to the self-force. It also is based on the

prior history of the orbiting mass. In this formulation, the small mass moves on a geodesic of

the perturbed spacetime gµν+hR
µν. In Chapters 2 and 3, we derived homogeneous solutions

to the harmonic gauge field equations. The homogeneous perturbation hR
µν must be a linear

combination of those homogeneous solutions, which suggests that the self-force is due to

the non-zero frequency spin 2 solutions.

The gravitational self-force gives the first order perturbative corrections to the back-

ground geodesic equations of motion, as discussed in the references above. To see this,

rewrite equation (4.1) as

m0

(
d 2z
dτ2

µ

+Γµαβ
d z
dτ

α d z
dτ

β
)

= Fµ
self , (4.32)

where

Fµ
self =−m0

(
δ
µ
γ +

d z
dτ

µd z
dτ

γ
)
δΓγαβ

d z
dτ

α d z
dτ

β

(4.33)

and

δΓγαβ =
1
2

gγε
(
hreg
εα;β+hreg

εβ;α−hreg
αβ;ε

)
. (4.34)

Here, “reg” refers to the regular part of the perturbation. In practice, it is difficult to calculate

the regular part, because it involves an integral over prior history. Instead, we regularize the

bare force using “mode-sum” regularization. The expression for the bare force is

Fµ
bare =−m0

(
δ
µ
γ +

d z
dτ

µd z
dτ

γ
)

1
2

gγε
(
hεα;β+hεβ;α−hαβ;ε

) d z
dτ

α d z
dτ

β

. (4.35)

This is decomposed into multipoles and referred to as F full below, in order to better track the

notation of the references below.

The method of mode-sum regularization is described in [8]. The derivations behind

[8] are in [11], [12] and [67]. The summary below is taken mainly from these references. The
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(Mino, Sasaki & Tanaka and Quinn & Wald (1997))



Problem:  perturbation diverges at location of 
orbiting mass (delta function source).  Regularize 
force by mode-sum regularization.  

Mode-sum regularization:  Decompose bare force in 
spherical harmonics.  Each l-mode is finite, but sum 
over l diverges  (Barack et al., 2002).  Subtract 
singular part for each l-mode.  

Regularization is gauge dependent and derived in 
harmonic gauge.

Self-force has two parts: Dissipative and 
Conservative (Barack & Sago, 2007)

Dissipative, or radiation reaction.  Gravitational 
waves carry away energy and angular momentum, 
so these are no longer constants of the motion.

Conservative.  Both masses moving around center 
of mass.  Newtonian frequency shift:

           

Chapter 8

Numerical Results

This chapter discusses numerical calculations. The main result is Table 8.1, which

gives the radial component of the self-force for a variety of circular orbits. The data for R ≤

100 are plotted in Figure 8.1. The data points terminate at R = 6, which is the innermost

stable circular orbit.

The leading order behavior is
2m2

0
R2 . This is characterized as the Newtonian self-force by

Detweiler and Poisson [34]. It gives the shift in orbital angular frequency that occurs because

both bodies are now moving around the center of mass. Specifically, the perturbed orbital

angular frequency is

Ω2 = M −2m0

R3 +O
(
R−4) , (8.1)

which also can be obtained from (4.55). Following Detweiler and Poisson, we interpret R as

the radial coordinate with respect to the center of mass. In terms of the total separation s

between M and m0, we have [34]

Ω2 = M +m0

s3 , (8.2)

the usual Kepler form of the frequency correction.

As discussed in Chapter 4, we can accelerate the convergence of the self-force regu-

larization using a numerical fit to find the higher order regularization parameters. Figure 8.2

gives an example of this for R = 10M , using the LAPACK least squares routine DGELSS [2].

The plot shows that the calculated self-force is consistent for a broad range of numerical fits.
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bital motion, as listed below. The self-force has two aspects: the dissipative, or radiation

reaction part, and the conservative part. The dissipative part is the rate of energy and angu-

lar momentum loss to the gravitational waves. These rates are given by

dẼ
dτ

=−m−1
0 Ft ,

dL̃
dτ

= m−1
0 Fφ . (4.54)

The conservative part gives non-radiative corrections to the orbital parameters and is at-

tributable to the radial component of the self-force. The orbital frequency is is changed by

Ω=Ω0

[
1−

(
R(R −3M)

2Mm0

)
Fr

]
,Ω0 =

√
M
R3 =Ωφ . (4.55)

The change in orbital frequency reflects the fact that both bodies are moving around the

center of mass, instead of test mass motion where the central mass is fixed. There are also

non-radiative corrections to the energy and orbital angular momentum.

For circular orbits, dissipative due to Ft, F
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reaction part, and the conservative part. The dissipative part is the rate of energy and angu-

lar momentum loss to the gravitational waves. These rates are given by

dẼ
dτ

=−m−1
0 Ft ,

dL̃
dτ

= m−1
0 Fφ . (4.54)

The conservative part gives non-radiative corrections to the orbital parameters and is at-

tributable to the radial component of the self-force. The orbital frequency is is changed by

Ω=Ω0

[
1−

(
R(R −3M)

2Mm0

)
Fr

]
,Ω0 =

√
M
R3 =Ωφ . (4.55)

The change in orbital frequency reflects the fact that both bodies are moving around the

center of mass, instead of test mass motion where the central mass is fixed. There are also

non-radiative corrections to the energy and orbital angular momentum.

 and 

conservative due to Fr .  Only Fr needs to be 
regularized.
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Table 8.1: Below is a table of the radial component of the self-force, F r , for circular orbits of

radius R. For large R, F r ∼ 2m2
0

R2

(
1− 2M

R

)
.

R/M (M/m0)2F r R/M (M/m0)2F r

6 4.9685669×10−2 110 1.6237973×10−4

7 3.5624667×10−2 120 1.3664172×10−4

8 2.7112763×10−2 130 1.1657168×10−4

9 2.1452689×10−2 140 1.0061965×10−4

10 1.7454613×10−2 150 8.7731466×10−5

11 1.4507231×10−2 200 4.9508804×10−5

12 1.2263358×10−2 300 2.2075818×10−5

13 1.0511248×10−2 400 1.2438053×10−5

20 4.5872951×10−3 500 7.9682266×10−6

30 2.0912401×10−3 600 5.5371464×10−6

40 1.1929325×10−3 700 4.0700299×10−6

50 7.7022778×10−4 800 3.1172221×10−6

60 5.3811284×10−4 900 2.4636705×10−6

70 3.9708290×10−4 1000 1.9960142×10−6

80 3.0502873×10−4 10000 1.9996001×10−8

90 2.4163987×10−4 100000 1.9999600×10−10

100 1.9614005×10−4 1000000 1.9999960×10−12
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Figure 8.1: Plot of radial self-force for circular orbits. Circles are data points from Table 8.1.

Pluses are the approximation F r ∼ 2m2
0

R2

(
1− 2M

R

)
.
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Table 8.4: Column (a) is the radial self-force from Table 8.1. Column (b) is the radial self-
force from Table IV of [13]. Column (c) is the estimated fractional error therein, also from
[13]. Column (d) is the radial self-force from Table 8.3.

R/M (M/m0)2F r (a) (M/m0)2F r (b) Error (c) (M/m0)2F r (d)

6 4.9685669×10−2 2.44661×10−2 9×10−4 2.4466497×10−2

7 3.5624667×10−2 2.14989×10−2 6×10−4 2.1499068×10−2

8 2.7112763×10−2 1.83577×10−2 5×10−4 1.8357824×10−2

9 2.1452689×10−2 1.56369×10−2 4×10−4 1.5637098×10−2

10 1.7454613×10−2 1.33895×10−2 8×10−5 1.3389470×10−2

11 1.4507231×10−2 1.15518×10−2 6×10−5 1.1551745×10−2

12 1.2263358×10−2 1.00463×10−2 5×10−5 1.0046239×10−2

13 1.0511248×10−2 8.80489×10−3 4×10−5 8.804886 ×10−3

20 4.5872951×10−3 4.15706×10−3 1×10−5 4.1570550×10−3

30 2.0912401×10−3 1.96982×10−3 5×10−6 1.9698169×10−3

40 1.1929325×10−3 1.14288×10−3 2×10−6 1.1428832×10−3

50 7.7022778×10−4 7.44949×10−4 1×10−6 7.4494860×10−4

60 5.3811284×10−4 5.23613×10−4 2×10−5 5.2361368×10−4

70 3.9708290×10−4 3.88010×10−4 1×10−5 3.8800965×10−4

80 3.0502873×10−4 2.98979×10−4 8×10−6 2.9897883×10−4

90 2.4163987×10−4 2.37406×10−4 7×10−6 2.3740623×10−4

100 1.9614005×10−4 1.93063×10−4 5×10−6 1.9306263×10−4

120 1.3664172×10−4 1.34868×10−4 4×10−6 1.3486847×10−4

150 8.7731466×10−5 8.68274×10−5 2×10−6 8.6827447×10−5

(a) mine   

(b) Barack/Sago (using Detweiler/Poisson for l=0)

(c) their error estimate

(d) my figures, adjusted to Detweiler/Poisson for l=0      

F r
(a) −m2

0Ẽ
3M(R −2M)

(
4M 2 +2MR +R2)

(R −3M)R5 = F r
(d)
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alents, using equation (3.331).

Table 8.4 compares the radial self-force in Table 8.1 to the results of Barack and Sago,

who did their calculations in the time domain by solving the field equations directly. They

used the Detweiler-Poisson solution. Once this difference is taken into account, there is good

agreement.

The numerical results of this chapter show that the harmonic gauge solutions derived

in this thesis can be used to accurately calculate the gravitational self-force for circular or-

bits. An effort was made to calculate the self-force for elliptic orbits. However, the sum over

the frequency index k converges very slowly, except at the turning points of the orbits. For

the solutions to be useful for elliptic orbits, it seems necessary to regularize the retarded

Green’s function in the frequency domain. This is left for future work, although numerical

calculations show that the imaginary part of the Green’s function is small and finite. For cir-

cular orbits, the self-force components F t and Fφ do not require regularization. Numerical

calculations show they are due entirely to the imaginary part of the spin 2 retarded Green’s

functions. Note that the imaginary part is a homogeneous solution of the Green’s function

equation. Detweiler and Whiting showed that the self-force can be calculated from homo-

geneous solutions [35]. However, the imaginary part does not give the conservative compo-

nent, F r , which must be due to the real part of the Green’s function. In a related area, Gralla

calculated the dissipative part of the scalar self force using the imaginary part of the scalar

Green’s function [48]. We must leave these issues for future work.

Ė sf = dE sf

d t
=

(
1− 2M

r

)2 F t

Ẽ
. (8.3)
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Ė sf = dE sf

d t
=

(
1− 2M

r

)2 F t

Ẽ
. (8.3)

Ė∞, Ė 2M ∝ h2, Ė sf ∝ h
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Table 8.5: write caption this is a caption this a caption this ia caopt the quick berown fox
jumped over the lase do

R/M (M/m0)2Ė∞ (M/m0)2Ė 2M (M/m0)2Ė (M/m0)2Ė sf

6 9.37270411×10−4 3.06894559×10−6 9.40339356×10−4 −9.40339356×10−4

7 3.99633989×10−4 5.29300869×10−7 4.00163290×10−4 −4.00163290×10−4

8 1.95979479×10−4 1.25069497×10−7 1.96104549×10−4 −1.96104549×10−4

9 1.05896576×10−4 3.66762344×10−8 1.05933252×10−4 −1.05933252×10−4

10 6.15037255×10−5 1.25912943×10−8 6.15163168×10−5 −6.15163168×10−5

11 3.77867502×10−5 4.87560894×10−9 3.77916258×10−5 −3.77916258×10−5

12 2.42896246×10−5 2.07631371×10−9 2.42917009×10−5 −2.42917009×10−5

13 1.62065198×10−5 9.55161446×10−10 1.62074749×10−5 −1.62074749×10−5

20 1.87145474×10−6 1.61665964×10−11 1.87147091×10−6 −1.87147091×10−6

30 2.48647170×10−7 3.80318286×10−13 2.48647550×10−7 −2.48647550×10−7

40 5.95015183×10−8 2.73219859×10−14 5.95015456×10−8 −5.95015456×10−8

50 1.96245750×10−8 3.57741633×10−15 1.96245786×10−8 −1.96245786×10−8

60 7.92644417×10−9 6.82440618×10−16 7.92644485×10−9 −7.92644485×10−9

70 3.68188111×10−9 1.68566659×10−16 3.68188127×10−9 −3.68188127×10−9

80 1.89453586×10−9 5.02733130×10−17 1.89453591×10−9 −1.89453591×10−9

90 1.05411228×10−9 1.73092826×10−17 1.05411230×10−9 −1.05411230×10−9

100 6.23820341×10−10 6.67326986×10−18 6.23820347×10−10 −6.23820347×10−10

120 2.51576768×10−10 1.28399905×10−18 2.51576769×10−10 −2.51576769×10−10

150 8.27445791×10−11 1.71112004×10−19 8.27445793×10−11 −8.27445793×10−11



Comparison to Fujita and Tagoshi (2007) calcula-
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Table 8.2: The column on the right is taken from Table VIII of [42], rounded to fifteen digits.
The column on the left was calculated using the methods described in this thesis.

l m (M/m0)2Ė∞ Thesis (M/m0)2Ė∞ Fujita and Tagoshi

2 1 1.93160935115669×10−7 1.93160935115669×10−7

2 2 5.36879547910210×10−5 5.36879547910214×10−5

3 1 5.71489891261480×10−10 5.71489891261478×10−10

3 2 4.79591646159026×10−8 4.79591646159025×10−8

3 3 6.42608275624719×10−6 6.42608275624724×10−6

4 1 1.45758564229714×10−13 1.45758564229713×10−13

4 2 5.26224530895924×10−10 5.26224530895930×10−10

4 3 8.77875752521502×10−9 8.77875752521507×10−9

4 4 9.53960039485201×10−7 9.53960039485188×10−7

5 1 2.36763718744954×10−16 2.36763718744955×10−16

5 2 3.81935323719895×10−13 3.81935323719893×10−13

5 3 1.82910132522830×10−10 1.82910132522831×10−10

5 4 1.49211627485282×10−9 1.49211627485280×10−9

5 5 1.52415476457987×10−7 1.52415476457990×10−7

6 1 3.59779535991180×10−20 3.59779535991173×10−20

6 2 1.97636895352003×10−15 1.97636895352005×10−15

6 3 2.12388274763689×10−13 2.12388274763686×10−13

6 4 4.66333988474111×10−11 4.66333988474121×10−11

6 5 2.47463869472717×10−10 2.47463869472724×10−10

6 6 2.51821315681017×10−8 2.51821315681016×10−8

7 1 3.29136294915892×10−23 3.29136294915887×10−23

7 2 9.08415089084877×10−19 9.08415089084875×10−19

7 3 2.03736275096858×10−15 2.03736275096860×10−15

7 4 6.99409365020717×10−14 6.99409365020741×10−14

7 5 1.03409891279350×10−11 1.03409891279349×10−11

7 6 4.06799480917117×10−11 4.06799480917109×10−11

7 7 4.23452267128467×10−9 4.23452267128478×10−9



129

Figure 4.1: Schematic of self-force for circular orbit. A small mass m0, which is repre-
sented by the small solid circle, orbits a much larger black hole. Hollow circles represent
previous positions of m0. The wavy lines represent four-dimensional gravitational waves
which scatter off the background spacetime curvature. Part radiates to infinity or into
the central mass, and part returns to m0, giving rise to the tail term of the self-force.


