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FIG. 1. Time–frequency representation [9] of strain data from
Hanford and Livingston detectors (top two panels) at the
time of GW170104. The data begin at 1167559936.5 GPS
time. The third panel from the top shows the time-series
data from each detector with a 30–350 Hz bandpass filter,
and band-reject filters to suppress strong instrumental spec-
tral lines. The Livingston data have been shifted back by
3 ms to account for the source’s sky location, and the sign
of its amplitude has been inverted to account for the detec-
tors’ di↵erent orientations. The maximum-likelihood binary
black hole waveform given by the full-precession model (see
Sec. IV) is shown in black. The bottom panel shows the resid-
uals between each data stream and the maximum-likelihood
waveform.

At the time of GW170104, both LIGO detectors were
operating with sensitivity typical of the observing run
to date and were in an observation-ready state. Inves-
tigations similar to the detection validation procedures
for previous events [2, 13] found no evidence that in-
strumental or environmental disturbances contributed to
GW170104.

III. SEARCHES

GW170104 was first identified by inspection of low-
latency triggers from Livingston data [14–16]. An au-
tomated notification was not generated as the Hanford
detector’s calibration state was temporarily set incor-
rectly in the low-latency system. After it was manu-
ally determined that the calibration of both detectors
was in a nominal state, an alert with an initial source
localization [17, 18] was distributed to collaborating as-
tronomers [19] for the purpose of searching for a tran-
sient counterpart. Twenty-eight groups of observers cov-
ered the parts of the sky localization using ground- and
space-based instruments, spanning from � ray to radio
frequencies as well as high-energy neutrinos [20].

O✏ine analyses are used to determine the significance
of candidate events. They benefit from improved calibra-
tion and refined data quality information that is unavail-
able to low-latency analyses [5, 13]. The second observing
run is divided into periods of two-detector cumulative co-
incident observing time with & 5 days of data to measure
the false alarm rate of the search at the level where de-
tections can be confidently claimed. Two independently
designed matched filter analyses [15, 21] used 5.5 days of
coincident data collected from January 4, 2017 to Jan-
uary 22, 2017.

These analyses search for binary coalescences over a
range of possible masses and by using discrete banks [22–
27] of waveform templates modeling binaries with compo-
nent spins aligned or antialigned with the orbital angular
momentum [28]. The searches can target binary black
hole mergers with detector-frame total masses 2 M� 
Mdet . 100–500 M�, and spin magnitudes up to ⇠ 0.99.
The upper mass boundary of the bank is determined by
imposing a lower limit on the duration of the template
in the detectors’ sensitive frequency band [29]. Candi-
date events must be found in both detectors by the same
template within 15 ms [4]. This 15-ms window is deter-
mined by the 10-ms intersite propagation time plus an
allowance for the uncertainty in identified signal arrival
times of weak signals. Candidate events are assigned a
detection statistic value ranking their relative likelihood
of being a gravitational-wave signal: the search uses an
improved detection statistic compared to the first ob-
serving run [30]. The significance of a candidate event
is calculated by comparing its detection statistic value
to an estimate of the background noise [4, 15, 16, 21].
GW170104 was detected with a network matched-filter
signal-to-noise ratio (SNR) of 13. At the detection statis-
tic value assigned to GW170104, the false alarm rate is
less than 1 in 70,000 years of coincident observing time.

The probability of astrophysical origin P
astro

for a can-
didate event is found by comparing the candidate’s de-
tection statistic to a model described by the distributions
and rates of both background and signal events [8, 31, 32].
The background distribution is analysis dependent, being
derived from the background samples used to calculate
the false alarm rate. The signal distribution can depend
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FIG. 1. Comparison of typical noise amplitude spectra of the LIGO detectors in the first observing run (O1) and the early
stages of the second observing run (O2). The noise is expressed in terms of equivalent gravitational-wave strain amplitude.
Some narrow features are calibration lines (22–24 Hz for L1, 35–38 Hz for H1, 330 Hz and 1080 Hz for both), suspension fibers’
resonances (500 Hz and harmonics) and 60 Hz power line harmonics.

FIG. 2. Left: Search results from the binary coalescence search described in [2–4]. The histogram shows the number of
candidate events (orange markers) in the 5.5 days of coincident data and the expected background (black lines) as a function
of the search detection statistic. The reweighted SNR detection statistic % is defined in [3]. GW170104 has a larger detection
statistic value than all of the background events in this period. At the detection statistic value assigned to GW170104, the
search’s false alarm rate is less than 1 in 70,000 years of coincident observing time. No other significant candidate events
are observed in this time interval. Right: Search results from an independently-implemented analysis [5], where the detection
statistic lnL is an approximate log likelihood ratio statistic that is an extension of [6]. The two search algorithms give consistent
results.

tances. There is a preference towards face-on or face-o↵
inclinations over those which are edge on; the probabil-
ity that | cos ✓JN | > 1/

p
2 is 0.62, compared to a prior

probability of 0.29. These inclinations produce louder
signals and so are expected to be most commonly de-
tected [28, 29]. Viewing the binary near face-on or face-
o↵ minimises the impact (if present) of precession [11, 30].

For GW170104, we obtain weak constraints on the
spins. The amount of information we learn from the
signal may be quantified by the Kullback–Leibler diver-
gence, or relative entropy, from the prior to the pos-
terior [31, 32]. For �

e↵

we gain 0.36 nat of informa-
tion, and for �

p

we only gain 0.03 nat. As compari-

son, the Kullback–Leibler divergence between two equal-
width normal distributions with means one standard de-
viation apart is 0.5 nat = 0.72 bit. We cannot gain much
insight from these spin measurements, but this may be-
come possible by considering the population of binary
black holes [33]. Figure 5 shows the inferred �

e↵

dis-
tributions for GW170104, GW150914, LVT151012 and
GW151226 [13]. Only GW151226 has a �

e↵

(and hence
at least one component spin) inconsistent with zero. The
others are consistent with positive or negative e↵ective
inspiral spin parameters; the probabilities that �

e↵

> 0
are 0.18, 0.23 and 0.59 for GW170104, GW150914 and
LVT151012, respectively. Future analysis may reveal if
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• O1 9/12/15 - 01/19/16: 2.9 detections 

• O2 started 11/30/16, ongoing 

• First results published June 1: GW170104, a 50 
solar-mass BBH

LVC, PRL 118 (2017)



GW170104: THE NEW KID ON 
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FIG. 1. Time–frequency representation [9] of strain data from
Hanford and Livingston detectors (top two panels) at the
time of GW170104. The data begin at 1167559936.5 GPS
time. The third panel from the top shows the time-series
data from each detector with a 30–350 Hz bandpass filter,
and band-reject filters to suppress strong instrumental spec-
tral lines. The Livingston data have been shifted back by
3 ms to account for the source’s sky location, and the sign
of its amplitude has been inverted to account for the detec-
tors’ di↵erent orientations. The maximum-likelihood binary
black hole waveform given by the full-precession model (see
Sec. IV) is shown in black. The bottom panel shows the resid-
uals between each data stream and the maximum-likelihood
waveform.

At the time of GW170104, both LIGO detectors were
operating with sensitivity typical of the observing run
to date and were in an observation-ready state. Inves-
tigations similar to the detection validation procedures
for previous events [2, 13] found no evidence that in-
strumental or environmental disturbances contributed to
GW170104.
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range of possible masses and by using discrete banks [22–
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hole mergers with detector-frame total masses 2 M� 
Mdet . 100–500 M�, and spin magnitudes up to ⇠ 0.99.
The upper mass boundary of the bank is determined by
imposing a lower limit on the duration of the template
in the detectors’ sensitive frequency band [29]. Candi-
date events must be found in both detectors by the same
template within 15 ms [4]. This 15-ms window is deter-
mined by the 10-ms intersite propagation time plus an
allowance for the uncertainty in identified signal arrival
times of weak signals. Candidate events are assigned a
detection statistic value ranking their relative likelihood
of being a gravitational-wave signal: the search uses an
improved detection statistic compared to the first ob-
serving run [30]. The significance of a candidate event
is calculated by comparing its detection statistic value
to an estimate of the background noise [4, 15, 16, 21].
GW170104 was detected with a network matched-filter
signal-to-noise ratio (SNR) of 13. At the detection statis-
tic value assigned to GW170104, the false alarm rate is
less than 1 in 70,000 years of coincident observing time.

The probability of astrophysical origin P
astro

for a can-
didate event is found by comparing the candidate’s de-
tection statistic to a model described by the distributions
and rates of both background and signal events [8, 31, 32].
The background distribution is analysis dependent, being
derived from the background samples used to calculate
the false alarm rate. The signal distribution can depend
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IV SOURCE PROPERTIES

on the mass distribution of the source systems; however,
we find that di↵erent models of the binary black hole
mass distribution (as described in Sec. VI) lead to neg-
ligible di↵erences in the resulting value of P

astro

. At the
detection statistic value of GW170104, the background
rate in both matched filter analyses is dwarfed by the
signal rate, yielding P

astro

> 1 � (3 ⇥ 10�5).
An independent analysis that is not based on matched

filtering, but instead looks for generic gravitational-wave
bursts [2, 33] and selects events where the signal fre-
quency rises over time [34], also identified GW170104.
This approach allows for signal deviations from the wave-
form models used for matched filtering at the cost of a
lower significance for signals that are represented by the
considered templates. This analysis reports a false alarm
rate of ⇠ 1 in 20,000 years for GW170104.

IV. SOURCE PROPERTIES

The source parameters are inferred from a coher-
ent Bayesian analysis of the data from both detec-
tors [35, 36]. As a cross-check, we use two independent
model-waveform families. Both are tuned to numerical-
relativity simulations of binary black holes with non-
precessing spins, and introduce precession e↵ects through
approximate prescriptions. One model includes inspiral
spin precession using a single e↵ective spin parameter
�

p

[37–39]; the other includes the generic two-spin in-
spiral precession dynamics [40–42]. We refer to these
as the e↵ective-precession and full-precession models, re-
spectively [43]. The two models yield consistent results.
Table I shows selected source parameters for GW170104;
unless otherwise noted, we quote the median and sym-
metric 90% credible interval for inferred quantities. The
final mass (or equivalently the energy radiated), final
spin and peak luminosity are computed using averages of
fits to numerical-relativity results [44–48]. The parame-
ter uncertainties include statistical and systematic errors
from averaging posterior probability distributions over
the two waveform models, as well as calibration uncer-
tainty [36] (and systematic uncertainty in the fit for peak
luminosity). Statistical uncertainty dominates the over-
all uncertainty as a consequence of the moderate SNR.

For binary coalescences, the gravitational-wave fre-
quency evolution is primarily determined by the compo-
nent masses. For higher mass binaries, merger and ring-
down dominate the signal, allowing good measurements
of the total mass M = m

1

+ m
2

[52–56]. For lower mass
binaries, like GW151226 [3], the inspiral is more impor-
tant, providing precision measurements of the chirp mass
M = (m

1

m
2

)3/5/M1/5 [57–60]. The transition between
the regimes depends upon the detectors’ sensitivity, and
GW170104 sits between the two. The inferred compo-
nent masses are shown in Fig. 2. The form of the two-
dimensional distribution is guided by the combination of
constraints on M and M. The binary was composed
of two black holes with masses m

1

= 31.2+8.4
�6.0 M� and

TABLE I. Source properties for GW170104: median values
with 90% credible intervals. We quote source-frame masses;
to convert to the detector frame, multiply by (1+ z) [49, 50].
The redshift assumes a flat cosmology with Hubble parame-
ter H0 = 67.9 km s�1 Mpc�1 and matter density parameter
⌦m = 0.3065 [51]. More source properties are given in Table I,
Supplementary Material.

Primary black hole mass m1 31.2+8.4
�6.0 M�

Secondary black hole mass m2 19.4+5.3
�5.9 M�

Chirp mass M 21.1+2.4
�2.7 M�

Total mass M 50.7+5.9
�5.0 M�

Final black hole mass Mf 48.7+5.7
�4.6 M�

Radiated energy Erad 2.0+0.6
�0.7 M�c2

Peak luminosity `peak 3.1+0.7
�1.3 ⇥ 1056 erg s�1

E↵ective inspiral spin parameter �e↵ �0.12+0.21
�0.30

Final black hole spin af 0.64+0.09
�0.20

Luminosity distance DL 880+450
�390 Mpc

Source redshift z 0.18+0.08
�0.07

FIG. 2. Posterior probability density for the source-frame
massesm1 andm2 (withm1 � m2). The one-dimensional dis-
tributions include the posteriors for the two waveform mod-
els, and their average (black). The dashed lines mark the
90% credible interval for the average posterior. The two-
dimensional plot shows the contours of the 50% and 90%
credible regions plotted over a color-coded posterior density
function. For comparison, we also show the two-dimensional
contours for the previous events [5].
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Precession?
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• Precession parameter not much 
different than prior 

• Little can be said about precession

LVC, PRL 118 (2017)
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• Prob(                             ) < 0.18

LVC, PRL 118 (2017)

m1a1,k +m2a2,k > 0



Where?
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GW150914

GW151226

LVT151012

GW170104

Where?
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LSC/Leo Singer (Milky Way image: Axel Mellinger)



BINARY BLACK HOLES TO DATE
Part 2
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First detection: GW150914

• GW150914: the merger of two BHs 

• Masses  

• Final black hole  

• Luminosity distance 

m1 = 36+5
�4M� m2 = 29+4

�4M�

Mf = 62+4
�4M� �f = 0.67+0.05

�0.07

LVC arXiv:1602.03837

DL = 410+160
�180Mpc
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First detection: Massive binary
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First detection: Massive binary
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First detection: Massive binary
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First detection: A BH ringdown

• Most exciting thing about the first detection (to 

me): observation of ringdown

17
LVC arXiv:1602.03837



The ringdown of GW150914

• First detection of a BH ringdown 

• Freq and decay of lowest overtone for 

• Consistent with GR
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from 35 Hz to a peak amplitude at 450 Hz. The signal-to-
noise ratio (SNR) accumulates equally in the early inspiral
(∼45 cycles from 35 to 100 Hz) and late inspiral to merger
(∼10 cycles from 100 to 450 Hz). This is different from the
more massive GW150914 binary for which only the last 10
cycles, comprising inspiral and merger, dominated the
SNR. As a consequence, the parameters characterizing
GW151226 have different precision than those of
GW150914. The chirp mass [26,45], which controls the
binary’s evolution during the early inspiral, is determined
very precisely. The individual masses, which rely on
information from the late inspiral and merger, are measured
far less precisely.
Figure 1 illustrates that the amplitude of the signal is less

than the level of the detector noise,where themaximum strain
of the signal is 3.4þ0.7

−0.9 × 10−22 and 3.4þ0.8
−0.9 × 10−22 in LIGO

Hanford and Livingston, respectively. The time-frequency
representation of the detector data shows that the signal is not
easily visible. The signal is more apparent in LIGO Hanford
where the SNR is larger. The SNR difference is predomi-
nantly due to the different sensitivities of the detectors at the
time. Only with the accumulated SNR frommatched filtering
does the signal become apparent in both detectors.

III. DETECTORS

The LIGO detectors measure gravitational-wave strain
using two modified Michelson interferometers located in
Hanford, WA and Livingston, LA [2,3,46]. The two
orthogonal arms of each interferometer are 4 km in length,
each with an optical cavity formed by two mirrors acting as
test masses. A passing gravitational wave alters the

FIG. 1. GW151226 observed by the LIGO Hanford (left column) and Livingston (right column) detectors, where times are relative to
December 26, 2015 at 03:38:53.648 UTC. First row: Strain data from the two detectors, where the data are filtered with a 30–600-Hz
bandpass filter to suppress large fluctuations outside this range and band-reject filters to remove strong instrumental spectral lines [46].
Also shown (black) is the best-match template from a nonprecessing spin waveform model reconstructed using a Bayesian analysis [21]
with the same filtering applied. As a result, modulations in the waveform are present due to this conditioning and not due to precession
effects. The thickness of the line indicates the 90% credible region. See Fig. 5 for a reconstruction of the best-match template with no
filtering applied. Second row: The accumulated peak signal-to-noise ratio (SNRp) as a function of time when integrating from the start of
the best-match template, corresponding to a gravitational-wave frequency of 30 Hz, up to its merger time. The total accumulated SNRp

corresponds to the peak in the next row. Third row: Signal-to-noise ratio (SNR) time series produced by time shifting the best-match
template waveform and computing the integrated SNR at each point in time. The peak of the SNR time series gives the merger time of
the best-match template for which the highest overlap with the data is achieved. The single-detector SNRs in LIGO Hanford and
Livingston are 10.5 and 7.9, respectively, primarily because of the detectors’ differing sensitivities. Fourth row: Time-frequency
representation [47] of the strain data around the time of GW151226. In contrast to GW150914 [4], the signal is not easily visible.
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GW151226 was detected with a network matched-filter
SNR of 13 by both searches. Figure 2 shows the detection
statistic values assigned to GW151226 by the two searches
and their respective noise background distributions. At the
detection statistic value assigned to GW151226, the
searches estimate a false alarm probability of < 10−7

(> 5σ) [14] and 3.5 × 10−6 (4.5σ) [17] when including
candidate events in the background calculation. This
procedure strictly limits the probability of obtaining a false
positive outcome in the absence of signals [56]. The
estimates from the two searches are consistent with expect-
ations for a compact binary coalescence signal, given the
differences in methods of data selection and candidate
event ranking. When excluding search candidate events
from the background calculation, a procedure that yields a
mean-unbiased estimate of the distribution of noise events,
the significance is found to be greater than 5σ in both
searches. Further details of the noise background and
significance estimation methods for each search are given
in [18] and discussions specific to GW151226 are in [5].

V. SOURCE DISCUSSION

To estimate the source parameters, a coherent Bayesian
analysis [21,57] of the data was performed using two
families of waveform models. Both models are calibrated to
numerical simulations of binary black holes in general
relativity. One waveform model includes spin-induced
precession of the binary orbital plane [58], created by
rotating the model described in [59]. The other waveform
model restricts the component black hole spins to be
aligned with the binary orbital angular momentum
[42,43]. Both are publicly available [60]. Table I shows
source parameters for GW151226 including the initial and
final masses of the system. The parameter uncertainties
include statistical and systematic errors from averaging
posterior probability samples over the two waveform
models, in addition to calibration uncertainties. Here, we
report the median and 90% credible intervals.
The initial binary was composed of two stellar-mass black

holes with a source-frame primary mass m1 ¼ 14.2þ8.3
−3.7M⊙,

secondary mass m2 ¼ 7.5þ2.3
−2.3M⊙, and a total mass of

21.8þ5.9
−1.7M⊙. The binary merged into a black hole of mass

20.8þ6.1
−1.7M⊙, radiating 1.0þ0.1

−0.2M⊙c2 in gravitational waves
with a peak luminosity of 3.3þ0.8

−1.6 × 1056 erg=s. These
estimates of the mass and spin of the final black hole, the
total energy radiated in gravitational waves, and the peak
gravitational-wave luminosity are derived from fits to
numerical simulations [39,63–65]. The source localization
is refined to 850 deg2, owing to the different methods used
[21], and refined calibration.
The long inspiral phase of GW151226 allows accurate

estimates of lower-order post-Newtonian expansion param-
eters, such as the chirp mass [26,45]. However, only loose
constraints can be placed on the total mass and mass ratio

(m2=m1) because the merger and ringdown occur at
frequencies where the detectors are less sensitive.
Figure 3 shows the constraints on the component masses
of the initial black hole binary. The component masses

TABLE I. Source parameters for GW151226. We report median
values with 90% credible intervals that include statistical and
systematic errors from averaging results of the precessing and
nonprecessing spin waveform models. The errors also take into
account calibration uncertainties. Masses are given in the source
frame; to convert to the detector framemultiply by (1þ z) [61]. The
spins of the primary and secondary blackholes are constrained to be
positive. The source redshift assumes standard cosmology [62].
Further parameters of GW151226 are discussed in [5].

Primary black hole mass 14.2þ8.3
−3.7M⊙

Secondary black hole mass 7.5þ2.3
−2.3M⊙

Chirp mass 8.9þ0.3
−0.3M⊙

Total black hole mass 21.8þ5.9
−1.7M⊙

Final black hole mass 20.8þ6.1
−1.7M⊙

Radiated gravitational-wave energy 1.0þ0.1
−0.2M⊙c2

Peak luminosity 3.3þ0.8
−1.6 × 1056 erg=s

Final black hole spin 0.74þ0.06
−0.06

Luminosity distance 440þ180
−190 Mpc

Source redshift z 0.09þ0.03
−0.04

FIG. 3. Posterior density function for the source-frame masses
msource

1 (primary) and msource
2 (secondary). The one-dimensional

marginalized distributions include the posterior density functions
for the precessing (blue) and nonprecessing (red) spin waveform
models where average (black) represents the mean of the two
models. The dashed lines mark the 90% credible interval for the
average posterior density function. The two-dimensional plot
shows the contours of the 50% and 90% credible regions plotted
over a color-coded posterior density function.
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follow a line of constant chirp mass 8.9þ0.3
−0.3M⊙, and

constrain the mass ratio to be greater than 0.28. The
posterior distribution is not consistent with component
masses below 4.5M⊙ (99% credible level). This is above
the theoretical maximum mass of a neutron star for
common equations of state [66,67]. Thus, both components
are identified as black holes.
Compact binary coalescences act as standard sirens

[68,69]. Their luminosity distance can be extracted from
the amplitude of an observed signal provided the orienta-
tion of the orbital plane can be determined. Information
about whether the orbit is face-on, edge-on, or in between is
encoded in the two polarizations of the gravitational wave.
However, the two LIGO detectors are nearly coaligned and
the source of GW151226 is likely to be located close to the
maxima of the directional responses of both detectors [3].
Consequently, it is difficult to extract the polarization
content, and therefore the orientation of the orbital plane.
As a result, the luminosity distance is only weakly con-
strained to be 440þ180

−190 Mpc, corresponding to a redshift of
0.09þ0.03

−0.04 assuming a flat ΛCDM cosmology [62].
Component spins affect the relativistic motion of the

binary but often have only subtle effects on the gravita-
tional waveform. Therefore, we can only extract limited
information about the spins. Figure 4 (left) shows the
probability density functions of the mass-weighted combi-
nations of orbit-aligned spins χeff [70,71] and in-plane
spins χp [72] for the precessing spin waveform model. The
same figure (right) shows the individual spins of the
component black holes. The posterior density functions

inferred from the precessing and nonprecessing spin wave-
form models indicate that χeff is positive at greater than the
99% credible level; therefore, at least one of the black holes
has nonzero spin. We find that at least one black hole has a
spin magnitude greater than 0.2 at the 99% credible level.
Only weak constraints can be placed on χp, suggesting that
the data are not informative regarding spin-precession
effects [5].
To test whether GW151226 is consistent with general

relativity, we allow the coefficients that describe the
waveform (which are derived as functions of the source
parameters from the post-Newtonian approximation
[26–28] and from fits to numerical relativity simulations)
to deviate from their nominal values, and check whether
the resulting waveforms are consistent with the data [73].
The posterior probability densities of the coefficients
are found to center on their general relativity values.
Additionally, both the offsets and widths of the posteriors
for the post-Newtonian inspiral coefficients decrease sig-
nificantly when analyzing GW150914 and GW151226
jointly, in some cases to the 10% level, as discussed in [5].
The waveform models used are consistent with general

relativity simulations. Figure 5 shows GW151226’s wave-
form reconstruction (90% credible region as in [57]) using
the nonprecessing spin templates employed to find the
signal and extract parameters, plotted during the time
interval with the most significant SNR. Also shown is a
direct numerical solution of Einstein’s equations [38,74,75]
for a binary black hole with parameters near the peak of the
parameter estimation posterior.

FIG. 4. Left: Posterior density function for the χp and χeff spin parameters (measured at 20 Hz) compared to their prior distributions.
The one-dimensional plot shows probability contours of the prior (green) and marginalized posterior density function (black) [58,59].
The two-dimensional plot shows the contours of the 50% and 90% credible regions plotted over a color-coded posterior density
function. The dashed lines mark the 90% credible interval. Right: Posterior density function for the dimensionless component spins,
cS1=ðGm2

1Þ and cS2=ðGm2
2Þ, relative to the normal of the orbital plane L̂. Si and mi are the spin angular momenta and masses of the

primary (i ¼ 1) and secondary (i ¼ 2) black holes, c is the speed of light and G is the gravitational constant. The posterior density
functions are marginalized over the azimuthal angles. The bins are designed to have equal prior probability; they are constructed linearly
in spin magnitudes and the cosine of the tilt angles cos−1ðŜi · L̂Þ.

PRL 116, 241103 (2016) P HY S I CA L R EV I EW LE T T ER S
week ending
17 JUNE 2016

241103-5

LVC, arXiv:1606.04856



Binary black holes in O1

22

following section and are consistent with our expect-
ations for an astrophysical BBH source. The inferred
component masses of LVT151012 lie roughly between
the masses of GW150914 and GW151226, as shown
in Fig. 4.

IV. SOURCE PROPERTIES

In this section, we present the inferred properties of the
sources of GW150914, LVT151012, and GW151226,
assuming that the signals each originate from a binary
coalescence as described by general relativity. Tests of the
consistency of the signal with the predictions of general
relativity are presented in Sec. V. Full results for
GW150914 have been provided in Refs. [39,40], and
key results for LVT151012 have been given in
Ref. [44]. Here, we give results based upon an updated
calibration of the data. The analyses of all three signals

closely mirror the original analysis of GW150914, as
detailed in Ref. [39] and described in Appendix B.
The analysis makes use of two waveform models, the

double aligned spin waveform model (EOBNR) [8,9] and
an effective precessing spin model (IMRPhenom) [36–38].
Results from the two waveforms are similar, and the data
give us little reason to prefer one model over the other. We
therefore average the posterior distributions from two
waveforms for our overall results. These are used for the
discussion below, except in Sec. IV B, where we also
consider measurements of spin alignment from the pre-
cessing IMRPhenom waveform.
The results match our expectations for a coherent

signal in both detectors and give us no reason to suspect
that any of the signals are not of astrophysical origin. All
three signals are consistent with originating from BBHs.
Key parameters for the three events are included in
Table I and plotted in Figs. 4,5, and 6. Detailed results
are provided in Table IV in Appendix B.

FIG. 4. Posterior probability densities of the masses, spins, and distance to the three events GW150914, LVT151012, and GW151226.
For the two-dimensional distributions, the contours show 50% and 90% credible regions. Top left panel: Component massesmsource

1 and
msource

2 for the three events. We use the convention that msource
1 ≥ msource

2 , which produces the sharp cut in the two-dimensional
distribution. For GW151226 and LVT151012, the contours follow lines of constant chirp mass (Msource ¼ 8.9þ0.3

−0.3M⊙ and
Msource ¼ 15:1þ1.4

−1.1M⊙, respectively). In all three cases, both masses are consistent with being black holes. Top right panel: The
mass and dimensionless spin magnitude of the final black holes. Bottom left panel: The effective spin and mass ratios of the binary
components. Bottom right panel: The luminosity distance to the three events.
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C Inspiral–merger–ringdown consistency test V TESTS OF GENERAL RELATIVITY

FIG. 9. Violin plots for the parametrized test, combining posteriors for GW170104 with the two confident detections made in
the first observing run, GW150914 and GW151226 [13].

low-frequency, inspiral-dominated portion of the wave-
form is consistent with the high-frequency, merger–
ringdown portion. The two frequency ranges are analysed
separately, and the inferred parameters are compared.
The test uses the estimated final black hole mass and spin
(calculated from the component masses and spins using
numerical-relativity fits as detailed in Sec. III) [58, 88].
If the waveform is compatible with the predictions of
GR, we expect that the parameters inferred from the
two pieces will be consistent with each other, although
the di↵erence will not, in general, be zero because of
detector noise. In Fig. 10, we show the posteriors on
the fractional di↵erence in the two estimates of the final
mass and spin for GW170104 and GW150914, as well
as the combined posterior. The di↵erence in the esti-

mates are divided by the mean of the two estimates to
produce the fractional parameters that describe poten-
tial departures from the GR predictions: �a

f

/ā
f

for the
spin and �M

f

/M̄
f

for the mass [89]. These definitions
are slightly di↵erent from the ones used in our earlier
papers [58, 88], but serve the same qualitative role [89].
Each of the distributions is consistent with the GR value.
The posterior for GW170104 is broader, consistent with
this event being quieter, and having a lower total mass,
which makes it harder to measure the post-inspiral pa-
rameters. The width of the 90% credible intervals for the
combined posteriors of �M

f

/M̄
f

are smaller than those
computed from GW170104 (GW150914) by a factor of
⇠ 1.6 (1.3), and the intervals for �a

f

/ā
f

are improved by
a factor of ⇠ 1.4 (1.2).
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/ā
f

are improved by
a factor of ⇠ 1.4 (1.2).

[1] J. Kissel, J. Betzwieser, X. Siemens, R. Savage,
K. Kawabe, M. Wade, B. O’Reilly, K. Izumi, S. Karki,
D. Tuyenbayev, D. Martynov, S. Kandhasamy, M. Fays,
and C. Cahillane, Advanced LIGO Sensitivity Plots,
Tech. Rep. LIGO-G1500623 (LIGO Scientific Collabora-
tion, 2016).

[2] S. A. Usman et al., Classical Quantum Gravity 33,
215004 (2016), arXiv:1508.02357 [gr-qc].

[3] A. H. Nitz, T. Dent, T. Dal Canton, S. Fairhurst, and
D. Brown, (2017), arXiv:1705.01513 [gr-qc].

[4] A. H. Nitz, I. W. Harry, J. L. Willis, C. M. Biwer,
D. A. Brown, L. P. Pekowsky, T. Dal Canton, A. R.
Williamson, T. Dent, C. D. Capano, T. J. Massinger,
A. K. Lenon, A. B. Nielsen, and M. Cabero, “PyCBC
Software,” github.com/ligo-cbc/pycbc (2017).

[5] C. Messick et al., Phys. Rev. D 95, 042001 (2017),
arXiv:1604.04324 [astro-ph.IM].

[6] K. Cannon, C. Hanna, and J. Peoples, (2015),
arXiv:1504.04632 [astro-ph.IM].

[7] B. P. Abbott et al. (LIGO Scientific Collaboration,
Virgo Collaboration), Phys. Rev. D 93, 122003 (2016),
arXiv:1602.03839 [gr-qc].

[8] J. Veitch et al., Phys. Rev. D 91, 042003 (2015),
arXiv:1409.7215 [gr-qc].
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• New test for LIGO: modified dispersion of GWs 

!
•    has units of energy to some power 

• Natural energy scale: 

!
• Dispersion modifies phase as 

!
!
• For 800 Mpc and 250Hz, 
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evolution provided that the positive orbit-aligned spin is
small (whether due to low spins or misalignment) [129,150–
152]. Current gravitational-wave measurements cluster
around χeff ∼ 0 (jχeff j < 0.35 at the 90% credible level for
all events; see Fig. 5 of the Supplemental Material [11]) [5].
Assuming that binary black hole spins are not typically small
(≲0.2), our observations hint towards the astrophysical
population favoring a distribution of misaligned spins rather
than near orbit-aligned spins [153]; further detections will
test if this is the case, and enable us to distinguish different
spin magnitude and orientation distributions [154–159].

VIII. TESTS OF GENERAL RELATIVITY

To check the consistency of the observed signals with the
predictions of GR for binary black holes in quasicircular
orbit, we employ a phenomenological approach that probes
how gravitational-wave generation or propagation could be
modified in an alternative theory of gravity. Testing for these
characteristicmodifications in thewaveform can quantify the
degree to which departures from GR can be tolerated given
the data. First, we consider the possibility of a modified
gravitational-wave dispersion relation, and place bounds on
the magnitude of potential deviations from GR. Second, we
perform null tests to quantify generic deviations from GR:
without assuming a specific alternative theory of gravity, we
verify if the detected signal is compatible with GR. For these
tests we use the three confident detections (GW150914,
GW151226, and GW170104); we do not use the marginal
event LVT151012, as its low SNR means that it contributes
insignificantly to all the tests [5].

A. Modified dispersion

InGR, gravitationalwaves are nondispersive.We consider
a modified dispersion relation of the form E2 ¼
p2c2 þ Apαcα, α ≥ 0, that leads to dephasing of the waves
relative to the phase evolution in GR. Here E and p are the
energy andmomentumof gravitational radiation, andA is the
amplitude of the dispersion [160,161]. Modifications to the
dispersion relation can arise in theories that include viola-
tions of local Lorentz invariance [162]. Lorentz invariance is
a cornerstone of modern physics but its violation is expected
in certain quantum gravity frameworks [162,163]. Several
modified theories of gravity predict specific values of α,
including massive-graviton theories (α ¼ 0, A > 0) [163],
multifractal spacetime [164] (α ¼ 2.5), doubly special rel-
ativity [165] (α ¼ 3), and Hořava-Lifshitz [166] and extra-
dimensional [167] theories (α ¼ 4). For our analysis, we
assume that the only effect of these alternative theories is to
modify the dispersion relation.
To leading order in AEα−2, the group velocity of gravi-

tational waves is modified as vg=c ¼ 1þ ðα − 1ÞAEα−2=2
[161]; both superluminal and subluminal propagation veloc-
ities are possible, depending on the sign ofA and the value of
α. A change in the dispersion relation leads to an extra term

δΨðA; αÞ in the evolution of the gravitational-wave phase
[160]. We introduce such a term in the effective-precession
waveform model [38] to constrain dispersion for various
values of α. To this end, we assume flat priors on A. In Fig. 5
we show 90% credible upper bounds on jAj derived from the
three confident detections. We do not show results for α ¼ 2
since in this case the modification of the gravitational-wave
phase is degenerate with the arrival time of the signal.
There exist constraints on Lorentz invariance violating

dispersion relations from other observational sectors (e.g.,
photon or neutrino observations) for certain values of α, and
our results are weaker by several orders of magnitude.
However, there are frameworks in which Lorentz invari-
ance is only broken in one sector [168,169], implying that
each sector provides complementary information on poten-
tial modifications to GR. Our results are the first bounds
derived from gravitational-wave observations, and the first
tests of superluminal propagation in the gravitational sector.
The result for A > 0 and α ¼ 0 can be reparametrized to

derive a lower bound on the graviton Compton wavelength
λg, assuming that gravitons disperse in vacuum in the same
way as massive particles [5,7,170]. In this case, no violation
of Lorentz invariance is assumed. Using a flat prior for the
gravitonmass, we obtain λg>1.5×1013km, which improves
on the bound of 1.0 × 1013 km from previous gravitational-
wave observations [5,7]. The combined bound using the
three confident detections is λg > 1.6 × 1013 km, or for the
graviton mass mg ≤ 7.7 × 10−23 eV=c2.

B. Null tests

In the post-Newtonian approximation, the gravitational-
wave phase in the Fourier domain is a series expansion in

FIG. 5. 90% credible upper bounds on jAj, the magnitude
of dispersion, obtained combining the posteriors of GW170104
with those of GW150914 and GW151226. We use picoelectron-
volts as a convenient unit because the corresponding frequency
scale is around where GW170104 has greatest amplitude
(1 peV≃ h × 250 Hz, where h is the Planck constant). General
relativity corresponds to A ¼ 0. Markers filled at the top (bottom)
correspond to values of jAj and α for which gravitational waves
travel with superluminal (subluminal) speed.
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V TESTS OF GENERAL RELATIVITY

over the calibration. For most parameters the change
is negligible. The most significant e↵ect of calibration
uncertainty is on sky localization. Excluding calibration
uncertainty reduces the 90% credible area by ⇠ 2%.

IV. POPULATION INFERENCE

Gravitational-wave observations are beginning to re-
veal a population of merging binary black holes. With
four probable mergers we can only roughly constrain the
population. Here we fit a hierarchical single-parameter
population model to the three probable mergers from first
observing run [13] and GW170104. We assume that the
two-dimensional mass distribution of mergers is the com-
bination of a power law in m

1

and a flat m
2

distribution,

p (m
1

, m
2

) / m�↵
1

1

m
1

� m
min

, (1)

with m
min

= 5M� [45–47], and subject to the constraint
that M  M

max

, with M
max

= 100 M�, matching the
analysis from the first observing run [13, 48]. Our sensi-
tivity to these choices for lower and upper cut-o↵ masses
is much smaller than the statistical uncertainty in our
final estimate of ↵. The marginal distribution for m

1

is
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1
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and the parameter ↵ is the power-law slope of the
marginal distribution for m

1

at masses m
1

 M
max

/2.
The initial mass function of stars follows a similar power-
law distribution [49, 50], and the mass distribution of
companions to massive stars appears to be approximately
uniform in the mass ratio q [51–53]. While the initial–
final mass relation in binary black hole systems is com-
plicated and nonlinear [54–57], this simple form provides
a sensible starting point for estimating the mass distri-
bution.

Accounting for selection e↵ects and the uncertainty
in our estimates of the masses of our four events, and
imposing a flat prior on the parameter ↵ [13], we find
↵ = 2.3+1.3

�1.4. Our posterior on ↵ appears in Fig. 7. The
inferred posterior on the marginal distribution for m

1

appears in Fig. 8; the turnover for m
1

> 50 M� is a con-
sequence of our choice of M

max

= 100 M� in Eq. (2).

V. TESTS OF GENERAL RELATIVITY

The tests of GR use the same algorithm base de-
scribed in Sec. III [8] for estimation of source param-
eters, with appropriate modifications to the analytical
waveform models [13, 58]. In the Fourier domain, gravi-
tational waves from a coalescing binary can be described
by

h̃
GR

(f) = Ã(f ; ~#
GR

)ei (f ;

~#
GR

), (3)

�2 0 2 4 6
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FIG. 7. The posterior distribution for the power-law slope of
the massive component of the binary black hole mass distribu-
tion, ↵, described in the main text, using the three probable
events from the first observing run [13] and GW170104. We
find the median and 90% credible interval are ↵ = 2.3+1.3

�1.4.
The black line indicates the Salpeter law [49] slope used in
the power-law population for estimating binary black hole
coalescence rates.

101 102

m
1

(M�)

10�2

10�1

100

101

m
1

p
(m

1

)

FIG. 8. The posterior probability distribution for the pri-
mary component mass m1 of binary black holes inferred from
the hierarchical analysis. The black line gives the posterior
median as a function of mass, and the dark and light grey
bands give the 50% and 90% credible intervals. The colored
vertical bands give the 50% credible interval from the pos-
terior on m1 from the analyses of (left to right) GW151226,
LVT151012, GW170104, and GW150914. The marginal mass
distribution is a power law for m1  50M�, and turns over
for m1 � 50M� due to the constraint on the two-dimensional
population distribution that m1 +m2  100M�.

where ~#
GR

are the parameters of the source (e.g., masses
and spins) in GR. The tests of GR we perform, except for
the inspiral–merger–ringdown consistency test, introduce
a dephasing term with an unknown prefactor that cap-
tures the magnitude of the deviation from GR. While we
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• Rates based on 62.5 
days coincident running 
(O1 + 11 days in O2) 

• ~3.9 BBH detections 
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• O2 is ongoing 

• IMBH search: masses 
to 105       but q   0.1 

• Below 100       mass 
ratios ~ 0.01 

• But modeling is poor 
above q ~ 1/8 

• BHNS may have low q 
(Marchant et al. 2017)  

Role for high mass ratio systems

�M�

M�

Pablo Marchant et al.: ULXs and NSBH mergers in very massive binaries with CHE

Fig. 3. Evolution in the Hertzsprung-Russell diagram of the primary
(top) and secondary (bottom) stars in binary systems with Z = 10�3.5 '
Z�/50 consisting of a 70M� primary with mass ratios q = 0.2, 0.6 and
initial orbital periods that are close to producing RLOF at the ZAMS.
The dotted line shows the location of the ZAMS for non-rotating stars,
and the track of a non-rotating 70M� star is also shown for reference.
The system with initial mass ratio q = 0.6 has the primary evolving
chemically homogeneously, but the secondary initiates mass transfer
before a BH is formed. The system with initial q = 0.2 manages to form
a BH and afterwards undergoes three distinct phases of mass transfer.
See Section 3.1 for details.

a0 = 1.25 and a mass of 55M�. As discussed in Section 2.3, we
ignore the possibility of a PPISN or a LGRB, and assume the star
collapses directly into a 55M� BH with a = 1. 12.6 Myrs after
the formation of the system, and with Xc = 0.24, the secondary
overflows its Roche-lobe and undergoes a phase of Case A mass
transfer lasting 1.6 Myrs, and reducing its mass from 14M� to
8.6M�, while widening the orbit from 1.7 to 6.5 days. The typi-
cal mass-transfer rate during this phase is Ṁmt = 10�5.7 M� yr�1,
which is only a factor of five above the Eddington rate of the BH.
The Eddington luminosity of the BH exceeds 8 ⇥ 1039 erg s�1,
so during mass transfer the system would be an ultra-luminous
X-ray source.

After the secondary depletes its central hydrogen, it expands
to undergo a short-lived phase (lasting only 28000 yrs) of Case
B mass transfer which reduces its mass to 5.8M�, with mass-
transfer rates as high as Ṁmt = 10�3.4 M� yr�1. At detachment
the orbital period is 20 days, and the star has a helium core of
3.6M�, with a significant hydrogen-rich envelope left. During

ZAMS

TAMS

Fig. 4. Schematic evolution of a ULX model arising from CHE of the
more massive component in a compact binary with unequal masses and
Z = 10�3.5 ' Z�/50 (see Section 3.1 for details). The phase of RLOF
actually corresponds to three distinct mass-transfer phases. If at the mo-
ment of formation of the NS (or BH for the most massive secondaries)
there is a kick in a favorable direction, a compact enough system can
be formed such that a merger is possible in less than a Hubble time. For
this system in particular, assuming a Maxwellian kick distribution with
1D root-mean-square � = 265 km s�1, there is a 67% chance that the bi-
nary is disrupted, and a 3.4% chance that it results in a NS+BH merger
in less than a Hubble time. For simplicity, mass loss at the moment of
formation of the first BH is ignored.
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After the secondary depletes its central hydrogen, it expands
to undergo a short-lived phase (lasting only 28000 yrs) of Case
B mass transfer which reduces its mass to 5.8M�, with mass-
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the orbital period is 20 days, and the star has a helium core of
3.6M�, with a significant hydrogen-rich envelope left. During
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Z = 10�3.5 ' Z�/50 (see Section 3.1 for details). The phase of RLOF
actually corresponds to three distinct mass-transfer phases. If at the mo-
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there is a kick in a favorable direction, a compact enough system can
be formed such that a merger is possible in less than a Hubble time. For
this system in particular, assuming a Maxwellian kick distribution with
1D root-mean-square � = 265 km s�1, there is a 67% chance that the bi-
nary is disrupted, and a 3.4% chance that it results in a NS+BH merger
in less than a Hubble time. For simplicity, mass loss at the moment of
formation of the first BH is ignored.
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event-based, log-flat, and power-law mass distributions
presented in Sec. VI and the corresponding combined rates
in Table III, and employing the other “Fiducial” model
assumptions from Ref. [190], we obtain 90% credible
intervals on ΩGW. The three models agree at frequencies
below 100 Hz, where ΩGWðfÞ ∼ f2=3 and which contain
more than 99% of the signal-to-noise ratio for stochastic
backgrounds, with ΩGWðf ¼ 25 HzÞ ∼ 1.2þ1.9

−0.9 × 10−9.
These predictions do not significantly change the median
value of ΩGW from Ref. [190] while slightly decreasing the
range; we still conclude that this background is potentially
measurable by the Advanced LIGO/Virgo detectors oper-
ating at their projected design sensitivity.
Despite the uncertainty in the merger rate, its lower limit

can be used to rule out some corners of the parameter space
if a single formation channel is assumed for all BBHs. For
example, if all merging BBHs arise from dynamical
formation in globular clusters, then the lower limit on
the merger rate disfavors low-mass clusters [165]. On the
other hand, if all merging BBHs arise from isolated binaries
evolving via the common-envelope phase, the lower limit
on the merger rate disfavors a combination of very-low
common envelope binding energy with a high efficiency of
common envelope ejection [189] (high values of α × λ, as
defined in Refs. [192–194]), or very high black hole natal
kicks of several hundred km/s [195]. However, since
population synthesis studies have typically varied one
parameter at a time, individual parameter values cannot
be ruled out until the full parameter space is explored (see,
e.g., Ref. [196]). Moreover, the parametrizations used in
existing models may not even capture the full physical
uncertainties (see, e.g., Refs. [197,198]).
It is likely, however, that multiple formation channels are

in operation simultaneously, and GW150914, LVT151012,
and GW151226 could have been formed through different
channels or in different environments. A lower limit on the
merger rate cannot be used to rule out evolutionary
parameters if multiple channels contribute. Future obser-
vations will be required to test whether binaries can be
classified into distinct clusters arising from different for-
mation channels [199] or to compare the population to
specific evolutionary models [200–203]. Such observations

will make it possible to further probe the underlying
mass distribution of merging BBHs and the dependence
of the merger rate on redshift. Meanwhile, space-
borne detectors such as eLISA could observe heavy
BBHs several years before merger; multispectrum obser-
vations with ground-based and space-borne observatories
would aid in measuring binary parameters, including
location, and determining the formation channel by meas-
uring the eccentricity at lower frequencies [204–206].
We can use the inferred rates to estimate the number of

BBH mergers expected in future observing runs. We make
use of the future observing plans laid out in Ref. [132] to
predict the expected rate of signals in the second and third
advanced LIGO and Virgo observing runs. To do so, we
restrict our attention to those signals which will be
observed with a false alarm rate smaller than 1=100 yr.
In the simulations used to estimate sensitive space-time
volumes, 61% of the events above the low threshold used in
the PyCBC rates calculation are found with a search false
alarm rate lower than one per century. The expected
number of observed events will then scale linearly with
the sensitive space-time volume hVTi of a future search.
The improvement in sensitivity in future runs will vary
across the frequency band of the detectors and will there-
fore have a different impact for binaries of different mass.
For concreteness, we use a fiducial BBH system with total
mass 60M⊙ and mass ratio q ¼ 1 [160], to estimate a range
of sensitive space-time volumes for future observing runs
[207]. The second observing run (O2) is anticipated to

TABLE III. The standard deviations used for the (zero-mean)
Gaussian priors on calibration uncertainty for each of the three
events. The calibration of each of the two detectors has been
independently assessed [47]. These priors set the expected
variation for the frequency-dependent spline model used to
incorporate the effects of calibration uncertainty [191].

Amplitude Phase

Event Hanford Livingston Hanford Livingston

GW150914 4.8% 8.2% 3.2 deg 4.2 deg
LVT151012 4.2% 8.3% 2.7 deg 4.3 deg
GW151226 4.2% 6.9% 2.7 deg 3.6 deg

FIG. 13. The probability of observing N > 2, N > 10, and
N > 40 highly significant events, as a function of surveyed space-
time volume, given the results presented here. The vertical line
and bands show, from left to right, the expected sensitive space-
time volume for the second (O2) and third (O3) advanced detector
observing runs.
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FIG. 1: The multi-band GW astronomy concept. The violet lines are the total sensitivity curves (assuming two Michelson) of
three eLISA configurations; from top to bottom N2A1, N2A2, N2A5 (from [11]). The orange lines are the current (dashed) and
design (solid) aLIGO sensitivity curves. The lines in di↵erent blue flavours represent characteristic amplitude tracks of BHB
sources for a realization of the flat population model (see main text) seen with S/N> 1 in the N2A2 configuration (highlighted
as the thick eLISA middle curve), integrated assuming a five year mission lifetime. The light turquoise lines clustering around
0.01Hz are sources seen in eLISA with S/N< 5 (for clarity, we down-sampled them by a factor of 20 and we removed sources
extending to the aLIGO band); the light and dark blue curves crossing to the aLIGO band are sources with S/N> 5 and
S/N> 8 respectively in eLISA; the dark blue marks in the upper left corner are other sources with S/N> 8 in eLISA but
not crossing to the aLIGO band within the mission lifetime. For comparison, the characteristic amplitude track completed by
GW150914 is shown as a black solid line, and the chart at the top of the figure indicates the frequency progression of this
particular source in the last 10 years before coalescence. The shaded area at the bottom left marks the expected confusion
noise level produced by the same population model (median, 68% and 95% intervals are shown). The waveforms shown are
second order post-Newtonian inspirals phenomenologically adjusted with a Lorentzian function to describe the ringdown.

0.73) [12], and dtr/dfr describes the temporal evolution
of the source due to GW emission assuming circular or-
bits:

dtr
dfr

=
5c5

96⇡8/3
(GMr)

�5/3f�11/3
r . (3)

As mentioned above, for both the flat and salp models,
probability distributions of the intrinsic rate R are given
in [3] (see their figure 5). We make 200 Monte Carlo
draws from each of those, use equation (2) to numeri-
cally construct the cosmological distribution of emitting
sources as a function of mass redshift and frequency, and
make a further Monte Carlo draw from the latter. For
each BHB mass model, the process yields 200 di↵erent
realizations of the instantaneous BHB population emit-
ting GWs in the Universe. We limit our investigation
to 0 < z < 2 and fr > 10�4Hz, su�cient to cover all
the relevant sources emitting in the eLISA and aLIGO
bands.

Signal-to-noise ratio computation. An in-depth study

of possible eLISA baselines in under investigation [11],
and the novel piece of information we provide here might
prove critical in the selection of the final design. There-
fore, following [11], we consider six baselines featuring
one two or five million km arm-length (A1, A2, A5) and
two possible low frequency noises – namely the LISA
Pathfinder goal (N1) and the original LISA requirement
(N2)–. We assume a two Michelson (six laser links) con-
figuration, commenting on the e↵ect of dropping one arm
(going to four links) on the results. We assume a five year
mission duration.

In the detector frame, each source is characterized
by its redshifted quantities M = Mr(1 + z) and f =
fr/(1 + z). During the five years of eLISA observations,
the binary emits GWs shifting upwards in frequency from
an initial value fi, to an ff that can be computed by in-
tegrating equation (3) for a time tr = 5yr/(1 + z). The
sky and polarization averaged S/N in the eLISA detector

3

FIG. 1. The amplitude spectral density of the ET-D and CE,
compared with the Advanced LIGO design.

III. SIMULATED BBH SOURCES

In this section we describe the generation of the simu-
lated BBH sources for each network.

We assumed that the intrinsic, or source-frame, to-
tal masses are uniform in the range [12, 200] M� with a
minimum mass ratio of 1/3 2, to be consistent with the
range of validity of the waveform family we used (see be-
low). We notice that recent work suggests that in both
globular cluster and galactic field evolutions the mass
ratios of BBH will typically be in the range we are con-
sidering [30, 31]. The lower limit of the component mass
range is due to the evidence that stellar mass black holes
have masses above ⇠ 6M�. The upper limit is some-
what arbitrary, since no observational evidence exists of
intermediate-mass black holes.

Spins were uniform in magnitude in the range [0, 0.98]
and randomly oriented on the unit sphere.

The redshifts were uniform in comoving volume, as-
suming a standard ⇤CDM cosmology [8], in the range
z 2 [0, 20]. We thus assumed the merger rate is not a
strong function of the redshift, which of course is only
a rough approximation. However the main goal of this
paper is not as much to report astrophysical uncertain-
ties, as to show how those uncertainties depend on the
GW network used. We thus assumed this to be a su�-
cient working hypothesis. If our readers have a particular
merger rate in mind, they will be able to use our figures
in the range of redshift where they expect most sources.
The redshift distribution we used is shown in Fig. 2.

For each set of proposed parameters randomly gener-
ated from the distributions described above, we calculate
the SNR it would produce in the network under consider-
ation, and only keep the source if the SNR is in the range
[10, 600]. However we notice that this requirement was

2
We define the mass ratio in the range [0, 1].

seldom used, i.e., for all networks most of the proposed
sources had a SNR inside this range.
In this paper we do not deal with confusion noise and

detectability of sources. Work exists in the context of
ET for binary neutron stars [32–34] where it has been
shown that even overlapping events can be detected very
e�ciently (since the overlap in time needs not to corre-
spond to an overlap in frequency). We will assume that
the same is true for BBH and only use the SNR as a
probe for detectability. A full mock data challenge will
be put in place for a network of 3G detectors to fully
support this assumption, which is beyond the scope of
this study.
Some of the key properties of the population of

detectable BBH, and a few di↵erences with second-
generation detectors (i.e. Advanced LIGO type instru-
ments) are highlighted in Ref. [15].

FIG. 2. The redshift distribution used to generate the simu-
lated events. This curve is also used as prior for the parameter
estimation algorithm.

For each of the networks above, we selected roughly
200 events, which were analyzed with lalinference [35],
the parameter estimation algorithm used to characterize
the BBHs detected in the first science run of Advanced
LIGO [3, 4].
We used a simplified precessing approximant,

IMRPhenomPv2 [36–38] both for simulating the signals
to add in the data, and as templates for the parameter
estimation algorithm.
It is worth stressing that IMRphenomPv2 does not

include higher modes, while one might expect those to
be relevant for high mass systems. While our choice is
mostly driven by the lack of better waveform approxi-
mants which contain all the relevant physics and still are
fast enough to compute, we can defend it by noticing
that the importance of higher order modes is enhanced
by large mass asymmetries [39], while we keep the mass
ratio of the simulated signals above 1/3. While this does
not imply a study similar to this should not be repeated
as better waveform models become available, it reassures
us that the results we obtain are a good first investiga-
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the BBHs detected in the first science run of Advanced
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IMRPhenomPv2 [36–38] both for simulating the signals
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estimation algorithm.
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mants which contain all the relevant physics and still are
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