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Supernovae make neutron stars
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Baade & Zwicky 1934
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Key observables characterizing supernovae

Explosion energy: ~1051 erg

Ejecta mass: ~M⦿

Ni mass: ~0.1M⦿

NS mass: ~1 - 2 M⦿
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measured by fitting 
SN light curves

measured by 
binary systems

final goal of first-principle (ab initio) simulations
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Standard scenario of core-collapse supernovae
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Final phase of stellar 
evolution
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（neutrino trapping）

Neutron star formation
(core bounce）
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Current paradigm: neutrino-heating mechanism

Energy is transferred by neutrinos
Most of them are just escaping from the system, but are 
partially absorbed 
In gain region, neutrino heating overwhelms neutrino cooling
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Physical ingredients
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In these violent explosions, all known interactions are involving and playing 
important roles;

Strong Weak

Electromagnetic Gravitational

- nuclear equation of state
- structure of neutron stars

RNS~10-15 km
max(MNS)> 2 M⊙

- nucleosynthesis

- neutrino interactions
σν~10-44 cm2(Eν/mec2)2

- ~99% of energy is emitted by ν’s
- cooling of proto-neutron star
- heating of postshock material

- energy budget
EG~3.1x1053 erg(M/1.4M⊙)2(R/10km) -1

      ~0.17M⊙c2

- inducing core collapse
- making general relativistic objects 

(NS/BH)

- Coulomb collision of p and e
- final remnants are

pulsars (B~1012 G)
magnetars (B~1014-15 G)

   magnetic fields affect dynamics
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What do simulations solve?
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Numerical Simulations

Hydrodynamics equations Neutrino Boltzmann 
equation
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by a geometric estimate of the flux factor as suggested and
evaluated by Bruenn in Liebendörfer et al. (2004).

In Section 2, we describe in detail how these concepts enter
the framework of the IDSA, which we design for the transport of
massless fermions through a compressible gas. Its connection
to the well known diffusion limit is made in Appendix A. In
Section 3, we evaluate the performance of this approximation
in comparison with Boltzmann neutrino transport in spherical
symmetry. Finally, in Section 4, we discuss the extension to
multidimensional simulations. Details of the finite differencing
and implementation are given in Appendix B.

2. THE ISOTROPIC DIFFUSION SOURCE
APPROXIMATION (IDSA)

In the IDSA, the separation into hydrodynamics and radiative
transfer is not based on particle species, but on the local opacity.
One particle species is allowed to have a component that evolves
in the hydrodynamic limit, while another component of the same
particle species is treated by radiative transfer. The restriction
of a chosen radiative transfer algorithm to the more transparent
regimes enables the use of more efficient techniques that would
not be stable in the full domain. In opaque regimes, on the
other hand, one can take advantage of equilibrium conditions to
reduce the number of primitive variables that need to be evolved.
This algorithmic flexibility can drastically decrease the overall
computational cost with respect to a traditional approach.

In the IDSA, we decompose the distribution function of one
particle species, f, into an isotropic distribution function of
trapped particles, f t, and a distribution function of streaming
particles, f s. In terms of a linear operator D() describing
particle propagation, the transport equation is written as D(f =
f t + f s) = C, where C = C t + Cs is a suitable decomposition
of the collision integral according to the coupling to the trapped
(C t) or streaming (Cs) particle components. The ansatz

D(f t) = C t − Σ, (1)

D(f s) = Cs + Σ (2)

requires that we specify an additional source term Σ, which
converts trapped particles into streaming particles and vice
versa. We determine it approximately from the requirement that
the temporal change of f t in Equation (1) has to reproduce the
diffusion limit in the limit of small mean free paths. Hence, we
call Σ the “diffusion source.” In regions of large mean free paths,
we limit the diffusion source by the local particle emissivity.
Once Σ is determined by the solution of Equation (1) for the
trapped particle component, we calculate the streaming particle
flux according to Equation (2) by integrating its source, Cs + Σ,
over space. Finally, the streaming particle distribution function
f s is determined from the quotient of the net particle flux and a
geometric estimate of the flux factor. The diffusion source will
turn out to have an additional weak dependence on f s. Thus,
iterations or information from past time steps will be used in the
above sequence to reach a consistent solution.

2.1. Application to Radiative Transfer of Massless Particles

As our target application is neutrino transport in core-collapse
supernovae, we develop and test the IDSA using the example
of the O(v/c) Boltzmann equation in spherical symmetry

(Lindquist 1966; Castor 1972; Mezzacappa & Bruenn 1993),
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This transport equation describes the propagation of massless
fermions at the speed of light, c, with respect to a compressible
background matter having a rest mass density ρ. The particle
distribution function f (t, r, µ,E) depends on the time, t, radius,
r, and the momentum phase space spanned by the angle cosine,
µ, of the particle propagation direction with respect to the radius
and the particle energy, E. The momentum phase space variables
are measured in the frame comoving with the background mat-
ter, which moves with velocity v with respect to the laboratory
frame. We denote the Lagrangian time derivative in the comov-
ing frame by df/dt . Note that the derivatives ∂f/∂µ and ∂f/∂E
in Equation (3) are also understood to be taken comoving with
a fluid element. The particle density is given by an integration
of the distribution function over the momentum phase space,
n(t, r) = 4π/ (hc)3 ∫

f (t, r, µ,E) E2dEdµ, where h denotes
Plancks constant. On the right-hand side, we include a particle
emissivity, j, and a particle absorptivity, χ , as well as an isoen-
ergetic scattering kernel, R. We write out all blocking factors
(1−f ) in Equation (3) to ease the identification of in-scattering
and out-scattering terms. The shorthand notation f ′ refers to
f (t, r, µ′, E), where µ′ is the angle cosine over which the inte-
gration is performed. For the present state of our approximation,
we neglect inelastic scattering.

2.2. Trapped Particles

We separate the particles described by the distribution func-
tion f = f t + f s in Equation (3) into a “trapped particle” com-
ponent, described by a distribution function f t, and a “streaming
particle” component, described by a distribution function f s. We
assume that the two components evolve separately according to
Equation (3), coupled only by an as yet unspecified source func-
tion Σ which converts trapped particles into streaming ones and
vice versa. In this subsection, we discuss the evolution equation
of the trapped particle component,
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We assume that the distribution of the trapped particle
component, f t = f t(t, r, E), and the source function, Σ, is
isotropic. The angular integration of Equation (4) then reduces
to
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Solve 
simultaneously
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by taking into account new concepts, such as exotic physics in
the core of the protoneutron star (Sagert et al. 2009), viscous
heating by the magnetorotational instability (Thompson et al.
2005; Masada et al. 2011), or energy dissipation via Alfvén
waves (Suzuki et al. 2008).

Joining in these efforts, we explore in this study the possible
impacts of collective neutrino oscillations on energizing the
neutrino-driven explosions. Collective neutrino oscillations, i.e.,
neutrinos of all energies that oscillate almost in phase, are
attracting great attention, because they can induce dramatic
observable effects such as a spectral split or swap (e.g., Raffelt &
Smirnov 2007; Duan et al. 2008; Dasgupta et al. 2008; and
references therein). These effects are predicted to emerge as
distinct features in the energy spectra (see Duan et al. 2010;
Dasgupta 2010; and references therein, for reviews of the rapidly
growing research field). Among a number of important effects
possibly created by self-interaction, we choose to consider the
effect of spectral splits between electron- (νe) anti-electron
neutrinos (ν̄e), and heavy-lepton neutrinos (νx , i.e., νµ, ντ ,
and their anti-particles) above a threshold energy (e.g., Fogli
et al. 2007). Since νx have higher average energies than the
other species in the postbounce phase, the neutrino flavor
mixing would increase the effective energies of νe and ν̄e, and
hence increase the neutrino heating rates in the gain region. A
formalism to treat the neutrino oscillation using the Boltzmann
neutrino transport is given in Yamada (2000) and Strack &
Burrows (2005), but it is difficult to implement. To mimic
the effects in this study, we perform the spectral swap by
hand as a first step. By changing the average neutrino energy,
⟨ϵνx

⟩, as well as the position of the neutrino spheres (Rνx
)

in a parametric manner, we hope to constrain the parameter
regions spanned by ⟨ϵνx

⟩ and Rνx
wherein the additional heating

from collective neutrino oscillations could have impact on the
explosion dynamics. Our strategy is as follows. We will first
constrain the parameter regions to some extent by performing
a number of 1D simulations. Here we also investigate the
progenitor dependence using a suite of progenitor models (13,
15, 20, and 25 M⊙). After squeezing the condition in the
1D computations, we include the flavor conversions in 2D
simulations to see their impact on the dynamics and also discuss
how the critical condition for the collective effects in 1D can be
subject to change in 2D.

The paper opens with descriptions of the initial models
and the numerical methods, focusing on how to model the
collective neutrino oscillations (Section 2). The main results
are shown in Section 3. We summarize our results and discuss
their implications in Section 4.

2. NUMERICAL METHODS

2.1. Hydrodynamics

The employed numerical methods are essentially the same as
those in our previous paper (Suwa et al. 2010). For convenience,
we briefly summarize them in the following. The basic evolution
equations are written as

dρ

dt
+ ρ∇ · v = 0, (1)

ρ
dv
dt

= −∇P − ρ∇Φ, (2)

de∗

dt
+ ∇ ·

[(
e∗ + P

)
v
]

= −ρv · ∇Φ + QE, (3)

dYe

dt
= QN, (4)

△ Φ = 4πGρ, (5)

where ρ, v, P , v, e∗, and Φ are density, fluid velocity, gas pres-
sure including the radiation pressure of neutrinos, total en-
ergy density, and gravitational potential, respectively. The time
derivatives are Lagrangian. As for the hydro solver, we employ
the ZEUS-2D code (Stone & Norman 1992) which has been
modified for core-collapse simulations (e.g., Suwa et al. 2007a,
2007b, 2009; Takiwaki et al. 2009). QE and QN (in Equations (3)
and (4)) represent the change of energy and electron fraction
(Ye) due to interactions with neutrinos. To estimate these quan-
tities, we implement spectral neutrino transport using the IDSA
scheme (Liebendörfer et al. 2009). The IDSA scheme splits the
neutrino distribution into two components, both of which are
solved using separate numerical techniques. We apply the so-
called ray-by-ray approach in which the neutrino transport is
solved along a given radial direction assuming that the hydro-
dynamic medium for the direction is spherically symmetric. Al-
though the current IDSA scheme does not yet include νx and the
inelastic neutrino scattering with electrons, these simplifications
save a significant amount of computational time compared to the
canonical Boltzmann solvers (see Liebendörfer et al. 2009 for
more details). Following the prescription in Müller et al. (2010),
we improve the accuracy of the total energy conservation by us-
ing a conservation form in Equation (3), instead of solving the
evolution of internal energy as originally designed in the ZEUS
code. Numerical tests are presented in the Appendix.

The simulations are performed on a grid of 300 logarithmi-
cally spaced radial zones from the center up to 5000 km and
128 equidistant angular zones covering 0 ! θ ! π for 2D sim-
ulations. For the spectral transport, we use 20 logarithmically
spaced energy bins ranging from 3 to 300 MeV.

2.2. Spectral Swapping

As mentioned in Section 1, we introduce a spectral inter-
change from heavy-lepton neutrinos (νµ, ντ , and their antineu-
trinos, collectively referred as νx hereafter) to electron-type
neutrinos and antineutrinos, namely νx → νe and ν̄x → ν̄e.
Instead of solving the transport equations for νx , we employ the
so-called light-bulb approximation and focus on the optically
thin region outside the neutrinosphere (e.g., Janka & Mueller
1996; Ohnishi et al. 2006).

According to Duan et al. (2010), the threshold energy, ϵth, is
set to be 9 MeV, above which spectral swap takes place. Below
the threshold, neutrino heating is estimated from the spectral
transport via the IDSA scheme. Above the threshold, the heating
rate is replaced by

QE ∝
∫ ∞

ϵth

dϵνϵ
3 [j (ϵν) + χ (ϵν)] fν(r, ϵν), (6)

where j and χ are the neutrino emissivity and absorptivity, re-
spectively, and fν(r, ϵν) corresponds to the neutrino distribution
function for νx with ϵν being the energies of the electron neutri-
nos and antineutrinos. In the light-bulb approach, this is often
approximated by the Fermi–Dirac distribution with a vanishing
chemical potential (e.g., Ohnishi et al. 2006) as

fν(r, ϵν) = 1
eϵν/kTνx + 1

g(r), (7)

2
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2

ρ: density, v: velocity, P: pressure, Φ: grav. 
potential, e*: total energy, Ye: elect. frac., 
Q: neutrino terms

f: neut. dist. func, µ: cosθ, E: neut. energy, 
j: emissivity, χ: absorptivity, R: scatt. 
kernel
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1D simulations fail to explode
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Rammp & Janka 00

Sumiyoshi+ 05Thompson+ 03

Liebendörfer+ 01

By including all available physics to simulations, we 
concluded that the explosion cannot be obtained in 1D!
(The exception is an 8.8 M⦿ star (O-Ne-Mg core); Kitaura+ 06)

shock shock

shock
shock
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Neutrino-driven explosion in multi-D simulation

10

We have exploding models driven by neutrino heating with 2D/3D simulations

PASJ, 62, L49 (2010)
ApJ, 738, 165 (2011)
ApJ, 764, 99 (2013)
PASJ, 66, L1 (2014) 
arXiv:1406.6414
MNRAS, 454, 3073 (2015)

comparison between 1D and 2D

The Astrophysical Journal, 756:84 (22pp), 2012 September 1 Müller, Janka, & Marek

Figure 6. Snapshots of the evolution of model G11, depicting the radial velocity vr (left half of panels) and the entropy per baryon s (right half of panels) 115 ms,
203 ms, 290 ms, 490 ms, 658 ms, and 920 ms after bounce (from top left to bottom right).

active with strong dipole and quadrupole components (the max-
imum amplitudes being a1/a0 ≈ a2/a0 ≈ 0.3; Figure 3, right
panel). Around 400 ms, the average shock radius begins to move
outward rather steadily (Figure 2), and at about 430 ms, some
material becomes nominally unbound (Figure 5). Model G15
develops a strongly asymmetric explosion (Figures 4, 5, and 8):
by the end of the simulation, the shock has reached 3800 km

in the northern hemisphere, while the minimum shock radius
over the only remaining strong downflow in the southern hemi-
sphere is only 850 km (Figure 5); i.e., the ratio rmax/rmin of
the maximum and minimum shock radius is as large as 4.5:1.
Snapshots of the developing asymmetric explosion with even
more extreme shock deformation during earlier phases of the
explosion are shown in Figure 8.
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Müller, Janka, Marek (2012)

The Astrophysical Journal Letters, 767:L6 (7pp), 2013 April 10 Bruenn et al.
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Figure 1. Evolution of the entropy (upper half) and radial velocity (lower half) for B12-WH07, with snapshots at tpb = 12, 90, 150, 200, 300, 400, 600, and 800 ms.
The scale grows in time to capture the expansion of the supernova shockwave, but the color maps remain constant. The radial velocity portion is omitted for the first
two snapshots.

(An animation of this figure is available in the online journal.)
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Brruenn et al. (2013)

Suwa+ 
(2D)
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Dimensionality and numerical simulations

Dimension

Neutrino Treatment

1D 
(spherical-sym.)

2D 
(axial-sym.)

Adiabatic cooling only
or

heat by hand

Transport

Yamada & Sato, 94
Buras+,  06

Kotake+, 03

Takiwaki+, 09

Thompson+, 03

Liebendörfer+, 01

Sumiyoshi+, 05

Rampp & Janka, 00

Burrows+, 06

Obergaulinger+, 06

3D

Ohnishi+, 06Blondin & Mezzacappa, 03

Iwakami+, 08Blondin+, 07

Mikami+, 08

Suwa+, 10

Scheidegger+, 08

Only the simulations in this region can 
judge the neutrino-driven explosion

11

Murphy+, 08

Nordhaus+, 10

Takiwaki, Kotake, & Suwa, 12

Müller+, 12Sekiguchi+, 11

Couch, 13
Hanke+, 12

O’Connor+, 13

Hanke+,  13

Bruenn+, 13

Pan+, 15

Müller,  15

Lentz+,  15

Ott+, 08

Handy+, 14

Obergaulinger+,14
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※grid-based codes only, not completed
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3D simulation with spectral neutrino transfer
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[Takiwaki, Kotake, & Suwa, ApJ, 749, 98 (2012); ApJ, 786, 83 (2014)]

384(r)x128(θ)x256(φ)x20(Eν)

XT
4

T2
K-

Ts
uk

ub
a

K 
co

m
pu

te
r

MZAMS=11.2 M⊙



Yudai Suwa, Theorie-Seminar@TU Darmstadt /3022/10/2015

Dimensionality and initial perturbation
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[Takiwaki, Kotake, & Suwa, ApJ, 786, 83 (2014)]

The Astrophysical Journal, 749:98 (17pp), 2012 April 20 Takiwaki, Kotake, & Suwa

Figure 5. Entropy dispersion (σs ) in spacetime diagrams for the 3D model (see
the text for the definition). The dotted gray line represents the position of the gain
radius, while the dotted black line shows the position of the PNS surface. The
black arrow inserted at around 125 ms represents the epoch when the position
where the entropy production takes place shifts from the gain radius (dotted
gray line) to the PNS surface (dotted black line).

insensitive to the employed progenitor. In fact, Figure 5 in
Marek & Janka (2009) shows the transition timescale to be

around 150 ms for a 15 M⊙ progenitor model. In the bottom
panels of Figure 8, the saturation levels of the even modes of
(ℓ, |m|) = (4,0), (4,2), (4,4) in 3D are shown to become much
larger than those in 2D (pink line), while the odd mode of
(ℓ,m) = (3,0) is much the same.

Based on the pioneering work by Houck & Chevalier (1992),
the linear growth rate of the SASI in the core-collapse case
was presented by Scheck et al. (2008). They pointed out that
the cycle efficiency (:Q) which represents how many times the
average radius expands compared to the original position per a
unit oscillation frequency (:ωosc) of the SASI is an important
quantity to characterize the linear growth rate. From Figure 8,
Q and ω−1

osc in our simulation are approximately estimated to
be 2 and 25 ms, respectively. Note that these values are in
agreement with the ones obtained in 2D simulations by Scheck
et al. (2008, e.g., their Figure 17). From the two quantities,
the linear growth rate can be straightforwardly estimated as
exp(ln(Q) t ωosc), which is shown in the top panels of Figure 8
as black-dotted lines. As can be seen, the growth rates observed
both in our 3D (top left panel in Figure 8) and 2D simulations
(top right) are close to the linear growth rate, which seems to
be a rather generic trend for the low-modes (ℓ = 1, 2) of the
SASI. Note here that the normalized amplitude of the shock (the

Figure 6. Volume rendering of entropy showing the blast morphology in our 3D (left), 2D (middle), and 1D (right) models (at t = 178 ms after bounce), respectively.
The linear scale is indicated in each panel.
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Note: there are problems

Explosion energy of simulations (O(1049-50) erg) is much 
smaller than observational values (O(1051) erg)
Results from different groups are contradictory
We need still more effort to understand supernova 
mechanism

16



Yudai Suwa, Theorie-Seminar@TU Darmstadt /3022/10/2015

Anyway

In the following, I focus on neutron star (NS) formation 
with supernova (SN) simulations

Once we obtain shock launch and mass accretion onto a proto-
neutron star (PNS) ceases, PNS evolution is (probably) not 
affected by explosion details

17
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NS formation

18
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From SN to NS

19

Progenitor: 11.2 M⊙ (Woosley+ 2002)

Successful explosion! (but still weak with Eexp~1050 erg)

The mass of NS is ~1.3 M⊙

The simulation was continued in 1D to follow the PNS cooling phase up to ~70 s p.b.

ejecta

NS
NS mass
~1.3 M�

[Suwa, Takiwaki, Kotake, Fischer, Liebendörfer, Sato, ApJ, 764, 99 (2013); Suwa, PASJ, 66, L1 (2014)]

shock
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From SN to NS

20

ν

[Suwa, PASJ, 66, L1 (2014)]

(C)NASA

L1-4 Publications of the Astronomical Society of Japan, (2014), Vol. 66, No. 2

Fig. 2. Time evolution of the density (left top), the temperature (left bottom), the entropy (right top), and the electron fraction (right bottom). The
density and the temperature are given as functions of the radius and the entropy and the electron fraction are functions of the mass coordinate. The
corresponding times measured from the bounce are 10 ms (red solid line), 1 s (green dashed line), 10 s (blue dotted line), 30 s (brown dot-dashed
line), and 67 s (grey dot-dot-dashed line), respectively. (Color online)

Fig. 3. The time evolution in the ρ–T plane. The color and type of lines
are as in figure 2. Three thin solid black lines indicate the critical lines
for crust formation. See text for details. (Color online)

where Z is the typical proton number of the compo-
nent of the lattice, e is the elementary charge, " is
a dimensionless factor describing the ratio between the
thermal and Coulomb energies of the lattice at the melting
point, kB is the Boltzmann constant, xa is the mass fraction
of heavy nuclei, and mu is the atomic mass unit, respectively.
The critical lines are drawn using parameters of " = 175
(see, e.g., Chamel & Haensel 2008), Ye = 0.1, and xa = 0.3.
As for the proton number, we employ Z = 26, 50, and 70
from bottom to top. Although the output for the typical
proton number by the equation of state is between ∼ 30 and
35, there is an objection that the average proton number
varies if we use the NSE composition. Furusawa et al.
(2011) represented the mass fraction distribution in the
neutron number and proton number plane and implied that
even larger (higher proton number) nuclei can be formed

in the thermodynamic quantities considered here. There-
fore, we here parametrize the proton number and show the
different critical lines depending on the typical species of
nuclei. In addition, there are several improved studies con-
cerning " that suggest the larger value (e.g., Horowitz et al.
2007), which leads to a lower critical temperature corre-
sponding to later crust formation, although the value is still
under debate.

The critical lines imply that the lattice structure is formed
at the point with the density of ∼ 1013−14 g cm−3 and at the
post-bounce time of ∼ 70 s. Of course these values (espe-
cially the formation time) strongly depend on the parame-
ters employed, but the general trend would not change very
much even if we included more sophisticated parameters.

4 Summary and discussion
In this letter, we performed a very long-term simulation of
the supernova explosion for an 11.2 M⊙ star. This is the
first simulation of an iron core starting from core collapse
and finishing in the PNS cooling phase. We focused on the
PNS cooling phase by continuing the neutrino-radiation-
hydrodynamic simulation up to ∼ 70 s from the onset of
core collapse. By comparing the thermal energy and the
Coulomb energy of the lattice, we finally found that the
temperature decreases to ∼ 3 × 1010 K with the density
ρ ∼ 1014 g cm−3, which almost satisfies the critical condi-
tion for the formation of the lattice structure. Even though
there are still several uncertainties for this criterion, this
study could give us useful information about the crust for-
mation of a NS. We found that the crust formation would
start from the point with ρ ≈ 1013−14 g cm−3 and that it pre-
cedes from inside to outside, because the Coulomb energy
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Crust formation time should depend on EOS (especially 
symmetry energy?)

We may observe crust formation via neutrino luminosity 
evolution of a SN in our galaxy
Cross section of neutrino scattering by heavier nuclei or nuclear 
pasta is much larger than that of neutrons and protons
Neutrino luminosity may suddenly drop when we have heavier 
nuclei!

Magnetar (large B-field NS) formation
competitive process between crust formation and magnetic field 
escape from NS 

From SN to NS: Implications

21
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Ultra-stripped type-Ic supernovae

new class of SNe
rapidly evolving light curve 
-> very small ejecta mass
possible generation sites of 
binary neutron stars 

22

Mej

0.2M⊙

0.1M⊙

SN 2005ek

Tauris & van den Heuvel 2006

Tauris+ 2013

(synergy w/ gravitational wave obs.!)
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Ultra-stripped type-Ic supernovae

23

[Suwa, Yoshida, Shibata, Umeda, Takahashi, MNRAS, 454, 3073 (2015)]
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Ultra-stripped type-Ic supernovae

24
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Ejecta mass~O(0.1)M⊙, NS mass~1.4 M⊙, explosion energy~O(1050) erg, Ni 
mass~O(10-2) M⊙; everything consistent w/ Tauris+ 2013

[Suwa, Yoshida, Shibata, Umeda, Takahashi, MNRAS, 454, 3073 (2015)]

Time after bounce (ms)
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Ultra-stripped type-Ic supernovae: Implications

small kick velocity due to small ejecta mass
small eccentricity (e~0.1), compatible with binary pulsars 
J0737-3039 (e=0.088 now and ~0.11 at birth of second NS)
even rate (~1% of core-collapse SN)

SN surveys (e.g., HSC, PTF, Pan-STARRS, and LSST) will give 
constraint on NS merger rate

radiation transfer simulations will be done based on our 
model

25

Piran & Shaviv 05
Tauris+13, 15, Drout+ 13, 14
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Magnetar formation and bright transients

26

Kasen+ 2010

SLSNe and GRB afterglows can be 
fitted by strongly magnetize NS 
(magnetar) model
ALL models based on dipole radiation 
formula (L~B2P-4, Δt~B-2P2)

B~O(1014)G, P~O(1)ms

Dall’Osso+ 2011

B=2×1014 G
P=2 ms

B=5×1014 G
P=1 ms

※ GRB after glow
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Magnetar formation and bright transients

27

[Suwa, Tominaga, MNRAS, 451, 4801 (2015)]

To make consistent model for GRB & hypernovae, we need O(0.1)M⊙ 
of 56Ni to explain hypernova (optical) components
We calculate postshock temperature of shock driven by magnetar 
dipole radiation

For MNi>0.2 M⊙, (B/1016G)1/2(P/1 ms)-1>1 is necessary

P=0.6 ms

P=6 ms
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Summary

Supernova explosions by neutrino-heating mechanism 
have become possible
Consistent modeling from iron cores to (cold) neutron 
stars is doable now

NS crust formation
related to neutrino observations, magnetar formation, NS pasta, 
nuclear EOS...

binary NS formation
related to gravitational wave observation, binary evolution...

magnetar formation
related to super-luminous supernovae, hypernovae, gamma-ray 
bursts...
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