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Supernovae are made by neutron star formation
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Standard scenario of core-collapse supernovae
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Current paradigm: neutrino-heating mechanism

A CCSN emits O(1058) of neutrinos with O(10) MeV. 
Neutrinos transfer energy 

Most of them are just escaping from the system (cooling) 

Part of them are absorbed in outer layer (heating) 

Heating overwhelms cooling in heating (gain) region
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What do simulations solve?
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by a geometric estimate of the flux factor as suggested and
evaluated by Bruenn in Liebendörfer et al. (2004).

In Section 2, we describe in detail how these concepts enter
the framework of the IDSA, which we design for the transport of
massless fermions through a compressible gas. Its connection
to the well known diffusion limit is made in Appendix A. In
Section 3, we evaluate the performance of this approximation
in comparison with Boltzmann neutrino transport in spherical
symmetry. Finally, in Section 4, we discuss the extension to
multidimensional simulations. Details of the finite differencing
and implementation are given in Appendix B.

2. THE ISOTROPIC DIFFUSION SOURCE
APPROXIMATION (IDSA)

In the IDSA, the separation into hydrodynamics and radiative
transfer is not based on particle species, but on the local opacity.
One particle species is allowed to have a component that evolves
in the hydrodynamic limit, while another component of the same
particle species is treated by radiative transfer. The restriction
of a chosen radiative transfer algorithm to the more transparent
regimes enables the use of more efficient techniques that would
not be stable in the full domain. In opaque regimes, on the
other hand, one can take advantage of equilibrium conditions to
reduce the number of primitive variables that need to be evolved.
This algorithmic flexibility can drastically decrease the overall
computational cost with respect to a traditional approach.

In the IDSA, we decompose the distribution function of one
particle species, f, into an isotropic distribution function of
trapped particles, f t, and a distribution function of streaming
particles, f s. In terms of a linear operator D() describing
particle propagation, the transport equation is written as D(f =
f t + f s) = C, where C = C t + Cs is a suitable decomposition
of the collision integral according to the coupling to the trapped
(C t) or streaming (Cs) particle components. The ansatz

D(f t) = C t − Σ, (1)

D(f s) = Cs + Σ (2)

requires that we specify an additional source term Σ, which
converts trapped particles into streaming particles and vice
versa. We determine it approximately from the requirement that
the temporal change of f t in Equation (1) has to reproduce the
diffusion limit in the limit of small mean free paths. Hence, we
call Σ the “diffusion source.” In regions of large mean free paths,
we limit the diffusion source by the local particle emissivity.
Once Σ is determined by the solution of Equation (1) for the
trapped particle component, we calculate the streaming particle
flux according to Equation (2) by integrating its source, Cs + Σ,
over space. Finally, the streaming particle distribution function
f s is determined from the quotient of the net particle flux and a
geometric estimate of the flux factor. The diffusion source will
turn out to have an additional weak dependence on f s. Thus,
iterations or information from past time steps will be used in the
above sequence to reach a consistent solution.

2.1. Application to Radiative Transfer of Massless Particles

As our target application is neutrino transport in core-collapse
supernovae, we develop and test the IDSA using the example
of the O(v/c) Boltzmann equation in spherical symmetry

(Lindquist 1966; Castor 1972; Mezzacappa & Bruenn 1993),
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This transport equation describes the propagation of massless
fermions at the speed of light, c, with respect to a compressible
background matter having a rest mass density ρ. The particle
distribution function f (t, r, µ,E) depends on the time, t, radius,
r, and the momentum phase space spanned by the angle cosine,
µ, of the particle propagation direction with respect to the radius
and the particle energy, E. The momentum phase space variables
are measured in the frame comoving with the background mat-
ter, which moves with velocity v with respect to the laboratory
frame. We denote the Lagrangian time derivative in the comov-
ing frame by df/dt . Note that the derivatives ∂f/∂µ and ∂f/∂E
in Equation (3) are also understood to be taken comoving with
a fluid element. The particle density is given by an integration
of the distribution function over the momentum phase space,
n(t, r) = 4π/ (hc)3 ∫

f (t, r, µ,E) E2dEdµ, where h denotes
Plancks constant. On the right-hand side, we include a particle
emissivity, j, and a particle absorptivity, χ , as well as an isoen-
ergetic scattering kernel, R. We write out all blocking factors
(1−f ) in Equation (3) to ease the identification of in-scattering
and out-scattering terms. The shorthand notation f ′ refers to
f (t, r, µ′, E), where µ′ is the angle cosine over which the inte-
gration is performed. For the present state of our approximation,
we neglect inelastic scattering.

2.2. Trapped Particles

We separate the particles described by the distribution func-
tion f = f t + f s in Equation (3) into a “trapped particle” com-
ponent, described by a distribution function f t, and a “streaming
particle” component, described by a distribution function f s. We
assume that the two components evolve separately according to
Equation (3), coupled only by an as yet unspecified source func-
tion Σ which converts trapped particles into streaming ones and
vice versa. In this subsection, we discuss the evolution equation
of the trapped particle component,
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We assume that the distribution of the trapped particle
component, f t = f t(t, r, E), and the source function, Σ, is
isotropic. The angular integration of Equation (4) then reduces
to
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by taking into account new concepts, such as exotic physics in
the core of the protoneutron star (Sagert et al. 2009), viscous
heating by the magnetorotational instability (Thompson et al.
2005; Masada et al. 2011), or energy dissipation via Alfvén
waves (Suzuki et al. 2008).

Joining in these efforts, we explore in this study the possible
impacts of collective neutrino oscillations on energizing the
neutrino-driven explosions. Collective neutrino oscillations, i.e.,
neutrinos of all energies that oscillate almost in phase, are
attracting great attention, because they can induce dramatic
observable effects such as a spectral split or swap (e.g., Raffelt &
Smirnov 2007; Duan et al. 2008; Dasgupta et al. 2008; and
references therein). These effects are predicted to emerge as
distinct features in the energy spectra (see Duan et al. 2010;
Dasgupta 2010; and references therein, for reviews of the rapidly
growing research field). Among a number of important effects
possibly created by self-interaction, we choose to consider the
effect of spectral splits between electron- (νe) anti-electron
neutrinos (ν̄e), and heavy-lepton neutrinos (νx , i.e., νµ, ντ ,
and their anti-particles) above a threshold energy (e.g., Fogli
et al. 2007). Since νx have higher average energies than the
other species in the postbounce phase, the neutrino flavor
mixing would increase the effective energies of νe and ν̄e, and
hence increase the neutrino heating rates in the gain region. A
formalism to treat the neutrino oscillation using the Boltzmann
neutrino transport is given in Yamada (2000) and Strack &
Burrows (2005), but it is difficult to implement. To mimic
the effects in this study, we perform the spectral swap by
hand as a first step. By changing the average neutrino energy,
⟨ϵνx

⟩, as well as the position of the neutrino spheres (Rνx
)

in a parametric manner, we hope to constrain the parameter
regions spanned by ⟨ϵνx

⟩ and Rνx
wherein the additional heating

from collective neutrino oscillations could have impact on the
explosion dynamics. Our strategy is as follows. We will first
constrain the parameter regions to some extent by performing
a number of 1D simulations. Here we also investigate the
progenitor dependence using a suite of progenitor models (13,
15, 20, and 25 M⊙). After squeezing the condition in the
1D computations, we include the flavor conversions in 2D
simulations to see their impact on the dynamics and also discuss
how the critical condition for the collective effects in 1D can be
subject to change in 2D.

The paper opens with descriptions of the initial models
and the numerical methods, focusing on how to model the
collective neutrino oscillations (Section 2). The main results
are shown in Section 3. We summarize our results and discuss
their implications in Section 4.

2. NUMERICAL METHODS

2.1. Hydrodynamics

The employed numerical methods are essentially the same as
those in our previous paper (Suwa et al. 2010). For convenience,
we briefly summarize them in the following. The basic evolution
equations are written as

dρ

dt
+ ρ∇ · v = 0, (1)

ρ
dv
dt

= −∇P − ρ∇Φ, (2)

de∗

dt
+ ∇ ·

[(
e∗ + P

)
v
]

= −ρv · ∇Φ + QE, (3)

dYe

dt
= QN, (4)

△ Φ = 4πGρ, (5)

where ρ, v, P , v, e∗, and Φ are density, fluid velocity, gas pres-
sure including the radiation pressure of neutrinos, total en-
ergy density, and gravitational potential, respectively. The time
derivatives are Lagrangian. As for the hydro solver, we employ
the ZEUS-2D code (Stone & Norman 1992) which has been
modified for core-collapse simulations (e.g., Suwa et al. 2007a,
2007b, 2009; Takiwaki et al. 2009). QE and QN (in Equations (3)
and (4)) represent the change of energy and electron fraction
(Ye) due to interactions with neutrinos. To estimate these quan-
tities, we implement spectral neutrino transport using the IDSA
scheme (Liebendörfer et al. 2009). The IDSA scheme splits the
neutrino distribution into two components, both of which are
solved using separate numerical techniques. We apply the so-
called ray-by-ray approach in which the neutrino transport is
solved along a given radial direction assuming that the hydro-
dynamic medium for the direction is spherically symmetric. Al-
though the current IDSA scheme does not yet include νx and the
inelastic neutrino scattering with electrons, these simplifications
save a significant amount of computational time compared to the
canonical Boltzmann solvers (see Liebendörfer et al. 2009 for
more details). Following the prescription in Müller et al. (2010),
we improve the accuracy of the total energy conservation by us-
ing a conservation form in Equation (3), instead of solving the
evolution of internal energy as originally designed in the ZEUS
code. Numerical tests are presented in the Appendix.

The simulations are performed on a grid of 300 logarithmi-
cally spaced radial zones from the center up to 5000 km and
128 equidistant angular zones covering 0 ! θ ! π for 2D sim-
ulations. For the spectral transport, we use 20 logarithmically
spaced energy bins ranging from 3 to 300 MeV.

2.2. Spectral Swapping

As mentioned in Section 1, we introduce a spectral inter-
change from heavy-lepton neutrinos (νµ, ντ , and their antineu-
trinos, collectively referred as νx hereafter) to electron-type
neutrinos and antineutrinos, namely νx → νe and ν̄x → ν̄e.
Instead of solving the transport equations for νx , we employ the
so-called light-bulb approximation and focus on the optically
thin region outside the neutrinosphere (e.g., Janka & Mueller
1996; Ohnishi et al. 2006).

According to Duan et al. (2010), the threshold energy, ϵth, is
set to be 9 MeV, above which spectral swap takes place. Below
the threshold, neutrino heating is estimated from the spectral
transport via the IDSA scheme. Above the threshold, the heating
rate is replaced by

QE ∝
∫ ∞

ϵth

dϵνϵ
3 [j (ϵν) + χ (ϵν)] fν(r, ϵν), (6)

where j and χ are the neutrino emissivity and absorptivity, re-
spectively, and fν(r, ϵν) corresponds to the neutrino distribution
function for νx with ϵν being the energies of the electron neutri-
nos and antineutrinos. In the light-bulb approach, this is often
approximated by the Fermi–Dirac distribution with a vanishing
chemical potential (e.g., Ohnishi et al. 2006) as

fν(r, ϵν) = 1
eϵν/kTνx + 1

g(r), (7)

2
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2

ρ: density, v: velocity, P: pressure, Φ: grav. 
potential, e*: total energy, Ye: elect. frac., 
Q: neutrino terms

f: neut. dist. func, µ: cosθ, E: neut. energy,  
j: emissivity, χ: absorptivity, R: scatt. 
kernel
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Neutrino-driven explosion in multi-D simulation
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Exploding models driven by neutrino heating with 2D/3D simulations
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by a geometric estimate of the flux factor as suggested and
evaluated by Bruenn in Liebendörfer et al. (2004).

In Section 2, we describe in detail how these concepts enter
the framework of the IDSA, which we design for the transport of
massless fermions through a compressible gas. Its connection
to the well known diffusion limit is made in Appendix A. In
Section 3, we evaluate the performance of this approximation
in comparison with Boltzmann neutrino transport in spherical
symmetry. Finally, in Section 4, we discuss the extension to
multidimensional simulations. Details of the finite differencing
and implementation are given in Appendix B.

2. THE ISOTROPIC DIFFUSION SOURCE
APPROXIMATION (IDSA)

In the IDSA, the separation into hydrodynamics and radiative
transfer is not based on particle species, but on the local opacity.
One particle species is allowed to have a component that evolves
in the hydrodynamic limit, while another component of the same
particle species is treated by radiative transfer. The restriction
of a chosen radiative transfer algorithm to the more transparent
regimes enables the use of more efficient techniques that would
not be stable in the full domain. In opaque regimes, on the
other hand, one can take advantage of equilibrium conditions to
reduce the number of primitive variables that need to be evolved.
This algorithmic flexibility can drastically decrease the overall
computational cost with respect to a traditional approach.

In the IDSA, we decompose the distribution function of one
particle species, f, into an isotropic distribution function of
trapped particles, f t, and a distribution function of streaming
particles, f s. In terms of a linear operator D() describing
particle propagation, the transport equation is written as D(f =
f t + f s) = C, where C = C t + Cs is a suitable decomposition
of the collision integral according to the coupling to the trapped
(C t) or streaming (Cs) particle components. The ansatz

D(f t) = C t − Σ, (1)

D(f s) = Cs + Σ (2)

requires that we specify an additional source term Σ, which
converts trapped particles into streaming particles and vice
versa. We determine it approximately from the requirement that
the temporal change of f t in Equation (1) has to reproduce the
diffusion limit in the limit of small mean free paths. Hence, we
call Σ the “diffusion source.” In regions of large mean free paths,
we limit the diffusion source by the local particle emissivity.
Once Σ is determined by the solution of Equation (1) for the
trapped particle component, we calculate the streaming particle
flux according to Equation (2) by integrating its source, Cs + Σ,
over space. Finally, the streaming particle distribution function
f s is determined from the quotient of the net particle flux and a
geometric estimate of the flux factor. The diffusion source will
turn out to have an additional weak dependence on f s. Thus,
iterations or information from past time steps will be used in the
above sequence to reach a consistent solution.

2.1. Application to Radiative Transfer of Massless Particles

As our target application is neutrino transport in core-collapse
supernovae, we develop and test the IDSA using the example
of the O(v/c) Boltzmann equation in spherical symmetry

(Lindquist 1966; Castor 1972; Mezzacappa & Bruenn 1993),

df

cdt
+ µ

∂f

∂r
+

[
µ

(
d ln ρ

cdt
+

3v

cr

)
+

1
r

] (
1 − µ2) ∂f

∂µ

+
[
µ2

(
d ln ρ

cdt
+

3v

cr

)
− v

cr

]
E

∂f

∂E

= j (1 − f ) − χf +
E2

c (hc)3

×
[

(1 − f )
∫

Rf ′dµ′ − f

∫
R

(
1 − f ′) dµ′

]
. (3)

This transport equation describes the propagation of massless
fermions at the speed of light, c, with respect to a compressible
background matter having a rest mass density ρ. The particle
distribution function f (t, r, µ,E) depends on the time, t, radius,
r, and the momentum phase space spanned by the angle cosine,
µ, of the particle propagation direction with respect to the radius
and the particle energy, E. The momentum phase space variables
are measured in the frame comoving with the background mat-
ter, which moves with velocity v with respect to the laboratory
frame. We denote the Lagrangian time derivative in the comov-
ing frame by df/dt . Note that the derivatives ∂f/∂µ and ∂f/∂E
in Equation (3) are also understood to be taken comoving with
a fluid element. The particle density is given by an integration
of the distribution function over the momentum phase space,
n(t, r) = 4π/ (hc)3 ∫

f (t, r, µ,E) E2dEdµ, where h denotes
Plancks constant. On the right-hand side, we include a particle
emissivity, j, and a particle absorptivity, χ , as well as an isoen-
ergetic scattering kernel, R. We write out all blocking factors
(1−f ) in Equation (3) to ease the identification of in-scattering
and out-scattering terms. The shorthand notation f ′ refers to
f (t, r, µ′, E), where µ′ is the angle cosine over which the inte-
gration is performed. For the present state of our approximation,
we neglect inelastic scattering.

2.2. Trapped Particles

We separate the particles described by the distribution func-
tion f = f t + f s in Equation (3) into a “trapped particle” com-
ponent, described by a distribution function f t, and a “streaming
particle” component, described by a distribution function f s. We
assume that the two components evolve separately according to
Equation (3), coupled only by an as yet unspecified source func-
tion Σ which converts trapped particles into streaming ones and
vice versa. In this subsection, we discuss the evolution equation
of the trapped particle component,
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We assume that the distribution of the trapped particle
component, f t = f t(t, r, E), and the source function, Σ, is
isotropic. The angular integration of Equation (4) then reduces
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by taking into account new concepts, such as exotic physics in
the core of the protoneutron star (Sagert et al. 2009), viscous
heating by the magnetorotational instability (Thompson et al.
2005; Masada et al. 2011), or energy dissipation via Alfvén
waves (Suzuki et al. 2008).

Joining in these efforts, we explore in this study the possible
impacts of collective neutrino oscillations on energizing the
neutrino-driven explosions. Collective neutrino oscillations, i.e.,
neutrinos of all energies that oscillate almost in phase, are
attracting great attention, because they can induce dramatic
observable effects such as a spectral split or swap (e.g., Raffelt &
Smirnov 2007; Duan et al. 2008; Dasgupta et al. 2008; and
references therein). These effects are predicted to emerge as
distinct features in the energy spectra (see Duan et al. 2010;
Dasgupta 2010; and references therein, for reviews of the rapidly
growing research field). Among a number of important effects
possibly created by self-interaction, we choose to consider the
effect of spectral splits between electron- (νe) anti-electron
neutrinos (ν̄e), and heavy-lepton neutrinos (νx , i.e., νµ, ντ ,
and their anti-particles) above a threshold energy (e.g., Fogli
et al. 2007). Since νx have higher average energies than the
other species in the postbounce phase, the neutrino flavor
mixing would increase the effective energies of νe and ν̄e, and
hence increase the neutrino heating rates in the gain region. A
formalism to treat the neutrino oscillation using the Boltzmann
neutrino transport is given in Yamada (2000) and Strack &
Burrows (2005), but it is difficult to implement. To mimic
the effects in this study, we perform the spectral swap by
hand as a first step. By changing the average neutrino energy,
⟨ϵνx

⟩, as well as the position of the neutrino spheres (Rνx
)

in a parametric manner, we hope to constrain the parameter
regions spanned by ⟨ϵνx

⟩ and Rνx
wherein the additional heating

from collective neutrino oscillations could have impact on the
explosion dynamics. Our strategy is as follows. We will first
constrain the parameter regions to some extent by performing
a number of 1D simulations. Here we also investigate the
progenitor dependence using a suite of progenitor models (13,
15, 20, and 25 M⊙). After squeezing the condition in the
1D computations, we include the flavor conversions in 2D
simulations to see their impact on the dynamics and also discuss
how the critical condition for the collective effects in 1D can be
subject to change in 2D.

The paper opens with descriptions of the initial models
and the numerical methods, focusing on how to model the
collective neutrino oscillations (Section 2). The main results
are shown in Section 3. We summarize our results and discuss
their implications in Section 4.

2. NUMERICAL METHODS

2.1. Hydrodynamics

The employed numerical methods are essentially the same as
those in our previous paper (Suwa et al. 2010). For convenience,
we briefly summarize them in the following. The basic evolution
equations are written as

dρ

dt
+ ρ∇ · v = 0, (1)

ρ
dv
dt

= −∇P − ρ∇Φ, (2)

de∗

dt
+ ∇ ·

[(
e∗ + P

)
v
]

= −ρv · ∇Φ + QE, (3)

dYe

dt
= QN, (4)

△ Φ = 4πGρ, (5)

where ρ, v, P , v, e∗, and Φ are density, fluid velocity, gas pres-
sure including the radiation pressure of neutrinos, total en-
ergy density, and gravitational potential, respectively. The time
derivatives are Lagrangian. As for the hydro solver, we employ
the ZEUS-2D code (Stone & Norman 1992) which has been
modified for core-collapse simulations (e.g., Suwa et al. 2007a,
2007b, 2009; Takiwaki et al. 2009). QE and QN (in Equations (3)
and (4)) represent the change of energy and electron fraction
(Ye) due to interactions with neutrinos. To estimate these quan-
tities, we implement spectral neutrino transport using the IDSA
scheme (Liebendörfer et al. 2009). The IDSA scheme splits the
neutrino distribution into two components, both of which are
solved using separate numerical techniques. We apply the so-
called ray-by-ray approach in which the neutrino transport is
solved along a given radial direction assuming that the hydro-
dynamic medium for the direction is spherically symmetric. Al-
though the current IDSA scheme does not yet include νx and the
inelastic neutrino scattering with electrons, these simplifications
save a significant amount of computational time compared to the
canonical Boltzmann solvers (see Liebendörfer et al. 2009 for
more details). Following the prescription in Müller et al. (2010),
we improve the accuracy of the total energy conservation by us-
ing a conservation form in Equation (3), instead of solving the
evolution of internal energy as originally designed in the ZEUS
code. Numerical tests are presented in the Appendix.

The simulations are performed on a grid of 300 logarithmi-
cally spaced radial zones from the center up to 5000 km and
128 equidistant angular zones covering 0 ! θ ! π for 2D sim-
ulations. For the spectral transport, we use 20 logarithmically
spaced energy bins ranging from 3 to 300 MeV.

2.2. Spectral Swapping

As mentioned in Section 1, we introduce a spectral inter-
change from heavy-lepton neutrinos (νµ, ντ , and their antineu-
trinos, collectively referred as νx hereafter) to electron-type
neutrinos and antineutrinos, namely νx → νe and ν̄x → ν̄e.
Instead of solving the transport equations for νx , we employ the
so-called light-bulb approximation and focus on the optically
thin region outside the neutrinosphere (e.g., Janka & Mueller
1996; Ohnishi et al. 2006).

According to Duan et al. (2010), the threshold energy, ϵth, is
set to be 9 MeV, above which spectral swap takes place. Below
the threshold, neutrino heating is estimated from the spectral
transport via the IDSA scheme. Above the threshold, the heating
rate is replaced by

QE ∝
∫ ∞

ϵth

dϵνϵ
3 [j (ϵν) + χ (ϵν)] fν(r, ϵν), (6)

where j and χ are the neutrino emissivity and absorptivity, re-
spectively, and fν(r, ϵν) corresponds to the neutrino distribution
function for νx with ϵν being the energies of the electron neutri-
nos and antineutrinos. In the light-bulb approach, this is often
approximated by the Fermi–Dirac distribution with a vanishing
chemical potential (e.g., Ohnishi et al. 2006) as

fν(r, ϵν) = 1
eϵν/kTνx + 1

g(r), (7)

2
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a number of 1D simulations. Here we also investigate the
progenitor dependence using a suite of progenitor models (13,
15, 20, and 25 M⊙). After squeezing the condition in the
1D computations, we include the flavor conversions in 2D
simulations to see their impact on the dynamics and also discuss
how the critical condition for the collective effects in 1D can be
subject to change in 2D.

The paper opens with descriptions of the initial models
and the numerical methods, focusing on how to model the
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where ρ, v, P , v, e∗, and Φ are density, fluid velocity, gas pres-
sure including the radiation pressure of neutrinos, total en-
ergy density, and gravitational potential, respectively. The time
derivatives are Lagrangian. As for the hydro solver, we employ
the ZEUS-2D code (Stone & Norman 1992) which has been
modified for core-collapse simulations (e.g., Suwa et al. 2007a,
2007b, 2009; Takiwaki et al. 2009). QE and QN (in Equations (3)
and (4)) represent the change of energy and electron fraction
(Ye) due to interactions with neutrinos. To estimate these quan-
tities, we implement spectral neutrino transport using the IDSA
scheme (Liebendörfer et al. 2009). The IDSA scheme splits the
neutrino distribution into two components, both of which are
solved using separate numerical techniques. We apply the so-
called ray-by-ray approach in which the neutrino transport is
solved along a given radial direction assuming that the hydro-
dynamic medium for the direction is spherically symmetric. Al-
though the current IDSA scheme does not yet include νx and the
inelastic neutrino scattering with electrons, these simplifications
save a significant amount of computational time compared to the
canonical Boltzmann solvers (see Liebendörfer et al. 2009 for
more details). Following the prescription in Müller et al. (2010),
we improve the accuracy of the total energy conservation by us-
ing a conservation form in Equation (3), instead of solving the
evolution of internal energy as originally designed in the ZEUS
code. Numerical tests are presented in the Appendix.

The simulations are performed on a grid of 300 logarithmi-
cally spaced radial zones from the center up to 5000 km and
128 equidistant angular zones covering 0 ! θ ! π for 2D sim-
ulations. For the spectral transport, we use 20 logarithmically
spaced energy bins ranging from 3 to 300 MeV.

2.2. Spectral Swapping

As mentioned in Section 1, we introduce a spectral inter-
change from heavy-lepton neutrinos (νµ, ντ , and their antineu-
trinos, collectively referred as νx hereafter) to electron-type
neutrinos and antineutrinos, namely νx → νe and ν̄x → ν̄e.
Instead of solving the transport equations for νx , we employ the
so-called light-bulb approximation and focus on the optically
thin region outside the neutrinosphere (e.g., Janka & Mueller
1996; Ohnishi et al. 2006).

According to Duan et al. (2010), the threshold energy, ϵth, is
set to be 9 MeV, above which spectral swap takes place. Below
the threshold, neutrino heating is estimated from the spectral
transport via the IDSA scheme. Above the threshold, the heating
rate is replaced by

QE ∝
∫ ∞

ϵth

dϵνϵ
3 [j (ϵν) + χ (ϵν)] fν(r, ϵν), (6)

where j and χ are the neutrino emissivity and absorptivity, re-
spectively, and fν(r, ϵν) corresponds to the neutrino distribution
function for νx with ϵν being the energies of the electron neutri-
nos and antineutrinos. In the light-bulb approach, this is often
approximated by the Fermi–Dirac distribution with a vanishing
chemical potential (e.g., Ohnishi et al. 2006) as

fν(r, ϵν) = 1
eϵν/kTνx + 1

g(r), (7)

2

ρ: density, v: velocity, P: pressure, Φ: grav. 
potential, e*: total energy, Ye: elect. frac., 
Q: neutrino terms

f: neut. dist. func, µ: cosθ, E: neut. energy,  
j: emissivity, χ: absorptivity, R: scatt. 
kernel
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the transfer equation in 3D and will make numerical efforts to
handle the collision term in a next step of the development.

Fixing the framework in the inertial frame, the Boltzmann
equation, Equation (1), in the spherical coordinate system is
expressed as

1
c

∂f in

∂t
+ cos θν

∂f in

∂r
+

sin θν cos φν

r

∂f in

∂θ

+
sin θν sin φν

r sin θ

∂f in

∂φ
+

sin2 θν

r

∂f in

∂ cos θν

− sin θν sin φν

r

cos θ

sin θ

∂f in

∂φν

=
[

1
c

δf in

δt

]

collision
,

(3)

with the definition of the neutrino direction angles (Pomraning
1973). We remark that there is neither a velocity-dependent term
nor energy derivative in the equation in the inertial frame being
different from that in the comoving frame. Choosing the angle
variable µν = cos θν instead of θν , the equation can be written
by

1
c

∂f in

∂t
+ µν

∂f in

∂r
+

√
1 − µ2

ν cos φν

r

∂f in

∂θ

+

√
1 − µ2

ν sin φν

r sin θ

∂f in

∂φ
+

1 − µ2
ν

r

∂f in

∂µν

−
√

1 − µ2
ν sin φν

r

cos θ

sin θ

∂f in

∂φν

=
[

1
c

δf in

δt

]

collision
.

(4)

For the numerical calculation, we rewrite the equation in the
conservative form as

1
c

∂f in

∂t
+

µν

r2

∂

∂r
(r2f in) +

√
1 − µ2

ν cos φν

r sin θ

∂

∂θ
(sin θf in)

+

√
1 − µ2

ν sin φν

r sin θ

∂f in

∂φ
+

1
r

∂

∂µν

[(
1 − µ2

ν

)
f in]

−
√

1 − µ2
ν

r

cos θ

sin θ

∂

∂φν

(sin φνf
in) =

[
1
c

δf in

δt

]

collision
.

(5)

We adopt this equation as the basis for our numerical code. We
remark that the neutrino distribution function is a function of
time and six variables in phase space as written by

f in(r, θ,φ, t;µν,φν, ε
in). (6)

In the above expressions, the angle variables, µν and φν , are
those measured in the inertial frame.

3.2. Neutrino Reactions

We implement the rate of neutrino reactions with the compo-
sition of dense matter as contributions to the collision term. We
take here several simplifications to make the neutrino transfer
in 3D feasible.

As the first step of 3D calculations, we treat mainly the case
of static background of material or the case where the motion
is very slow so that v/c is very small. In the current study,
we evaluate the collision term of the Boltzmann equation to
the zeroth order of v/c by neglecting the terms due to the

Lorentz transformation. For dynamical situations in general, this
drastic approximation will be studied carefully by evaluating the
effects from the Lorentz transformation in the future. We plan
to implement such effects in all orders of v/c in our formulation
by taking into account the energy shift by the Doppler effects
and the angle shifts by the aberration in the collision term.

In addition, we limit ourselves within a set of neutrino
reactions to make the solution of the Boltzmann equation
possible in the current supercomputing facilities. In order to
avoid the energy coupling in the collision term, we do not
take into account energy-changing scatterings such as the
neutrino–electron scattering (Burrows et al. 2006a). This makes
the size of the block matrix due to the collision term smaller
and the whole matrix tractable in the system of equations. As
a further approach, we linearize the collision term for the pair
process to avoid the nonlinearity in equations and to guarantee
the convergence.

In the future, having enough supercomputing resources, we
will be able to include the energy-changing reactions by enlarg-
ing the size of block matrices. We may also be able to solve the
full reactions by the Newton iteration, which requires the com-
plicated matrix elements by derivatives, as have been accom-
plished in the spherical calculations (Sumiyoshi et al. 2005).

In the numerical study under the assumptions above, we
implement the collision term in the following way. We utilize
directly the neutrino distribution function in the inertial frame
to evaluate the collision term. We use the energy and angle
variables in the inertial frame in the calculation of the collision
term by dropping the shifts. We drop the superscript in for the
inertial frame in the following expressions. For the emission and
absorption of neutrinos, the collision term for the energy, ε, and
the angles, µν and φν , is expressed as

[
1
c

δf

δt

]

emis-abs
= −Rabs(ε, Ω)f (ε, Ω)

+ Remis(ε, Ω)[1 − f (ε, Ω)]. (7)

Hereafter we suppress the spatial variables and use Ω to denote
the two angle variables for the compactness of equations. The
emission rate is related to the absorption rate through the detailed
balance as

Remis(ε, Ω) = Rabs(ε, Ω)e−β(ε−µν ), (8)

where β = 1/kBT is the inverse of temperature and µν =
µp+µe−µn is the chemical potential for neutrinos. The collision
term for the scattering is expressed by

[
1
c

δf

δt

]

scat
= −

∫
dε′ε′2

(2π )3

∫
dΩ′Rscat(ε, Ω; ε′, Ω′)f (ε, Ω)

× [1 − f (ε′, Ω′)] +
∫

dε′ε′2

(2π )3

∫
dΩ′Rscat(ε′, Ω′; ε, Ω)

× f (ε′, Ω′)[1 − f (ε, Ω)], (9)

where Ω′ denotes the angle variables after/before the scattering.
The energy integration can be done by assuming the isoenergetic
scattering. The expression can be reduced as

[
1
c

δf

δt

]

scat
= − ε2

(2π )3

∫
dΩ′Rscat(Ω; Ω′)[f (ε, Ω)−f (ε, Ω′)],

(10)

5

3D 
in real space

Sumiyoshi & Yamada (2012); in inertial frame
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the transfer equation in 3D and will make numerical efforts to
handle the collision term in a next step of the development.

Fixing the framework in the inertial frame, the Boltzmann
equation, Equation (1), in the spherical coordinate system is
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with the definition of the neutrino direction angles (Pomraning
1973). We remark that there is neither a velocity-dependent term
nor energy derivative in the equation in the inertial frame being
different from that in the comoving frame. Choosing the angle
variable µν = cos θν instead of θν , the equation can be written
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For the numerical calculation, we rewrite the equation in the
conservative form as
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We adopt this equation as the basis for our numerical code. We
remark that the neutrino distribution function is a function of
time and six variables in phase space as written by

f in(r, θ,φ, t;µν,φν, ε
in). (6)

In the above expressions, the angle variables, µν and φν , are
those measured in the inertial frame.

3.2. Neutrino Reactions

We implement the rate of neutrino reactions with the compo-
sition of dense matter as contributions to the collision term. We
take here several simplifications to make the neutrino transfer
in 3D feasible.

As the first step of 3D calculations, we treat mainly the case
of static background of material or the case where the motion
is very slow so that v/c is very small. In the current study,
we evaluate the collision term of the Boltzmann equation to
the zeroth order of v/c by neglecting the terms due to the

Lorentz transformation. For dynamical situations in general, this
drastic approximation will be studied carefully by evaluating the
effects from the Lorentz transformation in the future. We plan
to implement such effects in all orders of v/c in our formulation
by taking into account the energy shift by the Doppler effects
and the angle shifts by the aberration in the collision term.

In addition, we limit ourselves within a set of neutrino
reactions to make the solution of the Boltzmann equation
possible in the current supercomputing facilities. In order to
avoid the energy coupling in the collision term, we do not
take into account energy-changing scatterings such as the
neutrino–electron scattering (Burrows et al. 2006a). This makes
the size of the block matrix due to the collision term smaller
and the whole matrix tractable in the system of equations. As
a further approach, we linearize the collision term for the pair
process to avoid the nonlinearity in equations and to guarantee
the convergence.

In the future, having enough supercomputing resources, we
will be able to include the energy-changing reactions by enlarg-
ing the size of block matrices. We may also be able to solve the
full reactions by the Newton iteration, which requires the com-
plicated matrix elements by derivatives, as have been accom-
plished in the spherical calculations (Sumiyoshi et al. 2005).

In the numerical study under the assumptions above, we
implement the collision term in the following way. We utilize
directly the neutrino distribution function in the inertial frame
to evaluate the collision term. We use the energy and angle
variables in the inertial frame in the calculation of the collision
term by dropping the shifts. We drop the superscript in for the
inertial frame in the following expressions. For the emission and
absorption of neutrinos, the collision term for the energy, ε, and
the angles, µν and φν , is expressed as
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= −Rabs(ε, Ω)f (ε, Ω)

+ Remis(ε, Ω)[1 − f (ε, Ω)]. (7)

Hereafter we suppress the spatial variables and use Ω to denote
the two angle variables for the compactness of equations. The
emission rate is related to the absorption rate through the detailed
balance as

Remis(ε, Ω) = Rabs(ε, Ω)e−β(ε−µν ), (8)

where β = 1/kBT is the inverse of temperature and µν =
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term for the scattering is expressed by
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the transfer equation in 3D and will make numerical efforts to
handle the collision term in a next step of the development.

Fixing the framework in the inertial frame, the Boltzmann
equation, Equation (1), in the spherical coordinate system is
expressed as
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with the definition of the neutrino direction angles (Pomraning
1973). We remark that there is neither a velocity-dependent term
nor energy derivative in the equation in the inertial frame being
different from that in the comoving frame. Choosing the angle
variable µν = cos θν instead of θν , the equation can be written
by
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For the numerical calculation, we rewrite the equation in the
conservative form as
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(5)

We adopt this equation as the basis for our numerical code. We
remark that the neutrino distribution function is a function of
time and six variables in phase space as written by

f in(r, θ,φ, t;µν,φν, ε
in). (6)

In the above expressions, the angle variables, µν and φν , are
those measured in the inertial frame.

3.2. Neutrino Reactions

We implement the rate of neutrino reactions with the compo-
sition of dense matter as contributions to the collision term. We
take here several simplifications to make the neutrino transfer
in 3D feasible.

As the first step of 3D calculations, we treat mainly the case
of static background of material or the case where the motion
is very slow so that v/c is very small. In the current study,
we evaluate the collision term of the Boltzmann equation to
the zeroth order of v/c by neglecting the terms due to the

Lorentz transformation. For dynamical situations in general, this
drastic approximation will be studied carefully by evaluating the
effects from the Lorentz transformation in the future. We plan
to implement such effects in all orders of v/c in our formulation
by taking into account the energy shift by the Doppler effects
and the angle shifts by the aberration in the collision term.

In addition, we limit ourselves within a set of neutrino
reactions to make the solution of the Boltzmann equation
possible in the current supercomputing facilities. In order to
avoid the energy coupling in the collision term, we do not
take into account energy-changing scatterings such as the
neutrino–electron scattering (Burrows et al. 2006a). This makes
the size of the block matrix due to the collision term smaller
and the whole matrix tractable in the system of equations. As
a further approach, we linearize the collision term for the pair
process to avoid the nonlinearity in equations and to guarantee
the convergence.

In the future, having enough supercomputing resources, we
will be able to include the energy-changing reactions by enlarg-
ing the size of block matrices. We may also be able to solve the
full reactions by the Newton iteration, which requires the com-
plicated matrix elements by derivatives, as have been accom-
plished in the spherical calculations (Sumiyoshi et al. 2005).

In the numerical study under the assumptions above, we
implement the collision term in the following way. We utilize
directly the neutrino distribution function in the inertial frame
to evaluate the collision term. We use the energy and angle
variables in the inertial frame in the calculation of the collision
term by dropping the shifts. We drop the superscript in for the
inertial frame in the following expressions. For the emission and
absorption of neutrinos, the collision term for the energy, ε, and
the angles, µν and φν , is expressed as

[
1
c

δf

δt

]

emis-abs
= −Rabs(ε, Ω)f (ε, Ω)

+ Remis(ε, Ω)[1 − f (ε, Ω)]. (7)

Hereafter we suppress the spatial variables and use Ω to denote
the two angle variables for the compactness of equations. The
emission rate is related to the absorption rate through the detailed
balance as

Remis(ε, Ω) = Rabs(ε, Ω)e−β(ε−µν ), (8)

where β = 1/kBT is the inverse of temperature and µν =
µp+µe−µn is the chemical potential for neutrinos. The collision
term for the scattering is expressed by

[
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where Ω′ denotes the angle variables after/before the scattering.
The energy integration can be done by assuming the isoenergetic
scattering. The expression can be reduced as
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]
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= − ε2
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(10)
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the transfer equation in 3D and will make numerical efforts to
handle the collision term in a next step of the development.

Fixing the framework in the inertial frame, the Boltzmann
equation, Equation (1), in the spherical coordinate system is
expressed as
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with the definition of the neutrino direction angles (Pomraning
1973). We remark that there is neither a velocity-dependent term
nor energy derivative in the equation in the inertial frame being
different from that in the comoving frame. Choosing the angle
variable µν = cos θν instead of θν , the equation can be written
by
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For the numerical calculation, we rewrite the equation in the
conservative form as
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We adopt this equation as the basis for our numerical code. We
remark that the neutrino distribution function is a function of
time and six variables in phase space as written by

f in(r, θ,φ, t;µν,φν, ε
in). (6)

In the above expressions, the angle variables, µν and φν , are
those measured in the inertial frame.

3.2. Neutrino Reactions

We implement the rate of neutrino reactions with the compo-
sition of dense matter as contributions to the collision term. We
take here several simplifications to make the neutrino transfer
in 3D feasible.

As the first step of 3D calculations, we treat mainly the case
of static background of material or the case where the motion
is very slow so that v/c is very small. In the current study,
we evaluate the collision term of the Boltzmann equation to
the zeroth order of v/c by neglecting the terms due to the

Lorentz transformation. For dynamical situations in general, this
drastic approximation will be studied carefully by evaluating the
effects from the Lorentz transformation in the future. We plan
to implement such effects in all orders of v/c in our formulation
by taking into account the energy shift by the Doppler effects
and the angle shifts by the aberration in the collision term.

In addition, we limit ourselves within a set of neutrino
reactions to make the solution of the Boltzmann equation
possible in the current supercomputing facilities. In order to
avoid the energy coupling in the collision term, we do not
take into account energy-changing scatterings such as the
neutrino–electron scattering (Burrows et al. 2006a). This makes
the size of the block matrix due to the collision term smaller
and the whole matrix tractable in the system of equations. As
a further approach, we linearize the collision term for the pair
process to avoid the nonlinearity in equations and to guarantee
the convergence.

In the future, having enough supercomputing resources, we
will be able to include the energy-changing reactions by enlarg-
ing the size of block matrices. We may also be able to solve the
full reactions by the Newton iteration, which requires the com-
plicated matrix elements by derivatives, as have been accom-
plished in the spherical calculations (Sumiyoshi et al. 2005).

In the numerical study under the assumptions above, we
implement the collision term in the following way. We utilize
directly the neutrino distribution function in the inertial frame
to evaluate the collision term. We use the energy and angle
variables in the inertial frame in the calculation of the collision
term by dropping the shifts. We drop the superscript in for the
inertial frame in the following expressions. For the emission and
absorption of neutrinos, the collision term for the energy, ε, and
the angles, µν and φν , is expressed as
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]

emis-abs
= −Rabs(ε, Ω)f (ε, Ω)

+ Remis(ε, Ω)[1 − f (ε, Ω)]. (7)

Hereafter we suppress the spatial variables and use Ω to denote
the two angle variables for the compactness of equations. The
emission rate is related to the absorption rate through the detailed
balance as

Remis(ε, Ω) = Rabs(ε, Ω)e−β(ε−µν ), (8)

where β = 1/kBT is the inverse of temperature and µν =
µp+µe−µn is the chemical potential for neutrinos. The collision
term for the scattering is expressed by
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scattering. The expression can be reduced as
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with the relation Rscat(Ω′; Ω) = Rscat(Ω; Ω′). The collision term
for the pair process is expressed by
[

1
c

δf

δt

]

pair
= −

∫
dε′ε′2

(2π )3

∫
dΩ′Rpair-anni(ε, Ω; ε′, Ω′)

× f (ε, Ω)f (ε′, Ω′) +
∫

dε′ε′2

(2π )3

∫
dΩ′Rpair-emis(ε, Ω; ε′, Ω′)

× [1 − f (ε, Ω)][1 − f (ε′, Ω′)], (11)

where f (ε′, Ω′) denotes the distribution of anti-neutrinos. From
the detailed balance, the following relation holds:

Rpair-anni(ε, Ω; ε′, Ω′) = Rpair-emis(ε, Ω; ε′, Ω′)eβ(ε+ε′). (12)

We linearize the collision term, Equation (11), by assuming
that the distribution for anti-neutrinos is given by that in the
previous time step or the equilibrium distribution. This is a good
approximation since the pair process is dominant only in high-
temperature regions, where neutrinos are in thermal equilibrium.
We adopt the approach with the distribution in the previous time
step in all of the numerical calculations with pair processes in
the current study. We utilize further the angle average of the
distribution when we take the isotropic emission rate as we will
state. We have also tested that the approach with the equilibrium
distribution determined by the local temperature and chemical
potential works equally well.

As for the reaction rates, we take mainly from the conven-
tional set by Bruenn (1985) with some extensions (Sumiyoshi
et al. 2005). We implement the neutrino reactions,

e− + p ←→ νe + n [ecp], (13)

e+ + n ←→ ν̄e + p [aecp], (14)

e− + A ←→ νe + A′ [eca], (15)

for the absorption/emission,

ν + N ←→ ν + N [nsc], (16)

ν + A ←→ ν + A [csc], (17)

for the isoenergetic scattering. We do not take into account
the neutrino–electron scattering. It is well known that the
influence of this reaction is minor although it contributes to the
thermalization (Burrows et al. 2006a). As for the pair process,
we take the electron–positron process and the nucleon–nucleon
bremsstrahlung as follows:

e− + e+ ←→ νi + ν̄i [pap], (18)

N + N ←→ N + N + νi + ν̄i [nbr]. (19)

For these pair processes, we take the isotropic emission rate
as an approximation, which avoids complexity but describes
the essential roles. We remark that the set of the reaction rates
adopted in the current study is the minimum, which describes
sufficiently the major role of neutrino reactions in the supernova
mechanism. Further implementation of other neutrino reactions
and more sophisticated description of reaction rates in the
modern version (Buras et al. 2006; Burrows et al. 2006b) will
be done once we have enough computing resources.

3.3. Equation of State

We utilize the physical EOS of dense matter to evaluate
the rates of neutrino reactions. It is necessary to have the
composition of dense matter and the related thermodynamical
quantities such as the chemical potentials and the effective mass
of nucleon. We implement the subroutine for the evaluation
of quantities from the data table of EOS as used in the other
simulations of core-collapse supernovae (Sumiyoshi et al. 2005,
2007). We adopt the table of the Shen EOS (Shen et al. 1998a,
1998b, 2011) in the current study. Other sets of EOSs can be
used by simply replacing the data table.

3.4. Numerical Scheme

We describe the numerical scheme employed in the numerical
code for the neutrino transfer in 3D. The method of the
discretization is based on the approach by Mezzacappa &
Bruenn (1993) and Castor (2004). We also refer the references
by Swesty & Myra (2009) and Stone et al. (1992) for the other
methods of discretization of neutrino transfer and radiation
transfer.

We define the neutrino distributions at the cell centers and
evaluate the advection at the cell interfaces and the collision
terms at the cell centers. We describe the neutrino distributions
in the space coordinate with radial Nr-, polar Nθ -, and azimuthal
Nφ-grid points and in the neutrino momentum space with energy
Nε-grid points and angle Nθν

- and Nφν
-grid points. We explain

the detailed relations to define the numerical grid in Appendix
A.2.

We discretize the Boltzmann equation, Equation (5), for the
neutrino distribution, f n

i , in a finite-differenced form on the grid
points. Here we assign the integer indices n and n + 1 for the
time steps and i for the grid position. We adopt the implicit
differencing in time to ensure the numerical stability for stiff
equations and to have long time steps for supernova simulations.
We solve the equation for f n+1

i by evaluating the advection and
collision terms at the time step n + 1 in the following form:

1
c

f n+1
i − f n

i

∆t
+

[
µν

r2

∂

∂r
(r2f )

]n+1

+

[√
1 − µ2

ν cos φν

r sin θ

∂

∂θ
(sin θf )

]n+1

+

(√
1 − µ2

ν sin φν

r sin θ

∂f

∂φ

)n+1

+
{

1
r

∂

∂µν

[(
1 − µ2

ν

)
f

]}n+1

+

[

−
√

1 − µ2
ν

r

cos θ

sin θ

∂

∂φν
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=
[

1
c
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]n+1

collision
,

(20)

where we schematically express the advection terms for the cell
containing f n+1

i . We evaluate the advection at the cell interface
by the upwind and central differencing for free-streaming and
diffusive limits, respectively. The two differencing methods are
smoothly connected by a weighting factor in the intermediate
regime between the free-streaming and diffusive limits. We de-
scribe the numerical scheme for the evaluation of the advection
terms in Appendix A.3. We express the collision terms by the
summation of the integrand using the neutrino distributions at
the cell centers.

6

7D integro-diffrential eq. 
so complex…
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Direct integration of Boltzmann eq. with discrete-ordinate method 
=> SN method 
It’s too costly, though.  

By taking angular moments of radiation fields

{E,F i, P ij} �
�

d�f{1, �i, �i�j}

�tE + �iF
i = S0

�tF
i + �jP

ij = S1

· · ·

Moment equations;

To close the system, we need additional equation  
(the same as equation of state in hydrodynamics equation)
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Methods to solve Boltzmann eq. (cont.)
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The simplest way; only cooling terms are taken into account 
=> leakage scheme (no transport; ∂t ematter= -∂t E) 

Next is diffusion assumption, F∝∇E, but is wrong in optically thin regime. 
To take into account both optically thick and thin regime, modification is 
needed 
=> Flux limited diffusion (FLD) F is given by E and ∇E 

  Isotropic diffusion source approximation (IDSA) F is given by the distance 
from last-scattering surface 

Higher moment (P) is helpful to obtain more precise solution. 
=> M1 closure P is given by E and F 

  Variable Eddington factor (VE) P is given by solving simpler Boltzmann eq.

SN > VE > M1> FLD, IDSA > leakage 

ab initio 
higher cost

approximate 
lower cost
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544 S. Yamada et al.: Neutrino transport in type II supernovae: Boltzmann solver vs. Monte Carlo method

Fig. 11. Same as Fig. 10 but showing the ratios of the Boltzmann to
the Monte Carlo results for the flux factor (upper panel) and the Ed-
dington factor (lower panel). Again, the Boltzmann calculations with 6
angular bins (standard model ST2, short dashed lines), 10 angular bins
(model FA, long dashed lines) and the variable angular mesh (solid
lines) are shown. Between the radial grid points of the Monte Carlo
simulation (whose locations are indicated by solid triangles), theMonte
Carlo results are interpolated by cubic splines.

bins, and from a transport calculation with a variable angular
mesh (Sect. 4.4). (The relatively large discrepancies of the flux
factors for smaller radii are explained by slight differences of
the treatment of the inner boundary condition in our different
calculations, see Sect. 2.3, and by the fact that the flux factor
adopts very small values in the optically thick region.) The flux
factors calculated in the recent paper by Messer et al. (1998)
show the same behavior and do not approach unity but saturate
at a nearly constant lower level (around 0.9) even far outside
the neutrinosphere. This reflects the use of µmax = 0.93 for the
largest µ-bin of the angular grid in the 6-point quadrature of the
S6 method.

It is interesting thatMGFLDhas a tendency exactly opposite
to that of the Boltzmann solver. While the latter underestimates
the angular moments of the neutrino distribution in the semi-
transparent and transparent regimes when a Gauss-Legendre
quadrature is employed for the angular integration, all flux lim-
iters used so far tend to overestimate the flux factor and the Ed-
dington factor in the optically thin region (Janka 1991a, 1992),
which implies that the neutrino angular distribution approaches
the free streaming limit much too rapidly (see also Messer et al.
1998). In order to confirm this statement, transport calculations
with MGFLD were done for the same models with three differ-
ent flux limiters, which are Bruenn’s (1985) (BR), Levermore&
Pomraning’s (1981) (LP) and Mayle &Wilson’s (MW) (Mayle
1985). We refer the reader to Janka (1992) and Suzuki (1994)
and references therein for details on the flux limiters. We show

Fig. 12. The flux factors and number densities of the electron-type
neutrino as obtained by MGFLD with three different flux limiters,
Bruenn’s (BR) with the short dashed lines, Levermore & Pomraning’s
(LP) with the long dashed lines, and Mayle & Wilson’s (MW) with
the dash-dotted lines. The background model is W1. For comparison,
the Monte Carlo result and the Boltzmann result (model ST1) are also
plotted with the triangles and the solid lines, respectively.

Fig. 13. The same as Fig. 12 but for the electron-type antineutrino.

in Figs. 12 and 13 the flux factors and local number densities
of the electron-type neutrino and electron-type antineutrino for
model W1, respectively. It is clear that all flux limiters overes-
timate the forward peaking of the angular distributions of the
neutrinos in the optically thin region, a trend that holds for all
neutrino species and is not dependent on the backgroundmodel.
The typical deviation of MGFLD results from the Monte Carlo

Yamada+ (1999)

FLD (dashed lines)

Monte-Carlo (▲)

SN (solid line)

flu
x 

fa
ct

or
 (|

F|
/E

)

Comparison of IDSA and SN is given in Liebendörfer+ (2009) and Berninger+ (2013)
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SN 

Ott+ (2008)　; Sumiyoshi & Yamada (2012)　; Nagakura+ (2017) 

VE 
Buras+ (2006)　; Müller+ (2010)　; Hanke+ (2013) 

M1 
Obergaulinger+ (2014)　; O’Connor & Couch (2015)　; Skinner+ (2016) 

FLD 
Burrows+ (2006)　; Bruenn+ (2013) 

IDSA 
Suwa+ (2010)　; Takiwaki+ (2012)　; Pan+ (2016)

Methods used in supernova community

and many others
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Questions

How is nuclear physics related to supernova explosion? 

How can we investigate nuclear physics via supernova 
observations?

16
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List of SN EOS
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TABLE III Characteristic properties of the currently existing general purpose EoSs. Top part: EoSs containing nucleons and
nuclei, bottom part: EoSs including additional hadronic or quark degrees of freedom. Listed are the nuclear interaction model
used, the included particle degrees of freedom, the maximum mass Mmax of cold, spherical (non-rotating) NSs and their radii at
a fiducial gravitational mass MG of 1.4 M⊙. We have included in addition the compactness Ξ = GMG/R of the maximum mass
configuration. In nuclear interactions labeled with *, the nucleon masses have been changed to experimental values without a
refitting of the coupling constants. This induces a marginal change of the interaction.

Model Nuclear Degrees Mmax R1.4M⊙
Ξ publ. References

Interaction of Freedom (M⊙) (km) avail.

H&W SKa n, p,α, {(Ai, Zi)} 2.21a 13.9 a n El Eid and Hillebrandt (1980); Hillebrandt et al. (1984)

LS180 LS180 n, p,α, (A,Z) 1.84 12.2 0.27 y Lattimer and Swesty (1991)

LS220 LS220 n, p,α, (A,Z) 2.06 12.7 0.28 y Lattimer and Swesty (1991)

LS375 LS375 n, p,α, (A,Z) 2.72 14.5 0.32 y Lattimer and Swesty (1991)

STOS TM1 n, p,α, (A,Z) 2.23 14.5 0.26 y Shen et al. (1998); Shen et al. (1998, 2011)

FYSS TM1 n, p, d, t, h,α, {(Ai, Zi)} 2.22 14.4 0.26 n Furusawa et al. (2013b)

HS(TM1) TM1* n, p, d, t, h,α, {(Ai, Zi)} 2.21 14.5 0.26 y Hempel and Schaffner-Bielich (2010); Hempel et al. (2012)

HS(TMA) TMA* n, p, d, t, h,α, {(Ai, Zi)} 2.02 13.9 0.25 y Hempel and Schaffner-Bielich (2010)

HS(FSU) FSUgold* n, p, d, t, h,α, {(Ai, Zi)} 1.74 12.6 0.23 y Hempel and Schaffner-Bielich (2010); Hempel et al. (2012)

HS(NL3) NL3* n, p, d, t, h,α, {(Ai, Zi)} 2.79 14.8 0.31 y Hempel and Schaffner-Bielich (2010); Fischer et al. (2014a)

HS(DD2) DD2 n, p, d, t, h,α, {(Ai, Zi)} 2.42 13.2 0.30 y Hempel and Schaffner-Bielich (2010); Fischer et al. (2014a)

HS(IUFSU) IUFSU* n, p, d, t, h,α, {(Ai, Zi)} 1.95 12.7 0.25 y Hempel and Schaffner-Bielich (2010); Fischer et al. (2014a)

SFHo SFHo n, p, d, t, h,α, {(Ai, Zi)} 2.06 11.9 0.30 y Steiner et al. (2013a)

SFHx SFHx n, p, d, t, h,α, {(Ai, Zi)} 2.13 12.0 0.29 y Steiner et al. (2013a)

SHT(NL3) NL3 n, p,α, {(Ai, Zi)} 2.78 14.9 0.31 y Shen et al. (2011b)

SHO(FSU) FSUgold n, p,α, {(Ai, Zi)} 1.75 12.8 0.23 y Shen et al. (2011a)

SHO(FSU2.1) FSUgold2.1 n, p,α, {(Ai, Zi)} 2.12 13.6 0.26 y Shen et al. (2011a)

LS220Λ LS220 n, p,α, (A,Z),Λ 1.91 12.4 0.29 y Oertel et al. (2012); Gulminelli et al. (2013)

LS220π LS220 n, p,α, (A,Z),π 1.95 12.2 0.29 n Oertel et al. (2012); Peres et al. (2013)

BHBΛ DD2 n, p, d, t, h,α, {(Ai, Zi)},Λ 1.96 13.2 0.25 y Banik et al. (2014)

BHBΛφ DD2 n, p, d, t, h,α, {(Ai, Zi)},Λ 2.11 13.2 0.27 y Banik et al. (2014)

STOSΛ TM1 n, p,α, (A,Z),Λ 1.90 14.4 0.23 y Shen et al. (2011)

STOSYA30 TM1 n, p,α, (A,Z), Y 1.59 14.6 0.17 y Ishizuka et al. (2008)

STOSYA30π TM1 n, p,α, (A,Z), Y,π 1.62 13.7 0.19 y Ishizuka et al. (2008)

STOSY0 TM1 n, p,α, (A,Z), Y 1.64 14.6 0.18 y Ishizuka et al. (2008)

STOSY0π TM1 n, p,α, (A,Z), Y,π 1.67 13.7 0.19 y Ishizuka et al. (2008)

STOSY30 TM1 n, p,α, (A,Z), Y 1.65 14.6 0.18 y Ishizuka et al. (2008)

STOSY30π TM1 n, p,α, (A,Z), Y,π 1.67 13.7 0.19 y Ishizuka et al. (2008)

STOSY90 TM1 n, p,α, (A,Z), Y 1.65 14.6 0.18 y Ishizuka et al. (2008)

STOSY90π TM1 n, p,α, (A,Z), Y,π 1.67 13.7 0.19 y Ishizuka et al. (2008)

STOSπ TM1 n, p,α, (A,Z),π 2.06 13.6 0.26 n Nakazato et al. (2008)

STOSQ209nπ TM1 n, p,α, (A,Z), π, q 1.85 13.6 0.21 n Nakazato et al. (2008)

STOSQ162n TM1 n, p,α, (A,Z), q 1.54 n Nakazato et al. (2013)

STOSQ184n TM1 n, p,α, (A,Z), q 1.36 —b n Nakazato et al. (2013)

STOSQ209n TM1 n, p,α, (A,Z), q 1.81 14.4 0.20 n Nakazato et al. (2008, 2013)

STOSQ139s TM1 n, p,α, (A,Z), q 2.08 12.6 0.26 y Sagert et al. (2012a); Fischer et al. (2014b)

STOSQ145s TM1 n, p,α, (A,Z), q 2.01 13.0 0.25 y Sagert et al. (2012a)

STOSQ155s TM1 n, p,α, (A,Z), q 1.70 9.93 0.25 y Fischer et al. (2011)

STOSQ162s TM1 n, p,α, (A,Z), q 1.57 8.94 0.26 y Sagert et al. (2009)

STOSQ165s TM1 n, p,α, (A,Z), q 1.51 8.86 0.25 y Sagert et al. (2009)

aValues taken from Marek and Janka (2009).
bMmax below 1.4 M⊙.

It assumes the same degrees of freedom as the LS EoS:
neutrons, protons and α-particles as well as one heavy
nucleus in the SNA. For nucleons a RMF model with
nonlinear meson self-interactions is used with the param-
eterization TM1 (Sugahara and Toki, 1994). α-particles
are again described as an ideal Maxwell-Boltzmann gas
with excluded-volume corrections. Excited states of α-

particles are neglected. The properties of the represen-
tative heavy nucleus are obtained from Wigner-Seitz cell
calculations within the Thomas-Fermi approximation for
parameterized density distributions of nucleons and α-
particles. The translational energy and entropy contri-
bution of heavy nuclei is not taken into account.

Oertel et al. (2016)
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TABLE III Characteristic properties of the currently existing general purpose EoSs. Top part: EoSs containing nucleons and
nuclei, bottom part: EoSs including additional hadronic or quark degrees of freedom. Listed are the nuclear interaction model
used, the included particle degrees of freedom, the maximum mass Mmax of cold, spherical (non-rotating) NSs and their radii at
a fiducial gravitational mass MG of 1.4 M⊙. We have included in addition the compactness Ξ = GMG/R of the maximum mass
configuration. In nuclear interactions labeled with *, the nucleon masses have been changed to experimental values without a
refitting of the coupling constants. This induces a marginal change of the interaction.

Model Nuclear Degrees Mmax R1.4M⊙
Ξ publ. References

Interaction of Freedom (M⊙) (km) avail.

H&W SKa n, p,α, {(Ai, Zi)} 2.21a 13.9 a n El Eid and Hillebrandt (1980); Hillebrandt et al. (1984)

LS180 LS180 n, p,α, (A,Z) 1.84 12.2 0.27 y Lattimer and Swesty (1991)

LS220 LS220 n, p,α, (A,Z) 2.06 12.7 0.28 y Lattimer and Swesty (1991)

LS375 LS375 n, p,α, (A,Z) 2.72 14.5 0.32 y Lattimer and Swesty (1991)

STOS TM1 n, p,α, (A,Z) 2.23 14.5 0.26 y Shen et al. (1998); Shen et al. (1998, 2011)

FYSS TM1 n, p, d, t, h,α, {(Ai, Zi)} 2.22 14.4 0.26 n Furusawa et al. (2013b)

HS(TM1) TM1* n, p, d, t, h,α, {(Ai, Zi)} 2.21 14.5 0.26 y Hempel and Schaffner-Bielich (2010); Hempel et al. (2012)

HS(TMA) TMA* n, p, d, t, h,α, {(Ai, Zi)} 2.02 13.9 0.25 y Hempel and Schaffner-Bielich (2010)

HS(FSU) FSUgold* n, p, d, t, h,α, {(Ai, Zi)} 1.74 12.6 0.23 y Hempel and Schaffner-Bielich (2010); Hempel et al. (2012)

HS(NL3) NL3* n, p, d, t, h,α, {(Ai, Zi)} 2.79 14.8 0.31 y Hempel and Schaffner-Bielich (2010); Fischer et al. (2014a)

HS(DD2) DD2 n, p, d, t, h,α, {(Ai, Zi)} 2.42 13.2 0.30 y Hempel and Schaffner-Bielich (2010); Fischer et al. (2014a)

HS(IUFSU) IUFSU* n, p, d, t, h,α, {(Ai, Zi)} 1.95 12.7 0.25 y Hempel and Schaffner-Bielich (2010); Fischer et al. (2014a)

SFHo SFHo n, p, d, t, h,α, {(Ai, Zi)} 2.06 11.9 0.30 y Steiner et al. (2013a)

SFHx SFHx n, p, d, t, h,α, {(Ai, Zi)} 2.13 12.0 0.29 y Steiner et al. (2013a)

SHT(NL3) NL3 n, p,α, {(Ai, Zi)} 2.78 14.9 0.31 y Shen et al. (2011b)

SHO(FSU) FSUgold n, p,α, {(Ai, Zi)} 1.75 12.8 0.23 y Shen et al. (2011a)

SHO(FSU2.1) FSUgold2.1 n, p,α, {(Ai, Zi)} 2.12 13.6 0.26 y Shen et al. (2011a)

LS220Λ LS220 n, p,α, (A,Z),Λ 1.91 12.4 0.29 y Oertel et al. (2012); Gulminelli et al. (2013)

LS220π LS220 n, p,α, (A,Z),π 1.95 12.2 0.29 n Oertel et al. (2012); Peres et al. (2013)

BHBΛ DD2 n, p, d, t, h,α, {(Ai, Zi)},Λ 1.96 13.2 0.25 y Banik et al. (2014)

BHBΛφ DD2 n, p, d, t, h,α, {(Ai, Zi)},Λ 2.11 13.2 0.27 y Banik et al. (2014)

STOSΛ TM1 n, p,α, (A,Z),Λ 1.90 14.4 0.23 y Shen et al. (2011)

STOSYA30 TM1 n, p,α, (A,Z), Y 1.59 14.6 0.17 y Ishizuka et al. (2008)

STOSYA30π TM1 n, p,α, (A,Z), Y,π 1.62 13.7 0.19 y Ishizuka et al. (2008)

STOSY0 TM1 n, p,α, (A,Z), Y 1.64 14.6 0.18 y Ishizuka et al. (2008)

STOSY0π TM1 n, p,α, (A,Z), Y,π 1.67 13.7 0.19 y Ishizuka et al. (2008)

STOSY30 TM1 n, p,α, (A,Z), Y 1.65 14.6 0.18 y Ishizuka et al. (2008)

STOSY30π TM1 n, p,α, (A,Z), Y,π 1.67 13.7 0.19 y Ishizuka et al. (2008)

STOSY90 TM1 n, p,α, (A,Z), Y 1.65 14.6 0.18 y Ishizuka et al. (2008)

STOSY90π TM1 n, p,α, (A,Z), Y,π 1.67 13.7 0.19 y Ishizuka et al. (2008)

STOSπ TM1 n, p,α, (A,Z),π 2.06 13.6 0.26 n Nakazato et al. (2008)

STOSQ209nπ TM1 n, p,α, (A,Z), π, q 1.85 13.6 0.21 n Nakazato et al. (2008)

STOSQ162n TM1 n, p,α, (A,Z), q 1.54 n Nakazato et al. (2013)

STOSQ184n TM1 n, p,α, (A,Z), q 1.36 —b n Nakazato et al. (2013)

STOSQ209n TM1 n, p,α, (A,Z), q 1.81 14.4 0.20 n Nakazato et al. (2008, 2013)

STOSQ139s TM1 n, p,α, (A,Z), q 2.08 12.6 0.26 y Sagert et al. (2012a); Fischer et al. (2014b)

STOSQ145s TM1 n, p,α, (A,Z), q 2.01 13.0 0.25 y Sagert et al. (2012a)

STOSQ155s TM1 n, p,α, (A,Z), q 1.70 9.93 0.25 y Fischer et al. (2011)

STOSQ162s TM1 n, p,α, (A,Z), q 1.57 8.94 0.26 y Sagert et al. (2009)

STOSQ165s TM1 n, p,α, (A,Z), q 1.51 8.86 0.25 y Sagert et al. (2009)

aValues taken from Marek and Janka (2009).
bMmax below 1.4 M⊙.

It assumes the same degrees of freedom as the LS EoS:
neutrons, protons and α-particles as well as one heavy
nucleus in the SNA. For nucleons a RMF model with
nonlinear meson self-interactions is used with the param-
eterization TM1 (Sugahara and Toki, 1994). α-particles
are again described as an ideal Maxwell-Boltzmann gas
with excluded-volume corrections. Excited states of α-

particles are neglected. The properties of the represen-
tative heavy nucleus are obtained from Wigner-Seitz cell
calculations within the Thomas-Fermi approximation for
parameterized density distributions of nucleons and α-
particles. The translational energy and entropy contri-
bution of heavy nuclei is not taken into account.

Oertel et al. (2016)
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TABLE IV Nuclear matter properties of the parameteriza-
tions for the nuclear interaction used in the general pur-
pose EoS of Table III. Listed are the saturation density nsat,
binding energy Bsat, incompressibility K, skewness coefficient
Q = −K′, symmetry energy J , and symmetry energy slope
coefficient L at saturation density at zero temperature

.

Nuclear nsat Bsat K Q J L

Interaction (fm−3) (MeV) (MeV) (MeV) (MeV) (MeV)

SKa 0.155 16.0 263 -300 32.9 74.6

LS180 0.155 16.0 180 -451 28.6a 73.8

LS220 0.155 16.0 220 -411 28.6a 73.8

LS375 0.155 16.0 375 176 28.6a 73.8

TM1 0.145 16.3 281 -285 36.9 110.8

TMA 0.147 16.0 318 -572 30.7 90.1

NL3 0.148 16.2 272 203 37.3 118.2

FSUgold 0.148 16.3 230 -524 32.6 60.5

FSUgold2.1 0.148 16.3 230 -524 32.6 60.5

IUFSU 0.155 16.4 231 -290 31.3 47.2

DD2 0.149 16.0 243 169 31.7 55.0

SFHo 0.158 16.2 245 -468 31.6 47.1

SFHx 0.160 16.2 239 -457 28.7 23.2

aThe value for the symmetry energy J given here is different from
the value of 29.3 MeV in Lattimer and Swesty (1991). They com-
puted J as the energy difference between neutron and nuclear mat-
ter whereas we are calculating J as the second derivative with re-
spect to Yq for symmetric matter at nsat, see also Steiner et al.

(2013a).

Zhang and Shen (2014) investigated the accuracy of
the parameterized density distributions of STOS in com-
parison with fully self-consistent Thomas-Fermi calcula-
tions. The authors concluded that overall there are only
small differences. In detail it was found that the free en-
ergies of the original STOS EoS are slightly too low com-
pared to the self-consistent solutions. This and other
differences were related to a too small value of the co-
efficient of the (surface) gradient energy of the density
distribution used in STOS for the description of nuclei,
which is not consistent with the employed TM1 inter-
action. In addition, Zhang and Shen (2014) studied the
effect of a possible bubble phase for the transition to uni-
form nuclear matter and found that the transition can be
shifted to slightly higher densities.

d. FYSS The EoS of Furusawa et al. (2011, 2013b) can
be seen as an extension of the STOS EoS at subsat-
uration densities. The same RMF parameterization
TM1 is employed for the nuclear interaction as in the
STOS EoS. A distribution of various light nuclei and
heavy nuclei up to Z ∼ 1000 is included. Heavy nu-
clei are not described by the Thomas-Fermi approxi-
mation as in STOS but by a liquid-drop type formula-

tion with temperature-dependent bulk energies. Shell ef-
fects are incorporated by extracting the difference of the
liquid-drop binding energies compared to experimental
(Audi et al., 2003) and theoretical values (Koura et al.,
2005). A phenomenological density-dependence of the
shell effects is introduced, assuming that these vanish at
nsat. For light nuclei, it incorporates the Pauli-blocking
shifts of Typel et al. (2010). Furthermore, light nuclei
receive self-energy shifts originating from the mesonic
mean-fields. As an additional phenomenological inter-
action, excluded-volume effects are applied for nucleons,
light nuclei and heavy nuclei. In addition to standard
spherical nuclei, also a bubble phase with low-density
holes in matter of higher density is considered. The FYSS
EoS has been used to explore the effect of light nuclei in
CCSN simulations (Furusawa et al., 2013a).

e. HS The basic model of the HS EoS
(Hempel and Schaffner-Bielich, 2010) belongs to the
class of extended NSE models and describes matter as a
“chemical” mixture of nuclei and unbound nucleons in
NSE. Nuclei are treated as classical Maxwell-Boltzmann
particles, nucleons with RMF models employing different
parameterizations. Several thousands of nuclei are con-
sidered, including light ones. Binding energies are either
taken from experimental measurements (Audi et al.,
2003) or from various theoretical nuclear structure
calculations (Möller et al., 1995; Lalazissis et al., 1999;
Geng et al., 2005). The latter are chosen such that they
were calculated for the same RMF parameterization as
the one applied to nucleons if available, otherwise the
data from Möller et al. (1995) are used. The following
medium modifications are incorporated for nuclei:
screening of the Coulomb energies by the surrounding
gas of electrons in Wigner-Seitz approximation, excited
states in the form of an internal partition function using
the level density of Fái and Randrup (1982), which is
adapted from the NSE model of Ishizuka et al. (2003),
and excluded-volume effects. Note that further explicit
medium modifications of nuclei are not considered in HS.
Since the description of heavy nuclei is based on experi-
mental nuclear masses, the HS EoS includes the correct
shell effects of nuclei in vacuum. On the other hand,
the use of nuclear mass tables limits the maximum mass
and charge numbers of nuclei, see Buyukcizmeci et al.
(2013).
The first version (Hempel and Schaffner-Bielich, 2010)

used the RMF parameterization TMA (Toki et al.,
1995). A few aspects of the model have been changed
in the later versions (Hempel et al., 2012), namely a
cut-off for the highest excitation energy of nuclei is
introduced, experimental nucleon masses are used, and
only nuclei left of the neutron dripline are considered.
At present, EoS tables are available for the following
RMF parameterizations: TM1 (Sugahara and Toki,
1994; Hempel et al., 2012), TMA (Toki et al., 1995;
Hempel and Schaffner-Bielich, 2010; Hempel et al.,

Oertel et al. (2016)

[Fischer, Hempel, Sagert, Suwa, Schaffner-Bielich, 
EPJA, 50, 46 (2014)]
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LS180 and LS375 succeed the explosion 
HShen (TM1) EOS fails

maximum

minimum

average

[Suwa, Takiwaki, Kotake, Fischer, Liebendörfer, Sato, ApJ, 764, 99 (2013)]; 15M⊙
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Figure 4
Two-dimensional supernova (SN) simulations (A. Marek & H.T. Janka, manuscript in preparation) of an
11.2-M ⊙ star (22) for three different nuclear equations of state (EoSs). (a–c) Cross-sectional entropy
distributions for (a) the Lattimer & Swesty (126) EoS at 412 ms after bounce, (b) the Shen et al. (127) EoS at
586 ms after bounce), and (c) the Hillebrandt et al. (121) EoS at 500 ms after bounce. The last is the stiffest
EoS of the set. It leads to the slowest contraction of the proto–neutron star (d ) and, because of weaker
neutrino heating and less vigorous hydrodynamic mass motions, does not yield an explosion within the
simulated time, as is visible in the evolution of the average shock radius (e).
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FIG. 1: (a) Shock radii as functions of time. The color-shaded
regions show the ranges of the shock radii, red for the LS
EOS and blue for the FS EOS. The solid lines are the angle-
average values. For comparison, the corresponding results in
spherical symmetry are displayed with dashed lines. (b) Time
evolutions of the angle-integrated luminosities (L, solid lines)
and the angle-averaged mean energies (Em, dashed lines) for
different species of neutrinos. Both of them are measured
at r = 500km. (c) The ratio of the advection to heating
timescales (Tadv/Theat, with solid lines) and the χ parameter
(dashed lines). The dotted black line represents Tadv/Theat =
1 and χ = 3 for reference.

ply the so-called discrete-ordinate method to the Boltz-
mann equations for neutrino transport, taking fully into
account special relativistic effects. In fact, it has already
incorporated general relativistic capabilities as well, a
part of which is utilized to track the proper motion
of proto neutron star (PNS) [34]. The hydrodynamics
and self-gravity are still Newtonian: the so-called central
scheme of second-order accuracy in both space and time
is employed for the former and the Poisson equation is
solved for the latter.
We adopt spherical coordinates (r, θ) covering 0 ≤ r ≤

5000km and 0◦ ≤ θ ≤ 180◦ in the meridian section. We
deploy 384(r) × 128(θ) grid points. Momentum space
is also discretized with 20 energy mesh points covering
0 ≤ ε ≤ 300MeV and 10(θ̄) × 6(φ̄) angular grid points
over the entire solid angle. The polar and azimuthal an-
gles (θ̄, φ̄) are measured from the radial direction. Three
neutrino species are distinguished: electron-type neutri-
nos νe, electron-type anti-neutrinos ν̄e and all the others
collectively denoted by νx.
We pick up a non-rotating progenitor model of 11.2

M⊙ from [35]. We employ two nuclear EOS’s: Lat-

LS - entropy

16
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8

4
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500 km

LS - |V|

FS - entropy

FS - |V|

3

x 109 (cm/s)

2

1

0

FIG. 2: Snapshots of entropy per baryon (upper) and fluid-
speed (lower) at t = 200ms. Left and right panels are for the
LS- and FS EOS, respectively.

timer & Swesty’s EOS with the incompressibility of K =
220MeV [36] and Furusawa’s EOS derived from H.Shen’s
relativistic mean-field EOS with the TM1 parameter
set [37, 38]; the former is softer than the latter. In the fol-
lowing, they are referred to as the ”LS” and ”FS” EOS’s,
respectively. Neutrino-matter interactions are based on
those given by [39], but we have implemented the up-
to-date electron capture rates for heavy nuclei [40–42]
and incorporated the non-isoenergetic scatterings on elec-
trons and positrons as well as the bremsstrahlung in nu-
cleon collisions. We refer readers to [32–34] for more
details of our code.
We start the simulations in spherically symmetry and

switch them to axisymmetric computations at ∼ 1ms af-
ter core bounce when a negative entropy gradient starts
to develop behind the shock wave and convection is ex-
pected to start. We seed perturbations of 0.1% to radial
velocities inside the radius of r = 50km. Each model is
run up to t = 300ms after bounce.
Dynamics.— We find an explosion when using the LS
EOS. This is the first ever successful shock revival ob-
tained in a multi-D simulation at this level of elabora-
tion in neutrino transport. As displayed in Fig. 1(a), the
shock wave produced at core bounce expands rather grad-
ually with time for the LS EOS and its maximum radius
reaches ∼ 700km at t = 300ms. Note that the explosion
is globally asymmetric as shown in Fig. 2. The pend-
ing explosion is apparent from the fact that the shock is
still expanding at the end of the simulation and a stan-
dard diagnostic also indicates a favorable condition for
explosion: the advection timescale (Tadv = Mg/Ṁ with
Mg and Ṁ denoting the mass in the gain region and the
mass accretion rate, respectively) is much longer than the

Nagakura et al. (2017); MZAMS=11.2M⊙

Softer EOS (i.e. smaller Mmax) is better for the explosion
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Progenitor: 11.2 M⊙ (Woosley+ 2002)

Successful explosion! (but still weak with Eexp~1050 erg) 

The mass of NS is ~1.3 M⊙

The simulation was continued in 1D to follow the PNS cooling phase up to ~70 s p.b.

ejecta

NS
NS mass 
~1.3 M�

[Suwa, Takiwaki, Kotake, Fischer, Liebendörfer, Sato, ApJ, 764, 99 (2013); Suwa, PASJ, 66, L1 (2014)]

shock
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ν

[Suwa, PASJ, 66, L1 (2014)]

(C)NASA

L1-4 Publications of the Astronomical Society of Japan, (2014), Vol. 66, No. 2

Fig. 2. Time evolution of the density (left top), the temperature (left bottom), the entropy (right top), and the electron fraction (right bottom). The
density and the temperature are given as functions of the radius and the entropy and the electron fraction are functions of the mass coordinate. The
corresponding times measured from the bounce are 10 ms (red solid line), 1 s (green dashed line), 10 s (blue dotted line), 30 s (brown dot-dashed
line), and 67 s (grey dot-dot-dashed line), respectively. (Color online)

Fig. 3. The time evolution in the ρ–T plane. The color and type of lines
are as in figure 2. Three thin solid black lines indicate the critical lines
for crust formation. See text for details. (Color online)

where Z is the typical proton number of the compo-
nent of the lattice, e is the elementary charge, " is
a dimensionless factor describing the ratio between the
thermal and Coulomb energies of the lattice at the melting
point, kB is the Boltzmann constant, xa is the mass fraction
of heavy nuclei, and mu is the atomic mass unit, respectively.
The critical lines are drawn using parameters of " = 175
(see, e.g., Chamel & Haensel 2008), Ye = 0.1, and xa = 0.3.
As for the proton number, we employ Z = 26, 50, and 70
from bottom to top. Although the output for the typical
proton number by the equation of state is between ∼ 30 and
35, there is an objection that the average proton number
varies if we use the NSE composition. Furusawa et al.
(2011) represented the mass fraction distribution in the
neutron number and proton number plane and implied that
even larger (higher proton number) nuclei can be formed

in the thermodynamic quantities considered here. There-
fore, we here parametrize the proton number and show the
different critical lines depending on the typical species of
nuclei. In addition, there are several improved studies con-
cerning " that suggest the larger value (e.g., Horowitz et al.
2007), which leads to a lower critical temperature corre-
sponding to later crust formation, although the value is still
under debate.

The critical lines imply that the lattice structure is formed
at the point with the density of ∼ 1013−14 g cm−3 and at the
post-bounce time of ∼ 70 s. Of course these values (espe-
cially the formation time) strongly depend on the parame-
ters employed, but the general trend would not change very
much even if we included more sophisticated parameters.

4 Summary and discussion
In this letter, we performed a very long-term simulation of
the supernova explosion for an 11.2 M⊙ star. This is the
first simulation of an iron core starting from core collapse
and finishing in the PNS cooling phase. We focused on the
PNS cooling phase by continuing the neutrino-radiation-
hydrodynamic simulation up to ∼ 70 s from the onset of
core collapse. By comparing the thermal energy and the
Coulomb energy of the lattice, we finally found that the
temperature decreases to ∼ 3 × 1010 K with the density
ρ ∼ 1014 g cm−3, which almost satisfies the critical condi-
tion for the formation of the lattice structure. Even though
there are still several uncertainties for this criterion, this
study could give us useful information about the crust for-
mation of a NS. We found that the crust formation would
start from the point with ρ ≈ 1013−14 g cm−3 and that it pre-
cedes from inside to outside, because the Coulomb energy
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Crust formation time should depend on EOS (especially 
symmetry energy?) 

We may observe crust formation via neutrino luminosity 
evolution of a SN in our galaxy 
Cross section of neutrino scattering by heavier nuclei or nuclear 
pasta is much larger than that of neutrons and protons 
Neutrino luminosity may be significantly changed when a NS has 
heavier nuclei! 

Magnetar (large B-field NS) formation 
competitive process between crust formation and magnetic field 
escape from NS 

From SN to NS: Implications
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Neutrino probe of nuclear physics
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assumed between neutrino flavors and the spectral tem-
peratures are calculated from the average radius of neu-
trino decoupling in the PNS. The neutrino luminosities and
average energies for two models are included as
Supplemental Material [29].

Both the GM3 and IU-FSU EoSs show enhanced lumi-
nosities at early times relative to the models not including
convection. There is only a small difference between the
two equations of state at low (subnuclear) density, so
differences prior to 1 s are small. The neutrino count rate
is increased by about 30% relative to the models that do not
include convection. This is reasonably consistent with the
early time enhancement seen in multidimensional models
[15]. After a second, the count rates between the two EoSs
begin to diverge. The most obvious feature in the count rate
for GM3 appears at!3 s, which is coincident with the end
of convection in the mantle. For the IU-FSU EoS, the break
is also at the time at which mantle convection ends
(! 10 s), although it is hard to distinguish from the point
at which the PNS becomes optically thin. As was argued
previously, the position of this break reflects the density
dependence of the nuclear symmetry energy at nB > n0
and therefore provides a direct observable of the properties
of nuclear matter in the PNS neutrino signal. Although
core convection does not seem to affect the break, it may
impact the subsequent cooling time scale.

In the inset in Fig. 3, integrated neutrino counts over two
time windows are shown for a number of PNS masses.
There is a clear separation between the two EoSs indepen-
dent of mass. The time of the convective break creates this
separation. This illustrates that this diagnostic of the sym-
metry energy does not require an accurate determination of
the PNS mass.
The inclusion of nucleon correlations through the RPA

begins to significantly affect the neutrino emission after
about 3 s. Initially, the luminosities are increased as energy
and lepton number are able to more rapidly diffuse out of
the core, but at later times the neutrino signal is signifi-
cantly reduced and drops below the detectable threshold at
an earlier time.
In summary, using a self-consistent model for the PNS

core physics, we find that the late time neutrino signal from
a core-collapse supernova is likely to contain a direct
diagnostic of the nuclear symmetry energy at high density.
With current neutrino detectors, these effects should be
readily discernible in the neutrino light curve of a single
nearby supernova.
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FIG. 3 (color). Count rates as a function of time for a number
of 1:6M" PNS models with and without convection. The black
line is for neutrino opacities calculated in the mean field ap-
proximation, while all the other lines are for models that use
RPA opacities with g0 ¼ 0:6. The inset plot shows the integrated
number of counts from 0.1 to 1 s divided by the total number of
counts for t > 0:1 s on the horizontal axis, and the number of
counts for t > 3 s on divided by the total number of counts for
t > 0:1 s. The stars correspond to the IU-FSU EoS and the
circles to the GM3 EoS. Symbol sizes correspond to various
neutron star rest masses ranging from 1:2M" to 2:1M". Colors
correspond to different values of the Migdal parameter, g0.
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Alternatively, we consider equations of state that in-
clude “spherical pasta” phases. Here, neutrino pasta
scattering is modeled as neutrino nucleus elastic scat-
tering from exotic neutron rich heavy nuclei that are as-
sumed nearly spherical in shape but have strong Coulomb
correlations between nuclei such that the e↵ective static
structure factor is [25],

S

n

(q) ⇡ NS

ion

(q)F (q)2 . (4)

Here N is the neutron number of the heavy nucleus, F (q)
is the nuclear elastic form factor and S

ion

(q) is the static
structure factor for charged ions [47]. This describes the
correlations between nuclei at long wavelengths. These
exotic heavy nuclei are expected to be present for PNS
cooling conditions ⇡ 3 or more seconds after stellar core
collapse, see below. For the HS(DD2) equation of state
[48], and using H. Shen’s nuclear composition [49], we
find that neutrino scattering from these exotic heavy nu-
clei, calculated as in ref. [50], can increase the neutral
current scattering opacity by up to a factor of ⇠ ⇡ 5 to
10. This enhancement is consistent with our estimate
from MD simulations.

To determine the range of densities n

b

and tempera-
tures T where pasta may be present, we have performed
fully quantum calculations using the NRAPR Skyrme
functional [51]. These calculations are described in Ref.
[52, 53]. At Y

p

= 0.3, we find pasta phases for n
b

= 0.03
to 0.11 fm�3 and up to a maximum T = 11 MeV. This re-
gion slightly decreases with decreasing Y

p

. For Y
p

= 0.1,
pasta is present for n

b

= 0.04 to 0.09 fm�3 and up to
T = 7 MeV. At lower densities, large spherical nuclei
will likely be present that will also increase the scatter-
ing. Therefore, the region with an enhanced neutrino
opacity (compared to free nucleons) probably extends to
somewhat lower densities. This is shown in Fig. 1 a) and
Fig. 2 where the n

b

= 0.01 fm�3 MD simulation actually
involves nucleons clustered into isolated nuclei.

We explore two phases of core collapse SN where pasta
may impact the thermodynamics and neutrino emission.
Pasta is included parametrically by enhancing the neu-
trino scattering opacity in regions where we expect the
pasta to be present. This region is defined by f

pasta

=
h(n

b

/n

min

� 1, 0.3)h(1� n

b

/n

max

, 0.1)h(1� T/T

crit

, 0.1),
where h(x, y) = 1/2 + 1/2 tanh(x/y). The scattering
opacity is then corrected to be 

s

= 

s,0

(1 + ⇠f

pasta

),
where 

s,0

is the scattering opacity in the absence of
pasta. Based on the results of our pasta calculations,
we choose n

min

= 0.01 fm�3, n

max

= 0.1 fm�3, and
T

crit

= 10MeV. We expect that changing these parame-
ters will impact the details of how pasta impacts our sim-
ulations, but these su�ce for exploratory calculations.

The first presence of pasta occurs late in the collapse
phase, ⇠ 1ms prior to core bounce (when nuclear density
is reached). We explore this phase with one-dimensional
collapse simulations using GR1D [54]. The pasta is lo-
cated well inside the electron neutrino decoupling radius

FIG. 3: (Color on line) Neutrino luminosity a) (top), mean
neutrino energy b) (middle), and approximate number of
Super-Kamiokande counts at 10 kpc c) (bottom) versus time
since core bounce. Shown is the baseline simulation with no
opacity enhancement (⇠ = 0, black), and one simulation using
⇠ = 5 (red). The counts are shown for logarithmically spaced
time bins and the error bars are Poissonian. The presence of
pasta enhances the neutrino luminosity in all flavors at late
times and also increases the average energies of all flavors of
neutrinos. These two e↵ects combine to significantly increase
the count rate at late times for models including pasta.

and since these neutrinos make up the bulk of the neu-
trino energy density at this time, we see no dynamic or
thermodynamic e↵ect of the presence of pasta. However,
there is a perceptible, yet very small impact on the ⌫

x

signal at this time. The decoupling density for ⌫
x

, for a
very brief time, reaches upwards of ⇠ 8 ⇥ 1012 g cm�3.
With the presence of pasta, we see a suppression in the
⌫

x

luminosities of ⇠ 3 � 4 times, in the millisecond pre-
ceding bounce. Since the ⌫

x

luminosity at this point is
only ⇠ 1049 erg s�1 and the average neutrino energy is
low, we do not expect this e↵ect to be observable with
current or even next generation detectors.

Although the impact of pasta on the infall phase neu-
trino emission is very small, it may significantly alter the
late time neutrino cooling signal when pasta forms in the
atmosphere of the PNS. Using a variant of the spheri-
cally symmetric radiation hydrodynamics code described
in [55], we evolve a 15M� progenitor [56] from core col-
lapse through the accretion phase. Once the shock has
passed a baryonic mass coordinate of 1.5M�, we excise
the outer layers of the star and evolve only the PNS over
100 s. Convection is included as in [16] through a mixing

Robertz+ (2012); symmetry energy and convection Horowitz+ (2016); pasta formation
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Summary

1. Supernova simulations are exploding! 

2. Nuclear equation of state is an important ingredient which can 
change explodability. Softer seems better.  

3. Neutrino transfer is essential, but still needs lot of works to 
obtain solution. 7D solutions are reachable in the next decade.  

4. Consistent modeling from iron cores to (cold) neutron stars is 
doable now. Neutrino observations by Super-K and Hyper-K will 
tell us nuclear physics aspects as well as astrophysics.
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