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2 Maryam Modjaz: Stellar Forensics with the SN-GRB Connection

Fig. 1 Mapping between different types of core-collapse SNe (left) and their corresponding progenitor stars (right). Left: Representa-
tive observed spectra of different types of SNe. Broad-lined SN Ic are the only type of SNe seen in conjunction with GRBs. Not shown
are some of the other H-rich SN members (SNe IIn and very luminous SNe). Right: Schematic drawing of massive (≥ 8−10M!) stars
before explosion, with different amounts of intact outer layers, showing the ”onion-structure” of different layers of elements that result
from successive stages of nuclear fusion during the massive stars’ lifetimes (except for H). The envelope sizes are not drawn to scale; in
particular, the outermost Hydrogen envelope at the top can be up to 100−1000 times larger than shown. Furthermore, many real massive
stars rotate rapidly and are therefore oblate, as well as show much less chemical stratification due to convection and overshoot mixing
(e.g., see review by Woosley et al. 2002) than is drawn here. The bottom star constitute the most stripped (or ”naked”) star, with a typical
size of ∼ R!, whose demise produces a SN Ic and sometimes, a SN Ic-bl and even more rarely, a SN Ic-bl accompanied by GRBs. One
of the outstanding questions in the field is the dominant mechanism with which the outer H and He layers got removed. This figure can
be downloaded at http://www.astro.columbia.edu/ mmodjaz/research.html

Various progenitor channels have been proposed for
stripped SNe and GRBs: either single massive Wolf-Rayet
(WR) stars with main-sequence (MS) masses of >∼ 30 M!
that have experienced mass loss during the MS and WR
stages (e.g., Woosley et al. 1993), or binaries from lower-
mass He stars that have been stripped of their outer en-
velopes through interaction (Podsiadlowski et al. 2004;
Fryer et al. 2007, and references therein), possibly given rise
to run-away stars as GRB progenitors (e.g., Cantiello et al.
2007; Eldridge et al. 2011). For long GRBs, the main mod-
els for a central engine that is powering the GRB include
the popular collapsar model (Woosley 1993; MacFadyen &
Woosley 1999) and the magnetar model (e.g., Usov 1992,
for a good summary see Metzger et al. 2010), while rapid
rotation of the pre-explosion stellar core appears to be a nec-
essary ingredient for both scenarios.

Attempts to directly identify SN Ib/c progenitors in pre-
explosion images obtainedwith theHubble Space Telescope
or ground-based telescopes have not yet been successful
(e.g., Gal-Yam et al. 2005;Maund et al. 2005; Smartt 2009),
and do not conclusively distinguish between the two sug-
gested progenitor scenarios. However, the progenitor non-
detections of 10 SNe Ib/c strongly indicate that the single
massive WR progenitor channel (as we observe in the Local
Group) cannot be the only progenitor channel for stripped
SNe (Smartt 2009). Similar pre-explosion imaging tech-
nique is not possible for GRB progenitors given the large
distances at which they are observed.

Thus, in order to fully exploit the potential and power
of SNe and GRBs, we have to first figure out their stellar
progenitors and the explosions conditions that lead to the
various kinds of stellar death in a massive star, in form of a
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56Ni

Z=28, N=28, A=56 → Ye=0.5 
56Ni is mainly produced in supernova (SN) ejecta 
56Ni is produced if Nuclear Statistical Equilibrium (NSE) is achieved, typically 
T>5x109 K 

Enough amount of 56Ni needs to be produced to explain SN LC brightness
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Fig. 1.—Mass fractions of nuclei in NSE as a function of electron fraction
for a constant density g cm ( ) and relatively7 !3 30 !3r p 10 n p 6.0 # 10 cmB

high temperature . Shown are all nuclei with mass fractions9T p 9.0 # 10 K
larger than . The mass fractions exhibit large degree of (in the case of!210
nucleons complementary) symmetry across .Y p 0.5e

Fig. 2.—Mass fractions of nuclei in NSE as a function of electron fraction
for a constant density g cm ( ) and temperature7 !3 30 !3r p 10 n p 6.0 # 10 cmB

. Shown are some abundant nuclei with mass fractions larger9T p 6.5 # 10 K
than . The symmetry across is already broken.!510 Y p 0.5e

Fig. 3.—Mass fractions of nuclei in NSE as a function of electron fraction
for a constant density g cm ( ) and temperature7 !3 30 !3r p 10 n p 6.0 # 10 cmB

. Shown are some abundant nuclei with mass fractions larger9T p 3.5 # 10 K
than . The mass fractions on either side of exhibit qualitatively!510 Y p 0.5e

very different behavior.

3. RESULTS

The results presented here are all for a baryonic mass density
of g cm , which corresponds to a baryon number7 !3r p 10
density of . At high temperature (30 !3n ≈ 6.0 # 10 cm T pB 9

) the NSE mass fractions are dominated by free nucleons9.0
and . The mass fraction is symmetric across the line4 4He He

, and the mass fractions of free protons and neutronsY p 0.5e

are symmetric in a complementary sense—free protons are
more abundant for and free neutrons are more abundantY 1 0.5e

for (see Fig. 1).Y ! 0.5e

At somewhat lower temperature ( ), the symmetryT p 6.59

of the NSE mass fractions across the line of self-conjugacy is
broken and only qualitatively discernible. For , freeDY 1 0e

neutrons are less abundant for than are freeY p 0.5 ! DYe e

protons for (see Fig. 2). Furthermore, the massY p 0.5 " DYe e

fraction of is not symmetric anymore and the abundance4He
peaks of the Fe-peak nuclei are wider on the proton-rich side.

At even lower temperature ( ), the qualitative fea-T p 3.59

tures of the mass fractions of nuclei in NSE as a function of
at fixed density and temperature change dramatically in theYe

transition from the neutron-rich to the proton-rich side. For
, the mass fraction landscape is composed of a sequenceY ! 0.5e

of overlapping abundance peaks (e.g., Clifford & Tayler 1965;
Hartmann et al. 1985; Nadyozhin & Yudin 2004). Fe-peak
nuclei with a proton-to-nucleon ratio equal or close to the pre-
scribed of the ensemble and a large binding energy perYe

nucleon, , are the most abundant nuclei. For , theq/A Y 1 0.5e

picture changes abruptly (see Fig. 3). The mass fraction dis-
tributions of the Fe-peak nuclei are no longer peaked, but rather
either slowly rising or falling. remains the most abundant56 Ni
nuclear species by mass all the way out past . TheY p 0.6e

mass fraction of free protons continues to rise. shows a52 Fe
similar trend like , albeit at a smaller abundance level.56 Ni
There is only a slow rise in the mass fractions of proton-rich
Fe-peak nuclei for increasing ; the abundance peaks for theYe

Fe-peak nuclei with a proton-to-nucleon ratio equal to thatYe

are so prominent on the neutron-rich side are absent.10

10 Various animations of NSE in proton-rich environments may be down-
loaded from http://cococubed.asu.edu/code_pages/nse.shtml.

4. DISCUSSION

In NSE, the Helmholtz free energy isF p (U ! Q) ! TS
minimized with respect to the nuclide mass fractions (e.g.,
Nadyozhin & Yudin 2005). Before we discuss and compare
the terms that make up for different choices of compositions,F
it is instructive to review the dependence of on the numberq/A
of nucleons along an isotopic chain, the attributes of which
ultimately are responsible for the lack of symmetry.

4.1. The Nuclear Binding Energy

The ratio on the proton-rich side for the Ni isotopicq/A
chain decreases rapidly toward proton drip, whereas it gently
increases to a maximum at before slowly fallingA p 62max

off toward neutron drip (see Fig. 4). Other isotopic chains, such
as the one for Fe, look qualitatively very similar. The shape
of the -curve can be qualitatively understood by consideringq/A
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Explosion energy - MNi correlation 

Eexp-MNi correlation for SN-II 
Fit multi-band LC w/ approximate model 
provides MNi 

MNi distribution: 
between 0.005M⨀ and 0.280M⨀ 

median of 0.031M⨀ 

mean of 0.046M⨀ 

NB: error is large for SN-II, since the 
initial thermal energy contributes the 
brightness in early LC 

Nearby SNe has similar MNi of 
~0.07M⨀: 1987A (51kpc), 1993J 
(3.6Mpc), 1994I (8Mpc)
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6 MÜLLER, PRIETO, PEJCHA & CLOCCHIATTI

Table 4
Table of results for derived parameters

Litvinova & Nadezhin (1985) Popov (1993)
Supernova log(Eexp/1050ergs) log(Menv/M!) log(R/R!) log(Eexp/1050ergs) log(Menv/M!) log(R/R!)

SN1992ba 0.98 ± 0.18 1.40± 0.06 2.48± 0.06 0.91± 0.21 1.21± 0.08 2.73± 0.07
SN2002gw 1.10 ± 0.10 1.44± 0.06 2.42± 0.05 1.08± 0.12 1.26± 0.08 2.64± 0.07
SN2003B 0.78 ± 0.20 1.21± 0.11 2.43± 0.11 0.63± 0.23 0.96± 0.14 2.71± 0.14
SN2003bn 1.03 ± 0.07 1.38± 0.03 2.38± 0.04 0.99± 0.09 1.20± 0.04 2.60± 0.06
SN2003E 1.12 ± 0.11 1.43± 0.06 2.41± 0.06 1.09± 0.14 1.26± 0.07 2.64± 0.08
SN2003ef 1.24 ± 0.09 1.42± 0.04 2.54± 0.07 1.19± 0.10 1.22± 0.05 2.81± 0.09
SN2003fb 1.08 ± 0.12 1.26± 0.06 2.26± 0.08 1.03± 0.14 1.06± 0.07 2.48± 0.09
SN2003hd 1.10 ± 0.07 1.29± 0.03 2.34± 0.05 1.05± 0.08 1.09± 0.05 2.57± 0.07
SN2003hn 0.83 ± 0.10 1.10± 0.04 2.38± 0.03 0.66± 0.12 0.83± 0.05 2.67± 0.04
SN2003ho 1.15 ± 0.08 1.30± 0.05 1.83± 0.05 1.26± 0.10 1.18± 0.06 1.90± 0.07
SN2003T 1.00 ± 0.07 1.30± 0.03 2.30± 0.03 0.95± 0.09 1.10± 0.04 2.52± 0.04
SN2009ib 0.83 ± 0.07 1.39± 0.02 2.52± 0.03 0.73± 0.08 1.20± 0.03 2.79± 0.04
SN2012ec 1.01 ± 0.04 1.25± 0.04 2.43± 0.04 0.90± 0.06 1.02± 0.05 2.70± 0.06
SN2013ab 1.16 ± 0.16 1.21± 0.06 2.56± 0.06 1.02± 0.20 0.94± 0.07 2.88± 0.08
SN2013ej 1.00 ± 0.10 1.28± 0.03 2.26± 0.03 0.95± 0.12 1.09± 0.04 2.47± 0.04
SN2013fs 0.97 ± 0.06 0.95± 0.03 2.58± 0.03 0.71± 0.08 0.59± 0.03 2.96± 0.04
SN2014G 1.15 ± 0.05 0.69± 0.06 2.54± 0.07 0.83± 0.08 0.26± 0.09 2.95± 0.10
ASASSN-14gm 1.20 ± 0.09 1.34± 0.03 2.42± 0.03 1.15± 0.11 1.14± 0.04 2.67± 0.04
ASASSN-14ha 0.63 ± 0.13 1.33± 0.04 2.50± 0.03 0.49± 0.16 1.12± 0.06 2.78± 0.04

Figure 3. Nickel mass, MNi, as a function of explosion energy, Eexp, for the joint sample with the scaling relations of Litvinova & Nadezhin (1985, left panel)
and Popov (1993, right panel). We can appreciate the correlation between MNi and Eexp, although it is not as evident as the one between Lpl and MNi from
Fig. 2. We show the best linear fit and the intrinsic width for both scaling relations.

MNi from KEPLER and P-HOTB are not independent. We
took this data set from the online model database associated
with this paper1.

In order to construct a theoretical distribution of MNi, we
started by assuming a Salpeter IMF with dN/dM ∝ M−2.35

for the massive star progenitors, a reasonable assumption in
this mass range (Bastian et al. 2010). Then, we randomly
selected 100,000 progenitor masses from a Salpeter IMF
between Mmin and Mmax, where Mmin was kept fixed at
9 M" (given by the minimum progenitor mass studied in
Sukhbold et al. 2016) and Mmax was initially set at 20 M"

to be consistent with the constraints from SN II progenitors
(e.g., Smartt 2015).

For each progenitor with a successful explosion (MNi > 0),
for which we assigned the nearest neighbor for masses be-
tween two values of their grid, we assigned two values of
MNi. One of the MNi values was obtained from KEPLER tab-

1 wwwmpa.mpa-garching.mpg.de/ccsnarchive/data/SEWBJ{_}2015/index.html

ulated results and the other was obtained using a random uni-
form distribution within the range of MNi given by P-HOTB
(see Figure 12 from Sukhbold et al. 2016). We also tried a lin-
ear interpolation. In this case, for progenitor masses between
two values within the grid, we assign MNi values by using
a linear interpolation between the MNi values associated to
the progenitor masses in the grid. Using the interpolation re-
sulted in similar distributions, so we do not show this results
in this work. We used the Z9.6 progenitor model calibration
(Crab-like) forM ≤ 12M", together with N20 and W18 pro-
genitor model calibrations (SN 1987A-like) for M > 12M",
because they characterize best the progenitor of SN 1987A
according to Sukhbold et al. (2016). It is worth noting that
the W18 model calibration produces a slightly higher fraction
of failed explosions than N20 (Figure 13 of their work).

In the upper panels of Figure 4 we show the comparison
of MNi distributions between the observational sample and
the theoretical distributions obtained from the KEPLER (left)

Müller+ (2017)
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models with a total mass Mej=1.4Me and constant density
and opacity. The inner layers of ejecta in these models are
composed of pure 56Ni, and so higher MNi corresponds to a
larger nickel core and less centrally concentrated heating. As
expected, Arnett’s rule works better for larger MNi and
becomes progressively worse for the more centrally concen-
trated low MNi models. This suggests that analyses of SNeIa
using Arnett’s rule may be systematically biased, with the
nickel mass of subluminous Ia’s being overestimated.

As another case study, we show in Figure 14 the observed
bolometric light curve of SN1987A, an SN II whose primary
peak is powered by radioactive 56Ni (Woosley 1988; Suntzeff
& Bouchet 1990). The late-time light-curve behavior gives a
constraint on the 56Ni mass to be MNi≈0.07Me. Arnett’s rule
predicts a MNi a factor of 2 too large, whereas using the new
relation Equation (19) with β=0.82 (appropriate for hydrogen
recombination Tion≈ 6000 K and a largely centrally located
Ni–Co heating source, as inferred from numerical simulations
(see Figure 11), gives MNi≈0.07Me, in agreement with the
late-time determination.

As another example, we show in Figure 15 the peak time–
luminosity relation for the SNe Ib/c models presented in
Dessart et al. (2016). As noted in their work, Arnett’s rule
seems to overestimate the 56Ni mass of their models. Using
Equation (19), we find that the models lie on a β=9/8
relation. Given that the models do not have much mixing, we
can assume centrally located heating and attribute any
deviation from β=4/3 to recombination effects. Interestingly,
a β=9/8 is in agreement with a recombination temperature of
Tion=4000 K, which is roughly that for a C- and O-rich
composition. On the other hand, helium has a much higher
recombination temperature and would imply a much smaller β;
this indicates that the 56Ni in the Dessart et al. (2016) models
are primarily diffusing out from the much denser carbon/
oxygen inner ejecta rather than the outer helium ejecta. This is
in agreement with the results in Piro & Morozova (2014), who
similarly showed that light-curve modeling is a better constraint
on the C/O core rather than the helium.

The above examples demonstrate that, in principle, the peak
time–luminosity relation may allow one to infer the composi-
tion of the ejecta solely from photometric observations.

Suppose we know from observations of the radioactive tail of
SN1987A that it is powered by 0.07Me of 56Ni, and we assume
the nickel to be largely centrally concentrated. From the peak
time and luminosity we can solve for β≈0.94. Since each
recombination temperature has its own unique value of β, we
can then infer Tion∼6000 K, suggesting a hydrogen-rich
composition.
If the composition, and hence recombination temperature, of

an observed supernova is constrained (e.g., from spectroscopic
observations), then the derived value of β may indicate the
spatial distribution of the heating source. For example, one can
assume to good approximation a constant opacity for SNe Ia.
Assuming central heating, this would point to a β=4/3, yet
SNe-Ia seem to obey Arnett’s rule fairly well, which
corresponds to a larger value of β if using Equation (19). This
is in agreement with the results presented in Figure 8, since we
expect Ia SNe to have a more uniform distribution of heating
and hence fall on a larger β.
The main result, Equation (19), is general enough to be

applied to an arbitrary heating source, e.g., central-engine
accretion, a magnetar, kilonovae, etc. Thus, for an observed
transient peak time/luminosity that might be powered by other
means than 56Ni, one must simply choose a different Lin(t)
(which need not be analytic). Next, by choosing an appropriate
β (e.g., 4/3 for constant opacity and a central source), one can
constrain the heating source parameters. Note that there still
remains a degeneracy in the heating source timescale ts and
energy Es. One is not able to break this degeneracy from the
peak time and luminosity alone. Such constraints require
additional information/observations or by putting physical
limits on allowed values.
Several physical effects were neglected in our analysis here

so as to isolate the basic behavior of supernova light curves.
The models presented assume spherical symmetry and adopt a
gray opacity. Asymmetries in the ejecta/heating as well as
nongray effects likely play a role in the overall shape of the
light curve, and on the inferred β in the new relation. Dessart
et al. (2018) show that clumping affects the recombination rate,
which would impact the inferred β. We also used a simple
parameterization for the spatial distribution of heating, which
was taken to be uniform out to some radius; more complicated
distributions (e.g., from accounting for gamma-ray deposition

Figure 14. Light curve of SN1987A (blue points) from Suntzeff & Bouchet
(1990), compared to input Ni+Co decay of MNi=0.07Me (solid black) and
0.13Me (dashed black). Also shown is Equation (19) for 0.07Me of Ni and
β=0.82 (red dashed).

Figure 15. Peak time–luminosity relation of Equation (19) compared to the Ibc
models of Dessart et al. (2016).

9
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Anderson (2019)

Anderson: CC SN 56Ni mass distributions
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Core-collapse supernova 56Ni masses

Fig. 1. Cumulative distributions of the 56Ni masses for the di↵erent CC SN types analysed in this study. (The SNe IcBL - that includes GRB-SNe
- do not complete their cumulative distribution in this figure given that a small number of events are estimated to have synthesised more than 1 M�
of 56Ni.)

SN distribution (N) Mean (M�) Standard deviation (M�) Median (M�) Max (M�) Min (M�)
SN II (115) 0.044 0.044 0.032 0.360 0.001

SE-SN (143) 0.293 0.295 0.184 2.400 0.030
SN IIb (27) 0.124 0.061 0.102 0.280 0.030
SN Ib (33) 0.199 0.146 0.163 0.920 0.030
SN Ic (48) 0.198 0.139 0.155 0.840 0.030

SN IcBL (32) 0.507 0.410 0.369 2.400 0.070
Table 1. CC SN 56Ni statistics. In the first column I list the SN distribution and the number of events within that distribution in brackets. Means,
standard deviations, and medians of the distributions are then presented in the second, third and fourth columns respectively. In the last two
columns I list the minimum and maximum value in each distribution (these latter values are those from the individual literature measurements,
while in Fig. 1 the mean values for each SN are plotted).

applicable to a significant fraction of CC SNe.
The general current consensus (although it is still debated) is

that a significant fraction - if not the vast majority - of SE-SNe
arise from binary systems where mass transfer is responsible
for removing the outer hydrogen (type IIb, Ib) and helium (Ic)
rich layers of the progenitors. In this hypothesis, the initial
progenitor masses of SNe II and SE-SNe are similar (although
those of SE-SNe are still probably higher on average). While
their pre-SN outer structures are distinct, their core-structures
should be somewhat indistinguishable (in most cases the core
will evolve independently of surface processes). Therefore it is
not clear how one could arrive at such distinct 56Ni masses (as
presented in this study) if the progenitors have similar initial
masses. If one postulates that SE-SNe actually have significantly
more massive progenitors (and evolve either as single stars

or in binary systems) then one may speculate that their cores
have more material at su�ciently high densities to produce
higher amounts of 56Ni during the explosion. However, this
is not actually predicted by neutrino-driven explosion models
(Ugliano et al. 2012; Pejcha & Thompson 2015; Sukhbold et al.
2016; Suwa et al. 2019): a 25 M� star does not necessarily
produce more 56Ni than an e.g. 15 M� star, and models do
not produce 56Ni masses in excess of 0.2 M�. In summary, if
literature 56Ni values are to be believed, then a) the progenitor
structures (and by inference the initial progenitor properties)
must be significantly more di↵erent between SNe II and SE-SNe
that currently believed, and b) progenitor structures and/or
explosion properties of SE-SNe must be distinct from those
predicted by stellar evolution and currently favoured explosion
models.

Article number, page 5 of 9
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2 Maryam Modjaz: Stellar Forensics with the SN-GRB Connection

Fig. 1 Mapping between different types of core-collapse SNe (left) and their corresponding progenitor stars (right). Left: Representa-
tive observed spectra of different types of SNe. Broad-lined SN Ic are the only type of SNe seen in conjunction with GRBs. Not shown
are some of the other H-rich SN members (SNe IIn and very luminous SNe). Right: Schematic drawing of massive (≥ 8−10M!) stars
before explosion, with different amounts of intact outer layers, showing the ”onion-structure” of different layers of elements that result
from successive stages of nuclear fusion during the massive stars’ lifetimes (except for H). The envelope sizes are not drawn to scale; in
particular, the outermost Hydrogen envelope at the top can be up to 100−1000 times larger than shown. Furthermore, many real massive
stars rotate rapidly and are therefore oblate, as well as show much less chemical stratification due to convection and overshoot mixing
(e.g., see review by Woosley et al. 2002) than is drawn here. The bottom star constitute the most stripped (or ”naked”) star, with a typical
size of ∼ R!, whose demise produces a SN Ic and sometimes, a SN Ic-bl and even more rarely, a SN Ic-bl accompanied by GRBs. One
of the outstanding questions in the field is the dominant mechanism with which the outer H and He layers got removed. This figure can
be downloaded at http://www.astro.columbia.edu/ mmodjaz/research.html

Various progenitor channels have been proposed for
stripped SNe and GRBs: either single massive Wolf-Rayet
(WR) stars with main-sequence (MS) masses of >∼ 30 M!
that have experienced mass loss during the MS and WR
stages (e.g., Woosley et al. 1993), or binaries from lower-
mass He stars that have been stripped of their outer en-
velopes through interaction (Podsiadlowski et al. 2004;
Fryer et al. 2007, and references therein), possibly given rise
to run-away stars as GRB progenitors (e.g., Cantiello et al.
2007; Eldridge et al. 2011). For long GRBs, the main mod-
els for a central engine that is powering the GRB include
the popular collapsar model (Woosley 1993; MacFadyen &
Woosley 1999) and the magnetar model (e.g., Usov 1992,
for a good summary see Metzger et al. 2010), while rapid
rotation of the pre-explosion stellar core appears to be a nec-
essary ingredient for both scenarios.

Attempts to directly identify SN Ib/c progenitors in pre-
explosion images obtainedwith theHubble Space Telescope
or ground-based telescopes have not yet been successful
(e.g., Gal-Yam et al. 2005;Maund et al. 2005; Smartt 2009),
and do not conclusively distinguish between the two sug-
gested progenitor scenarios. However, the progenitor non-
detections of 10 SNe Ib/c strongly indicate that the single
massive WR progenitor channel (as we observe in the Local
Group) cannot be the only progenitor channel for stripped
SNe (Smartt 2009). Similar pre-explosion imaging tech-
nique is not possible for GRB progenitors given the large
distances at which they are observed.

Thus, in order to fully exploit the potential and power
of SNe and GRBs, we have to first figure out their stellar
progenitors and the explosions conditions that lead to the
various kinds of stellar death in a massive star, in form of a

c© 2011 WILEY-VCH Verlag GmbH&Co. KGaA, Weinheim www.an-journal.org
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Meza & Andersons: SE-SN 56Ni masses

SE-SNe with high 56Ni masses arise from distinct explosion
mechanisms where radioactive decay is not the dominant
luminosity source (see later discussion).

Before discussing the implications of our findings, in the
next subsections we discuss possible systematics in 56Ni mass
estimations and how these may a↵ect our results.

Fig. 4. Cumulative distributions of SE-SN 56Ni masses derived through
the three methods outlined in the text compared to that of SNe II (An-
derson 2019).

Fig. 5. Comparison of the 56Ni masses as measured by Arnett’s rule and
the Khatami & Kasen prescription. The solid diagonal line shows the
one to one relation between the two methods and the dashed lines show
di↵erent percentual di↵erences between them.

4.1. Systematics

While each 56Ni mass estimation method described in Section
3.2 has its own caveats, all three are susceptible to uncertain-
ties in (1) the explosion epoch t0, (2) the bolometric correction
used to extrapolate the missing flux, and (3) the employed host
galaxy reddening values. Here, as outlined above, we do not use
any bolometric correction. However, we only include SE-SNe in

our sample that have data between B and H bands7, and this se-
lection criteria is applied consistently across the sample. While
this removes the uncertainty of calculating bolometric luminosi-
ties from only a few optical photometric points (as has been done
in previous works), it means that our estimated luminosities are
‘pseudo-bolometric’ and are lower limits to the true luminos-
ity at any epoch. These pseudo-bolometric luminosities there-
fore translate to lower limits to estimated 56Ni masses. However,
this is not a problem for the main aim of this work. This work
aims at testing whether there exist true di↵erences in 56Ni masses
between SE-SNe and SNe II and in the previous subsection we
conclude that indeed true, intrinsic di↵erences persist in that SE-
SNe produce more radioactive material than SNe II. Thus, our
decision to not correct for the missing flux outside the B and H

bands only reinforces our result: making full bolometric correc-
tions would produce higher SE-SN 56Ni masses and therefore
produce even more statistically significant 56Ni mass di↵erences
than we present.

4.1.1. Explosion epochs

The e↵ect of the uncertainty on the explosion epoch can be more
easily tested. In Fig. 6 we show the fractional di↵erence in the
56Ni mass, changing the explosion epoch and using Arnett’s rule,
for di↵erent intrinsic rise times. 56Ni masses are increased with
longer rise times. When changing the rise time ±7 days, the 56Ni
mass variation goes from ±20% for longer rise times of ⇠ 20
days, typical for a SN IIb, to ±60% for very short rise times of
⇠ 10 days, similar to SNe Ic.

Following the above, we test the dependence of our results
on the uncertainty of our employed explosion epochs using the
most extreme scenario possible: we redefine explosion epochs to
be just one day before the discovery epoch. This e↵ectively re-
duces the rise time to it’s minimal value and therefore pushes the
56Ni mass to it’s minimal value (through this systematic). Re-
calculating 56Ni masses using these extreme explosion epochs,
and again running a KS test on the SE-SN and SN II distribu-
tions, we find p-values of ⇠10% for Khatami & Kasen, while the
Tail and Arnett give 5% and 0.5%, respectively. Thus, while the
statistical significance of di↵erences in 56Ni mass between the
SN types is lessened (as of course expected), the di↵erence still
persists.

We emphasize that our extreme approach considers the very
unlikely possibility that the discovery epochs are within a day of
SN explosion. Therefore, we conclude that our results and con-
clusions are robust to explosion epoch uncertainties.

4.1.2. 56Ni mixing

The Khatami & Kasen (2019) 56Ni mass estimation method em-
ploys ‘�’ that paramterises the amount of 56Ni mixing in the
ejecta, which has a strong influence on the resulting 56Ni mass.
In Fig. 7 we show the fractional 56Ni mass variation as a func-
tion of � for SNe within di↵erent rise times. Suggested values
for typical progenitor structures and composition are also shown.
For rise times greater than 10 days, 56Ni masses increase by up
to a factor two higher when changing � from ⇠0.6 to ⇠2.0. As
� appears only in the form �tpeak, changing � is equivalent to
changing the rise time. As was shown in Khatami & Kasen an
increase in � mimics an increase of 56Ni mixing out through the
SN ejecta. Arnett’s rule has been shown to be more valid for

7 Regardless, our photometry should cover ⇡ 80% of the flux at the
epochs used in this work (Lyman et al. 2016).
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Table 3. Table of 56Ni Mass Statistics

Tail MNi (MØ) Arnett MNi (MØ) KK19 MNi (MØ)

SN Type Mean Median Std Mean Median Std Mean Median Std

IIb 0.06 0.06 0.02 0.13 0.13 0.04 0.07 0.07 0.02

Ib 0.11 0.06 0.11 0.20 0.11 0.19 0.12 0.08 0.1

Ic 0.20 0.10 0.22 0.26 0.16 0.22 0.15 0.11 0.11

Ic-BL 0.15 0.15 0.07 0.31 0.29 0.16 0.15 0.15 0.07

All 0.12 0.08 0.12 0.22 0.16 0.17 0.12 0.09 0.09

KK19 model (pink). (See 4.2 and 4.5 for Arnett and KK19
methods, respectively.) In order to account for the errors
in individual MNi measurements when plotting the CDFs,
we run 1000 MC trials in which we sample each MNi value
based on the distribution defined by its uncertainly and
construct a new CDF. These sampled CDFs are over-plotted
in Figure 3, forming hatched regions that represent the un-
certainties associated with the obtained CDFs.

In the second panel of Figure 3 we present the CDFs of
the tail MNi values for each SESN sub-types separately. We
conduct Kolmogorov-Smirnov (K-S) tests on the CDFs of
tail MNi estimates for each sub-type. A K-S test on the
CDF of Type Ic-BL and Ib/c SNe rejects the null hypothe-
sis that these SN types are drawn from the same groups of
explosions with a p-value = 0.02. In contrast, we find that
Type Ic and Ib SNe are likely to be drawn from the same
distributions with p-value = 0.24. Similarly, a K-S test on
Type IIb and Ib/c SNe supports the null hypothesis that
these samples originate from the same distribution with p-
value = 0.10. The p-value further increases to 0.45 when we
compare the CDF of Type IIb and Ib SNe.

Radioactive tail nickel masses have previously been esti-
mated for a number of SN in our sample, and results are
consistent. In particular, the tail MNi values reported in
the recent work of Meza & Anderson (2020) are lower limits
as they do not take the partial trapping of ∞-rays into ac-
count. Our tail MNi estimates provided in Table 2 are con-
sistent with these lower limits for SNe that are shared be-
tween both samples. Similarly, our MNi and T0 estimates
are consistent with (within the margin of error) those ob-
tained from the Katz Integral method (Sharon & Kushnir
2020) for 8 SESNe in common between the samples.

4.2. Comparison to Arnett Model

For comparison, we also measure MNi using Arnett’s rule,
described in § 2, which has been extensively employed in
the literature. For each SN in our sample, we fit for MNi in
Equation 4 assuming the tp and Lp values listed in Table 2.
Similar to the procedure of deriving tail MNi, we run 1000
MC trials to take into account the uncertainties in tp and Lp

when obtaining Arnett MNi values. Results for individual

SN are provided in Table 2, while basic statistics of both the
full Arnett distribution and SESN sub-types are reported in
3. The Arnett MNi values span 0.04 MØ to 0.67 MØ with a
mean value of 0.22 MØ. The third panel of Figure 3 displays
Arnett MNi CDFs for different SESN sub-types.

Figure 4 (top panel) presents a comparison between the
tail and Arnett MNi for our sample of SESNe. The re-
sults highlight the systematic discrepancy between the two
methods. The MNi values obtained from the radioactive tail
modeling are, on average, a factor of ª2 smaller than those
derived using Arnett’s rule. The dashed black line indicates
the equality condition between both models. Despite the
scatter in the severity of this discrepancy for different SNe,
the Arnett model consistently overestimates MNi for every
SESN in our sample. The overestimation of MNi by Arnett
model is also illustrated in Figure 3 (top panel), where the
CDF of the Arnett MNi distribution is below that of the tail
distribution with a relatively large margin.

The means and standard deviations of our Arnett-
derived MNi values for different SN types closely match the
values reported in Lyman et al. (2016), but our median val-
ues are lower than those of Prentice et al. (2016) for Type
Ib, Ic, and Ic-BL SNe by ª 0.04 MØ. This discrepancy is
primarily due to different approaches in deriving tp, which
is estimated in Prentice et al. (2016) by measuring the rise
time from the half-maximum luminosity to Lp (denoted by
t°1/2) and using a linear empirical correlation for translat-
ing t°1/2 to tp. We also note the Arnett MNi values of Meza &
Anderson (2020) are, on average, 50% lower than our Arnett
estimates. This difference can be traced to their anoma-
lously lower peak luminosities as discussed in § 3.5, above.

The inaccuracy of MNi values obtained from Arnett mod-
els has been also shown in several radiative-transfer nu-
merical simulations of SESNe. For example, Dessart et al.
(2015, 2016) found that the Arnett’s rule overestimated the
MNi of SESNe by 50% and attributed this discrepancy to
the fixed electron scattering opacity assumption of Arnett’s
models. Similarly, Sukhbold et al. (2016) pointed out that
Arnett’s rule does not hold for their simulations of Type
Ib/c SNe evolved from massive single star progenitors.
We note that the discrepancy we find between our Arnett
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Figure 5. Cumulative Distribution Functions of MNi for SESN vs.
H-rich Type II SNe. The green curve represents tail-based MNi
values for Type II SNe compiled Anderson (2019), while red, light
blue and orange curves represent three different distributions for
SESNe: the primarily Arnett-based MNi values compiled from the
literature by Anderson (2019), lower limits on tail MNi computed
by Meza & Anderson (2020), and the tail MNi values derived in
§ 4. The mean value of the tail-based MNi values found in this
work are a factor of ª3 higher than the distribution of Type II SNe.

ues of Anderson (2019) and the tail upper limits of Meza &
Anderson (2020), as expected.

Overall we find that our sample of SESNe have a mean
value (ª0.12 MØ; Table 3) which is a factor of ª3 larger
than that of H-rich Type II SNe (ª0.044 MØ). This is a fac-
tor of ª2 smaller than the initial discrepancy reported by
Anderson (2019) based on Arnett measurements. We con-
duct K-S tests to the MNi CDFs of H-rich Type II SNe (An-
derson 2019) and SESNe in this work. The test gives D-
value = 0.52 and p-value = 10°7, meaning that the CDFs
are inconsistent with being drawn from the same distribu-
tion. By excluding Type Ic-BL SNe from the test, we find
D-value = 0.49 and p-value = 5£10°5, which similarly con-
firms that Type IIb/Ib/c SNe and H-rich Type II SNe are in-
consistent with being drawn from the same distributions.

As in Meza & Anderson (2020) we find that a majority of
this discrepancy come from the lack of SESNe in our sam-
ple with low MNi values. The lowest tail MNi in our sam-
ple is 0.03 MØ, while an incredible ª48% of Type II SN
have MNi lower than this value. If we recompute the K-S
tests described above, but considering only Type II SN with
MNi>0.03MØ, we find a p-value=0.008 for the full sam-
ple of SESNe and p-value=0.06 when Type Ic-BL are ex-
cluded. This indicates that the sample of IIb/Ib/Ic SNe
are marginally consistent with being drawn from the same
population as the high MNi Type II SNe.

Figure 6. Values for the Ø parameter given in Equation 6 for the
SESNe in our sample, calculated using the observed tp, Lp, and
tail-based MNi as inputs. The results are color-coded based the
SN sub-type. Ø is a dimensionless parameter defined by KK19 and
is correlated with different physical effects such as composition,
asymmetries, and the radial extent of 56Ni within ejecta. The hor-
izontal lines indicate the median Ø value Type IIb (green), Type Ib
(green), Type Ic (red), and Type Ic-BL (yellow) SNe.

4.4. Calibration of Ø values from KK19

In § 4.2 we demonstrated that Arnett-based models yield
MNi values that are a factor of 2 larger than those found
from modelling the radioactive tail. While obtaining tail-
based MNi measurements for all SESNe would be ideal,
in practice the requisite photometric data exists for only
a subset of events. Thus, another means to estimate MNi

from photospheric data alone would be beneficial.
As discussed in § 2, KK19 proposed an analytical model

that relates the peak luminosity and its epoch to a general
heating function without relying on some of the simpli-
fying assumptions adopted by Arnett’s models. This new
model, described in Equation 6, depends on a dimension-
less parameter Ø in addition to MNi, tp and Lp. KK19 sug-
gested Ø = 9/8 for Type Ib/c SNe based on the radiative
transfer simulations of SESN light curves from Dessart et al.
(2016) and Ø = 0.82 for Type IIb/pec SNe based on the ob-
served light curve of SN1987A. However, numerical simu-
lations may not fully represent the behavior of real SESN
SNe and the light curve of SN1987A is very different than
that of Type IIb SNe. More reliable constraints on Ø can
be obtained from the observed sample of SESNe with inde-
pendent MNi values measured from their radioactive tails.

We use Equation 6 to calculate the value of Ø inferred for
each SESN in our sample given their tail MNi, tp and Lp

provided in Table 2. The uncertainty in the derived Ø val-
ues has contributions from the error in tail MNi, Lp, and tp.

Mean MNi (SE-SN) ~ 3x MNi (SNII)
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Sollerman, Yang, et al.: ZTF BTS SE SN luminosities

Figure 1: Luminosity function for Type Ibc SNe. The figure shows the number of objects per absolute magnitude bin (Mr) for
different sample selections. The black distribution is for the 129 SNe Ibc initially selected from the BTS explorer and using the
absolute magnitudes from that site. This distribution has an average and standard deviation of Mg/r = �17.61 ± 0.72 mag. The
blue dashed distribution is for the 94 SNe Ibc kept after additional quality cuts have been implemented. These magnitudes are
measured using GP on forced photometry data and yield Mr = �17.64± 0.54 mag. The red distribution of the final 14 normal SNe
Ibc has an average and standard deviation of Mr = �17.90 ± 0.73 mag. The vertical black dashed line marks the upper limit of
Mr = �17.8 from Woosley et al. (2021).

Out of the initial 129 SE SNe, 94 remained after the above
mentioned cuts. The absolute peak luminosity function for these
supernovae is also presented in Fig. 1 (dashed blue lines). This
is a significant contribution to the knowledge of the Type Ibc
luminosity function, and the sample compares well with for ex-
ample the recently published large iPTF sample of 44 SNe Ic by
Barbarino et al. (2021), but with a higher degree of control on
the selection functions. The results will be discussed further in
the next sections, but for now we proceed to a final culling of our
sample.

2.1.5. Host galaxy extinction

This final cut is made to remove objects with different colors
than the main population of SNe Ibc. The main rationale here
being that we want to avoid large corrections for host-galaxy ex-
tinction. This is probably the largest uncertainty that could be
ingested from the observational side, over-correcting for extinc-
tion would make the SNe too luminous, which could be a reason
for the apparent discrepancy between model predictions and ob-
servations.

A very red color for the MW-extinction corrected SN LC
probably indicates significant host-galaxy extinction. There are a
number of ways to compensate for this, as discussed in Sect. 3.2,
but all of the methods come with a (fairly large) degree of uncer-
tainty.

To exclude cases where extinction corrections would come
with a large uncertainty, we simply deselect objects that are too
red (g�r > [0.64+0.13] mag) at 10 days past peak, and also cut
out objects that are significantly bluer (g�r < [0.64�0.13] mag)
than the rest of the sample at this phase. These numbers and their
uncertainties come from the investigation of Taddia et al. (2015)
using Type Ibc SNe from SDSS. We furthermore reject objects
where the color information is simply not accurate enough to re-
liably perform these cuts, i.e. we reject any object for which we

can not estimate (g � r) at 10 days past peak with an accuracy
better than 0.2 mag. This is clearly one of the most severe cuts in
the sample selection, removing 59+5+16 objects, where only 14
remain (Table 2). The rationale for these cuts and the remaining
uncertainties are further discussed in Sect. 3.2. The selection is
illustrated in Fig. 2 where the grey area shows the typical col-
ors of SE SNe at 10 days past peak, g � r = 0.64 ± 0.13 mag
(Taddia et al. 2015). The objects that survive this final cut are
marked with black symbols. The red symbols constitute the ma-
jority of the objects, which have redder colors. The notion that
they are also dimmed by extinction is supported by the fact that
they are typically less luminous than the bluer SNe; there is a
clear trend visible in this figure. Instead of attempting to correct
for this dimming, for the final cut in this paper we conservatively
simply remove all of these objects. We stress that this is very
cautious with respect to the purpose of this study, the red objects
would only become more luminous with host extinction correc-
tions (Sect. 3.5.2). The green symbols in Fig. 2 show the ob-
jects that were removed because the GP photometry at +10 days
had too large uncertainties on the color. Finally, we note a sub-
population of bright and blue objects, marked with blue sym-
bols in the upper left corner of the figure. Including these objects
would also make our average SN Ibc magnitude brighter, and the
required mass of radioactive material larger. Conservatively, we
remove them on the basis that they do not have normal colors
according to Taddia et al. (2015) and Stritzinger et al. (2018).
The final selection leaves us with only 14 SNe. The properties of
these SNe, with regards to the selection criteria detailed above,
are provided in Table 3.

Most of the spectroscopy for the BTS is conducted with
the robotic Palomar 60-inch telescope (P60; Cenko et al.
2006) equipped with the Spectral Energy Distribution Machine
(SEDM; Blagorodnova et al. 2018). Further spectra were often
obtained with other larger telescopes such as the Nordic Optical
Telescope (NOT) using the Alhambra Faint Object Spectrograph

4
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Summary of observational findings
56Ni is energy source of SN light curves 

Two different methods become consistent 
peak luminosity 

tail emission 

 for SE-SN is larger than type-II SN 

fallback induced by massive envelope? 

different explosion properties? 

Typical  

depending on SN types 

 Ic-BL > Ic > Ib/IIb >II

M56Ni

M56Ni ≳ 0.04M⊙
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Current paradigm: neutrino-heating mechanism

A CCSN emits O(1058) of neutrinos with O(10) MeV. 
Neutrinos transfer energy 

Most of them are just escaping from the system (cooling) 
Part of them are absorbed in outer layer (heating) 

Heating overwhelms cooling in heating (gain) region
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Current paradigm: neutrino-heating mechanism

A CCSN emits O(1058) of neutrinos with O(10) MeV. 
Neutrinos transfer energy 

Most of them are just escaping from the system (cooling) 

Part of them are absorbed in outer layer (heating) 

Heating overwhelms cooling in heating (gain) region
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Exploding numbers of exploding models

Many papers reported successful explosions by 
neutrino heating in the past ~15 years 

Breakthroughs; 
Buras+ 2006: 1st neutrino driven explosion in 2D 

Marek & Janka (2009): long-term (700ms) 2D sim. 

Takiwaki+ (2012): 1st neutrino driven explosion in 3D 

So far, ~10 independent codes that solve multi-
energy neutrino-radiation hydrodynamics in 
multi-D, are present 

4 codes are compared in O’Connor+ 2018 as well as 2 
1D codes

17
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when Rshock reaches 900 km. Over this 45 ms comparison
period, the E� growth rate is 0.73 B s 1� for C15-3D and 2.35
B s 1� for C15-2D, and the growth rate of Rshock in C15-2D is
nearly double that of C15-3D. These indicate a stronger growth
of explosion in 2D. Further assessment of E� growth requires
significantly longer simulations: full saturation of E� took ∼1 s
to reach ∼1 B for the equivalent 2D model (B15-WH07)
of B2014.

The mass in the shocked cavity for C15-2D diverges from
that of C15-3D at ≈150 ms (Figure 2(b), solid) and trends
strongly upward by ≈250 ms corresponding to rapid growth in
Rshock and E�. Similarly, the mass in the gain region (dashed)
grows from ≈220 ms onward. For C15-3D, the turnaround in
the mass curves is shallower and later and occurs with less
mass in the shocked cavity and gain region—all factors that
correlate with weaker (or delayed) explosions.

4. DIFFERENCES BETWEEN 2D AND 3D

With successful explosions manifest in both 2D and 3D, the
leading question is: “Why do axisymmetric models proceed
more rapidly (and more forcefully) to explosion than 3D
counterparts?”

From 50 to 150 ms, C15-3D shows larger total heating in the
gain region (Figure 3 (a)), arising from greater heating
efficiency (Figure 3 (c); η heat, luminosity divided by net
heating rate) and neutrino luminosities (Figure 3(b)), though

mass accretion at the gain radius (Figure 3(d); Ṁgain) is similar,
resulting in larger Rshock than in C15-2D. At ≈150 ms, the ratio
of advection and heating time scales ( adv heatU U ; Figure 3(e)),
defined in B2014, grows past unity in both simulations,
signaling the potential for thermal runaway (Buras et al. 2006).
In C15-2D, adv heatU U grows more rapidly, with large excursions
driven by the oscillation of the shock along the pole. During
this epoch, Ṁgain is larger in C15-2D, with large, positive
excursions, correlated with favorable increases in the luminos-
ities, heatI , and adv heatU U , continuing through C15-2D shock
revival (≈250 ms). This favors earlier development of explo-
sion in C15-2D, even though the luminosities remain higher in
C15-3D. For C15-2D, luminosities and heating drop with
accretion rate after shock revival at ≈250 ms, while both
remain noticeably higher in C15-3D. These measures of
accretion, luminosity, and heating are generally consistent
with the early development of explosion in C15-2D.
Recent work has examined the role turbulence can have in

supporting the shock leading up to explosion (e.g., Murphy &
Meakin 2011; Abdikamalov et al. 2014; Couch & Ott 2015). In
Figure 3(f), we show the kinetic energy associated with
turbulence in the gain region. Turbulent kinetic energy

vE dV
1
2

(1)X X
turb

gain

2
¨ S�

is defined for velocities, vX, integrated over the gain region.
Lateral turbulent energy, Eturb

lat , is computed by setting radial
velocity v 0r w in defining vlat. Anisotropic turbulent energy
Eturb

an , is computed by removing the radial-shell mean vr from

van, v v vr r r
an w � . The solid lines show the growth of Eturb

lat ,
which begins growing at ≈100 ms, the onset of non-radial
motions from convection, and continues afterward. Eturb

an

(dashed lines) is approximately fourfold larger in both
simulations prior to shock revival. Both measures are larger
for C15-2D than for C15-3D, consistent with Couch & Ott
(2015), who posited that stronger turbulent pressure aids the
development of explosions in 2D simulations. It is important to
note that while Eturb measures the kinetic energy of disordered
flow, the relevant driver is convection driven by neutrino
heating. This is especially important for Eturb

an where accretion
streams and rising plumes are both deviations from the mean
radial flow at large scales.
For multi-dimensional models (including those discussed

above), there is a pre-explosion state with convective plumes
rising to and distorting the shock. The flow across the accretion
shock is diverted by shock geometry toward the local shock
minima and then into accretion streams between the plumes.
C15-3D, like previously reported 3D simulations, initially
shows a large number of small plumes (Figures 4(a), (b)),
whereas C15-2D (and most other 2D simulations) shows rapid
development toward only a few large plumes (Figure 4(c)). As
in B2014, the primary polar plumes in C15-2D oscillate along
the symmetry axis, in a manner consistent with the SASI, while
neutrino-heated material continues to flow into plumes from the
bottom of the gain region, quickly triggering shock revival. In
C15-3D, initially small rising plumes are pushed back by ram
pressure at the shock and lack the persistence of the larger polar
plumes in 2D models (see animated version of Figure 4(a)).
As C15-3D progresses toward explosion, the angular scale of

the plumes slowly grows, and, eventually, the largest of these

Figure 2. (a) Diagnostic energy E�. (b) Mass of shocked cavity (solid), gain
region (dashed), and unbound region (dashed–dotted) plotted in the colors of
Figure 1. See the text and B2014 for definitions.

3
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Figure 5: The evolution of the total explosion energy (in Bethes) with time (in seconds after
bounce). As the figure indicates, many models start bound (negative energies), even though their
shocks have been launched. It can take more than one second for some to achieve positive energies,
the true signature of an explosion. Moreover, as shown on this figure, it can take ⇠4�5 seconds
for the supernova energy to asymptote, and some take longer than that. All the more massive
exploding models take this longer time, and they generally achieve the highest supernova energies.
The lower-mass massive progenitors asymptote earliest at generally, though not universally, lower
supernova energies. In addition, though a model might explode late, it can still achieve a higher
explosion energy than those that explode early. Hence, the time of explosion is not indicative of its
eventual vigor. Note that the 12-M� and 15-M� stars in this investigation do not explode.
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Burrows & Vartanyan (2021) [2D, systematic]

3D Supernova Models: From �7 Minutes to +7 Seconds 5
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Figure 1. Explosion dynamics and neutrino emission of model M P3D LS220 m�. Time axes are chosen for optimal visibility.

Top left: Mass-shells with entropy per nucleon color-coded. Maximum, minimum, and average shock radii, gain radius, and

the mass shells of Si/O shell interface and final NS mass are marked. The vertical white line separates Vertex transport (left,

time linear) and HC neutrino approximation (right, time logarithmic). Top right: Average values of shock radius and velocity,

gain radius, and turnaround radius Rret for models M P3D LS220 m� and L P3D LS220 m�. Middle left: Emitted luminosities and

mean energies of ⌫e, ⌫̄e, and a single species of heavy-lepton neutrinos. The time axis is split as in the top-left panel. Middle

right: Explosion energy, diagnostic and without overburden (OB�), and corresponding time derivatives compared to 0.5 and

1.0 of the net neutrino heating rate in the gain layer. At 7 s EOB�
exp is still growing with a rate of ⇠ 0.02 B s�1. Bottom left: Mass

accretion rate in downflows and ejection rate in outflows at 400 km, and ratio ↵ of the mass outflow rates at 400 km and at the

average turnaround radius Rret. Bottom right: Total enthalpy and energy fluxes, Fh,out and Fe,out, in outflows at 400 km and

corresponding mean enthalpy and energy per baryon, averaged over a running window of 25 ms to reduce fluctuation amplitudes.
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PTEP 2012, 01A309 H.-T. Janka et al.

Fig. 2. Schematic representation of the evolution stages from the onset of stellar core collapse (top left) to
the development of a supernova explosion on a scale of several 1000 kilometers. The displayed intermedi-
ate stages show the moment of core bounce and shock formation (top right), shock stagnation and onset of
quasi-stationary accretion (middle left), beginning of the reexpansion of the shock wave (“shock revival”, mid-
dle right), and acceleration of the explosion (bottom left). Nickel formation is indicated in the matter heated by
the outgoing shock, but the rising bubbles of neutrino-heated ejecta and the essentially spherically symmetric
neutrino-driven wind (bottom right) are also interesting sites for nucleosynthesis.

Quasi-stationary conditions apply later on with only slow changes of the mass accretion rate, Ṁ ,
neutron star mass Mns and radius Rns, and neutrino emission parameters (luminosity Lν and mean
spectral energy 〈εν〉). In nonexploding spherically symmetric (i.e., one-dimensional, 1D) simulations
the shock retreats and its radius follows the contraction of the nascent neutron star roughly according
to the relation [2]

Rs ∝
(Lν

〈
ε2
ν

〉
)4/9 R16/9

ns

Ṁ2/3 M1/3
ns

. (1.1)

3/33

Janka (2012)

Explosive nucleosynthesis

outflow from PNS
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[Suwa, Tominaga, Maeda, MNRAS, 483, 3607 (2019)]
3614 Y. Suwa, N. Tominaga and K. Maeda

where Eint, 51 = Eint/1051 erg and Ėexp,51 = Ėexp/1051 erg s−1. By
combining equations (13) and (24), we get

T = 6.0 × 1010 K(Eint,51 + Ėexp,51t0)1/4

×
(

320Ė
1/2
exp,51

Ṁ0.31
0 ρ0.19

R,7 R
0.57/2
8

t1.19
0 + r

2.57/2
mc,7

)−3/5.14

, (25)

where Ṁ0 = Ṁ/M# s−1.
Next, we derive the initial internal energy Eint at the time of shock

revival that dominates the temperature evolution in the early phase,
from stellar structure. Since a standing accretion shock turns to
a runaway phase when the thermal pressure in post-shock regime
becomes larger than the ram pressure in pre-shock regime, the time
evolution of ram pressure is crucial. The pre-shock ram pressure
can be evaluated by the free-fall model as

Pram = ρv2
acc = Ṁs

4πr2
s
vacc, (26)

where Ms is a total mass enclosed by the shock and Ṁs is mass
accretion rate at the shock. Here we assume that Ms + Ṁsδt ≈ Ms,
where δt is the time-scale we are interested in. The mass accretion
rate is (Woosley & Heger 2012)

Ṁ s = dMs

dtff
= 2Ms

tff

ρ0

ρ̄0 − ρ0
, (27)

where ρ0 is the density at t = 0 and ρ̄0 = 3Ms/(4πr3
0 ) is the

mean density inside r0 (initial radius of the mass shell). tff is the

free-fall time, which is tff =
√

3π/(32Gρ̄0) =
√

π2r3
0 /(8GMs)

(Kippenhahn & Weigert 1990). By combining them and using
ρ̄0 & ρ0, we get

Pram = 4
3π

GMs

r0
ρ0

(
r0

rs

)5/2

. (28)

Therefore, the internal energy density in the post-shock regime is
given by

eint = 3Pram = 4
π

GMs

r0
ρ0

(
r0

rs

)5/2

. (29)

Here we assume that the pressure is dominated by radiation com-
ponent, i.e. γ = 4/3.

Then, Eint can be estimated as

Eint = 4πr3
s

3
× 3Prad (30)

= 16
3

GMsρ0r
3/2
0 r1/2

s

= 3.13 × 1049
(

Ms

1.4 M#

)(
ρ0

107 g cm−3

)

×
( rs

100 km

)1/2 ( r0

1000 km

)3/2
erg. (31)

Note that this value is not an actual total internal energy included
by the shock, but is a rough estimate of an initial internal energy of
the ejecta which consists of a thin shell that is promptly exploding.

In Fig. 4, we show a comparison between numerical results
and analytic solutions for the maximum temperature distribution
as a function of mass coordinate. We pick up WH07s12L2,
WH07s15L3, WH07s20L4, and WH07s25L4, for typical models,
since these models start exploding when the mass accretion rate
is (almost) constant (see Table 3 and Fig. 3). For analytic models,
we solve shock evolution by equation (13), which only includes

1010

1011
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Te
mp
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tur
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K)
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WH07s15L3
WH07s20L4
WH07s25L4

Analytic

Figure 4. Maximum temperature distributions of four numerical simula-
tions (coloured solid lines) and analytic expression (black dashed lines). For
the analytic models, we use Ėexp taken from Table 3, ρ and R of Ms = 4
+ 0.1 M# which are taken from Table 2, origin of mass coordinate set
to Ms = 4, and rmc, 7 = 2. Ṁ in analytic models are 0.15 (WH07s12), 0.2
(WH07s15), 0.3 (WH07s20), and 0.3 M# s−1 (WH07s25), respectively,
which are taken from Fig. 3. Numerical results are horizontally sifted by
0.02 M# (WH07s12, WH07s20, and WH07s25) and 0.03 M# (WH07s15)
leftward for direct comparison with analytic lines.

accreted mass in the ejecta mass, but we also add swept mass
by using equation (11) and values (ρ and R) at M = Ms = 4 +
0.1 M# from Table 2. This approximation works well, since the
shock evolution by equation (13) is not largely different from a
direct numerical integration of equation (9) (see Section 3.2.2). In
addition, we use Ėexp taken from Table 3, origin of mass coordinate
set to Ms = 4, and rmc, 7 = 2. Ṁ in analytic models are 0.15
(WH07s12), 0.2 (WH07s15), 0.3 (WH07s20), and 0.3 (WH07s25),
respectively, which are taken from Fig. 3. Since the shock launch
point does not exactly correspond to Ms = 4, but slightly depend on
the detailed density structure around this mass coordinate, analytic,
and numerical models are slightly deviated. Thus, numerical
results are horizontally shifted by 0.02 M# (WH07s12, WH07s20,
and WH07s25) and 0.03 M# (WH07s15) leftward for direct
comparison with analytic lines in Fig. 4. These shifts are showing
uncertainty in analytic models, but these uncertainty is small
enough to discuss conventional amount of 56Ni, i.e. 0.07 M# (for
SN 1987A, 1993J, and 1994I). Numerical and analytic models of
WH07s20L4 and WH07s25L4 agree rather well for most regime,
since these models have considerably constant mass accretion rate
(see Fig. 3). On the other hand, WH07s12L2 and WH07s15L3
show deviation between numerical and analytic models, especially
in the late time (i.e. large mass coordinate), because these models
have evolving mass accretion rates that break our assumption.
Nevertheless, temperature profile where we are interested in, i.e.
T9 > 5, are well reproduced by the analytic models.

3.6 Multidimensional effects

Next, let us introduce multi-D effects in the analytic model. It turns
out from recent neutrino-radiation hydrodynamics simulations that
post-shock pressure is not determined by thermal pressure alone,
but turbulent pressure (i.e. Reynolds stress) is also contributing to
the pressure substantially. Roughly speaking, the turbulent pressure
becomes comparable to the thermal pressure (e.g. Couch & Ott
2015). In addition, when the shock is propagating, the kinetic en-
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Figure 5. The same plot as Fig. 4, but only analytic solutions shown for
the model WH07s20. Solid and dashed lines indicate 1D evolution and
3D ones, respectively. Red and blue lines indicate different growth rates
of the explosion energy, Ėexp, respectively. A critical temperature for 56Ni
production (T = 5 × 109 K) is also presented by grey horizontal line.

ergy becomes comparable to the internal energy in the ejecta (see
e.g. fig. 14 in Bruenn et al. 2016). Therefore, it is natural to intro-
duce a factor (≈0.5) for the internal energy content that appears in
equations (25) and (32), to take into account multi-D effects, i.e.

Eint + Ėexpt → 1
2

(
Eint + Ėexpt

)
. (33)

Fig. 5 shows the impact of the multi-D effect on the temperature
evolution. As is shown, the temperature of multi-D model decreases
compared to the corresponding 1D model. Fig. 5 also demonstrates
dependence on Ėexp. Roughly speaking, the multi-D effect reduces
the amount of 56Ni by a factor or about two. This is consistent
with a finding by Yamamoto et al. (2013), in which they performed
hydrodynamics simulations and nucleosynthesis calculations of 1D
and 2D (axial symmetry) explosion models.

Even below the critical heating rate derived for the 1D cases, suc-
cessful explosions were observed in multi-D simulations. Multi-D
effect is not only reducing the internal energy as explained above,
but also reducing the critical neutrino luminosity (e.g. Murphy &
Burrows 2008; Hanke et al. 2012; Couch 2013). Previous works
generally showed that multi-D simulations lead to a smaller critical
neutrino luminosity for the explosion than 1D ones by ∼20 per cent,
depending on the progenitor model employed. From equation (20),
the critical Ėexp is proportional to Lνe , and thus the critical heating
rate would be also reduced by ∼20 per cent in multi-D simulations.
It should be noted that the simulations giving the critical neutrino lu-
minosity in multi-D employ parametric neutrino luminosity. Mean-
while, the simulations, in which neutrino radiation hydrodynamics
is solved, show even weaker explosion because of the feedback ef-
fects, e.g. reduction of neutrino luminosity, which are neglected in
the studies employing parametric constant neutrino luminosity. In
particular, it is often seen in 2D simulations that a part of material
explodes (polar direction) and other part forms a downflow accret-
ing on to a PNS. This structure reduces both diagnostic explosion
energy and ejecta mass, and leads to a smaller amount of 56Ni. We
employ the following expression to take into account the partial
explosion effect on the amount of 56Ni;

M56Ni = M56Ni,c
Ėexp

Ėexp,c
, (34)

where M56Ni,c is the amount of 56Ni corresponding to critical heating
rate in multi-D model. It is worthy to note that spherical symmetric
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Figure 6. The amount of 56Ni as a function of the growth rate of the
explosion energy, Ėexp. Horizontal grey line indicates a canonical value of
56Ni, 0.07 M%. Thick lines give analytic estimates with the same parameter
sets as Fig. 4 but different Ėexp. Coloured regions present possible error
with ±0.03 M%, which are shown as a guideline. The left endpoints
correspond to the critical Ėexp, which are estimated by equation (21). Since
WH07s25 indicate rather similar result as WH07s20 (see Fig. 4), it is not
shown in this figure.

explosion maximizes the amount of 56Ni for given Ėexp (Maeda &
Tominaga 2009; Suwa & Tominaga 2015).

3.7 Ejected 56Ni mass

In this subsection, we investigate how the amount of 56Ni depends
on the explosion energy growth rate and progenitor models. Fig. 6
presents the amount of 56Ni as a function of Ėexp in 1D cases.
All parameters other than Ėexp are the same as in Fig. 4. Thick
lines give analytic estimates and coloured region show a range
of possible uncertainty; for instance, the neutrino-driven wind in-
creases the amount of 56Ni (depending on the Ye profile in the
wind), and the fallback of ejecta conversely decreases the ejected
mass of 56Ni. Since the impact of these effects is largely uncertain,
we here roughly associate the uncertainty of ±0.03 M% as a guide-
line. This is based on a comparison between the analytic model and
numerical results, which shows a reasonable agreement. Especially,
the numerically calculated yields of WH07s20 and WH07s25 are
very well represented by the analytic model for a broad range of
Ėexp, since these progenitor models result in a rather weak depen-
dence of the 56Ni mass on Ėexp (see Table 3).6 However, it should
be noted that this figure implies a discrepancy between our numer-
ical models and the analytic model, especially for WH07s12 and
WH07s15 with Ėexp sufficiently larger than the critical value, since
these models show time-evolving mass accretion rate, which breaks
the assumption employed in the analytic model. The numerical
models, on the other hand, employ a constant neutrino luminos-
ity, which means feedback effects of mass accretion rate evolution
are neglected. It is likely that the feedback effect works in a way
the neutrino luminosity decreases as the mass accretion rate de-
creases. Then, shock launch is obtained once the mass accretion

6A slight decrease of the minimum amount of 56Ni for an increasing Ėexp
for model WH07s20 and WH07s25 is observed in Table 3. This is originated
from a faster explosion for larger Ėexp. Because a rapid expansion of the
shock wave leads to a rapid decrease of the post-shock temperature and a
smaller Eexp at a point with T9 = 5, the resulting amount of 56Ni becomes
smaller. Since the mass of wind component is an increasing function of
Ėexp, a total amount would be also an increasing function of Ėexp.
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accretion onto a PNS and ejection by the wind simultaneously, to
solve this issue. The problem of these multi-D simulations is that
they have a computational time limitation and the possibility of the
solution now lies in the phase later than the typical computa-
tional time.

In this paper, we investigate the potential of the neutrino-driven
wind to solve the Ni problem, especially at later phases than a few
seconds after a successful explosion. For this purpose, we first
build a consistent model of the neutrino-driven wind with the
accretion flow onto the PNS, by connecting a steady-state solution
of the neutrino-driven wind and a phenomenological mass
accretion. We then compare the results of our model with the
results of first-principles simulations and discuss the possibilities
to solve the Ni problem. In Section 2, we describe the treatment of
three important equations in our modeling: the neutrino-driven
winds, mass accretion flows onto the PNS, and combining them.
Our results are given in Section 3 before summary in Section 4.

2. Models

In this section, we aim to build a consistent model of the
neutrino-driven wind with the accretion flow onto the PNS, as
illustrated in Figure 1. Our model assumes a system in which,
the neutrino-driven winds blow out into the low-density region
swept by the initial aspherical shock of CCSN explosion, and
the mass accretion onto the PNS follows from the region where
the initial shock did not develop. It is known that the neutrino-
driven winds are very successfully described by the steady-
state semianalytical solutions (e.g., Qian & Woosley 1996;
Thompson et al. 2001; Wanajo et al. 2001; Wanajo 2013; Bliss
et al. 2018), and now we have an interest in the nature of the
neutrino-driven wind blowing radial direction into the low-
pressure and low-density region swept by the SN shock. Thus,
the nature of the wind inside the blowing angle can be well-

described by the spherically symmetric semi-analytic wind
model. To build this consistent model, we first solve the steady-
state equations of the wind and derive relations between the
wind Mwind� and the PNS profiles; the neutrino luminosities Lν,
the gain radius Rgain and the PNS mass MPNS (Section 2.1). The
next step is to formulate the phenomenological accretion flow
model Macc� (Section 2.2). We then model the evolution of the
gain radius Rgain and the neutrino luminosity Lν with accretion
rates Macc� and PNS masses MPNS, and finally derive the wind
model with an accretion flow, taking into account geometric
effects (Section 2.3).

2.1. Steady-state wind Model

In this study, we use the spherically symmetric and general
relativistic semi-analytic wind model in Wanajo (2013). We
followed Thompson et al. (2001) for the detailed calculation
method. Previous works studied the physical state of the
neutrino wind for a wide range of neutron star masses and
neutrino luminosities (e.g., Otsuki et al. 2000; Bliss et al.
2018). Based on these results, they then studied the behavior of
the neutrino-driven wind and the PNS evolution was studied by
stitching this semi-analytic wind model (e.g., Wanajo et al.
2001; Wanajo 2013).
The basic equations to describe the spherically symmetric

and steady-state winds in the Schwarzschild geometry are

Q S�M r v4 , 12 ( )�

S
� �

� �
� �

�
�

v
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where M� is the constant mass outflow rate, r is the distance
from the center of the protoneutron star, Q� is the heating rate, ρ
is the baryon mass density, v is the radial velocity of the wind,
P is the pressure, and ò is the specific internal energy. The
system of Equations (1)–(3) is closed with the Helmholtz
equation of state (Timmes & Swesty 2000), which describes
the stellar plasma as a mixture of arbitrarily degenerate and
relativistic electrons and positrons, blackbody radiation, and
ideal Boltzmann gases of a defined set of fully ionized nuclei,
taking into account corrections for the Coulomb effects. The
source term Q� includes both heating and cooling by neutrino
interactions. Heating is due to the following three processes; i)
neutrino and antineutrino captured by free nucleons, ii)
neutrino scattering on electrons and positrons, and iii)
neutrino–antineutrino pair annihilation into electron–positron
pairs. Cooling is due to electron and positron capture by free
nucleons, and annihilation of electron–positron pairs into
neutrino–antineutrino pairs (for more details, see Equations
(8)–(16) in Otsuki et al. 2000).
To determine the luminosity of each type of neutrino Lν, we

use the assumptions of �Y 0e� (Bliss et al. 2018), in which we
assume electron/positron captures are in equilibrium and an
initial composition consists mainly of neutrons and protons.

Figure 1. Schematic picture of a consistent model of the accretion flow onto
the PNS and the neutrino-driven wind. Our model assumes a system in which
the neutrino-driven winds blow out into the low-density region swept by the
initial aspherical shock of the CCSN explosion, and the mass accretion onto the
PNS follows from the region where the initial shock did not develop. In order
to build this model, we use the steady-state solution to describe the nature of
neutrino-driven wind as a function of the PNS information Lν, Rgain and MPNS
(Section 2.1). We then formulate the phenomenological accretion flow model
Macc� (Section 2.2). Finally, we construct a consistent model by expressing the
PNS information for the case with accretion flow as a function of mass
accretion rates Macc� and PNS masses MPNS, taking into account geometric
effects (Section 2.3).

2
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We integrate Equation (13) with Equation (8) from the shock
revival time (t= 0) as follows,

¨

¨

�

x q
�

q �

� q

q
�

d

d

� �
8

8
�

� d �

�

8
8

�

�

M dt M t

M f
f M

M

M

M
dt

t
t

M

f
t f M

M

M

M

1.3 10 s
1
0.1 s

1.4
1

4.3 10

1 s
1
0.1 s 1.4

, 14

ej,
0

wind

2 1 acc,0
1

2

PNS,0
5 2

0 0

4

3

0 acc,0
1

2
PNS,0

5 2

⎜ ⎟

⎛
⎝⎜

⎞
⎠⎟

⎛
⎝⎜

⎞
⎠⎟

⎛
⎝⎜

⎞
⎠⎟

⎛
⎝

⎞
⎠

⎛
⎝⎜

⎞
⎠⎟

⎛
⎝⎜

⎞
⎠⎟

( )

( )

( ) ( )

�

�

�

:
:

:

:

: :

where we neglect the mass evolution of the PNS within the
integration, which decreases the mass ejection by ' 10 %( ) .
Moreover, when we adopt fΩ= 1/3, which gives the geometric
effect term �8 8f f1 2( ) maximum, Equation (14) is written as
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The main goal of this paper is to find out the ejectable
maximum mass of our wind model from Equation (15). When
we adopt the initial mass of the PNS to be 1.4Me (e.g., Müller
& Janka 2014), then two free parameters, Macc,0� and t0, remain.
We first adopt � �M M1 sacc,0

1� : for Macc,0� as a phenomen-
ological upper limit from Figure 4. t0 is constrained by the
maximum PNS mass as follows. Taking into account the
geometric effects (Equation (10)), and ignoring the mass
decreases due to ejected wind because it is relatively small, the
mass of the PNS can be written as
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where MPNS,0 is the initial mass of the PNS (at the time of the
SN shock revival). We assume that the wind ceases when the
PNS mass exceeds a black hole mass. These assumptions of
the total accretion mass (Equation (16) and the PNS mass up to
2.1Me) gives us � 8 -f M t M1 0.7acc,0 0( ) � :. To conclude, the
ejectable maximum mass of our wind model is given with

� �M M1 sacc,0
1� : , t0= 1.05 s, and fΩ= 1/3 in Equation (15) as

follows,

�dM M0.067 . 17ej,
max ( ):

If most of this compensation from the wind is added at late phase,
which is later than the computation time of the first-principles
simulations, this value is then sufficient to compensate for the lack
of 56Ni in the recent Ni problem. In the following, we investigate
the time evolution of the cumulative ejected mass of the wind
and discuss the nature of the explosion that could solve the
Ni problem.

Figure 5 shows the time evolution of the cumulative ejected
mass of the wind model. The cumulative ejected mass is given

as
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where te is time after the neutrino-driven wind starts to blow,
corresponding to the time after the SN shock revival. We adopt
fΩ= 1/3, which gives the geometric effect term �8 8f f1 2( )
maximum. When we fix MPNS,0= 1.4Me for simplicity, then
two free parameters, Macc,0� and t0, remain to determine the
trajectory of the time evolution. As with the condition for
Equation (17), these two parameters are given by the conditions

�-M M1.0 sacc,0
1� : and � 8 -f M t M1 0.7acc,0 0( ) � : , respec-

tively, from the phenomenological accretion model (Figure 4)
and the limits of the total accretion mass (Equation (16) and the
PNS mass up to 2.1Me). A degenerate set of parameters that
converge to the same Mej,∞ are shown in the same color in
Figure 5. We further compare the time evolution with the
multi-D first-principles simulations, especially at te 1 s
(Wanajo et al. 2018), which are shown in Figure 5 as rhombus
points. It indicates that, within parameter ambiguities, the total
ejectable amount of the neutrino-driven wind is roughly
determined within 1 s from the onset of the blowing, which
is reachable for first-principles simulations. Moreover, we also
find that the supplementable amount from the wind at a later
phase (te 1 s) remains 0.01Me. It also shows that,

Figure 5. Cumulative ejected mass of the wind as a function of time after the
neutrino-driven wind starts to blow (corresponding to the time after the SN shock
revival). The parameter sets with the same total ejected mass are illustrated in the
same color. In each color, the solid line represents the model with the largest mass
accretion rate ( � �M M1.0 sacc,0

1� : ), the dashed line represents the model with the
largest total accretion mass ( � �8f M t M1 0.7acc,0 0( ) � :), and the dotted line
corresponds to the model with the intermediate-total accretion mass. For instance,
in the case of blue, the solid line: � �M M1.0 sacc,0

1� : and � �8f M t1 acc,0 0( ) �
M0.35 :, the dashed line: � �M M0.5 sacc,0

1� : and � �8f M t M1 0.7acc,0 0( ) � :,
and the dotted line: � �M M0.666 sacc,0

1� : and � �8f M t M1 0.525acc,0 0( ) � :.
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Fig. 5. – The kinetic explosion energy E and the ejected 56Ni mass as a function of the main
sequence mass M of the progenitors for several supernovae/hypernovae. SNe that are observed
to show broad-line features are indicated. Hypernovae are the SNe with E51 > 10.

From the synthetic spectra and light curves, it was interpreted as the explosion of
a massive star, with E51 ∼ 30 and Mej ∼ 10M! [7]. Also the very high luminosity of
SN 1998bw indicates that a large amount of 56Ni (∼ 0.5M!) was synthesized in the
explosion.

The ejected 56Ni mass is estimated to be M(56Ni) ∼ 0.3–0.7M! (e.g., [23]) which is
4 to 10 times larger than typical SNe Ic (M(56Ni) ∼ 0.07M! [21]).

The other two GRB-SNe, 2003dh and 2003lw, are also characterized by the very broad
line features and the very high luminosity. Mej and E are estimated from synthetic

Nomoto+ (2006)
4804 Y. Suwa and N. Tominaga

Figure 3. The amount of 56Ni in units of M! for the magnetar model as
a function of the strength of the dipole magnetic field, Bp, and the initial
angular velocity, !i. The region with M < 1.55 M! is not included because
Ye < 0.49 and no 56Ni production is expected there. Black solid lines
represent M56Ni from 0.3 to 0.5 M!.

T > 5 × 109 K just above the iron core, an initially fast shock wave
or a shock injected deep inside is necessary. This is because smaller
initial velocity leads to a smaller initial kinetic energy, and larger
injection radius leads to shorter and smaller energy injection before
the shock reaches a certain radius. We employ Rs(0) = 850 km and
Ṙs(0) = v0 to evaluate the maximum amount of 56Ni in the fol-
lowing calculation. Although the model with Rs(0) = 850 km and
Ṙs(0) = 0 represents similar temperature, its expansion time of the
shell is comparable to the free-fall time even for Lw = 1052 erg s−1

(see Fig. 1), so that the explosion might fail.
Next, we consider the shock driven by the magnetar’s dipole radi-

ation. Fig. 3 shows the 56Ni mass produced in the expanding shell as
a function of Bp and !i. In this figure, we employ RNS = 10 km and
I = 1045 g cm2. Here, we assume that the matter that experienced
T > 5 × 109 K is completely converted to 56Ni, that is, X(56Ni) = 1,
except for M(r) < 1.55 M! where Ye < 0.49. From this figure, we
can easily see a rapid increase from 0 to ∼0.2 M! of M56Ni. In this
progenitor, the silicon core has a mass of ∼1.84 M!, and the density
slope β is different in the surrounding oxygen layer. This change
in β causes the change of velocity evolution shown in Fig. 1: for
instance, the blue thick-dashed line represents a rapid acceleration
at t ! 0.5 s and a slow acceleration or an almost constant velocity
afterwards.

Because the observed brightness of HNe requires ∼0.2–0.5 M!
of 56Ni (Nomoto et al. 2006), a reasonable central engine model
must achieve this quantity. We find that for M56Ni " 0.2 M!, the
following relation should be satisfied:
(

Bp

1016 G

)1/2 (
!i

104 rad s−1

)
" 0.68. (15)

This condition can be derived by ENS/Td " 5.3 × 1050 erg s−1 (see
equations 4 and 5). Note that equation (15) is a conservative con-
straint because in this calculation we made several approximations,
which always result in larger M56Ni. Thus, for a more realistic case,
M56Ni becomes smaller than this estimate. To make a reasonable
amount of 56Ni to explain the observation, a more energetic central
engine is needed.

In order to investigate the progenitor dependence, we perform
the same calculation with different progenitor models and find
that the RHS of equation (15) is ∼0.64–0.90: 0.68, 0.90 and 0.64
for the 20-, 40- and 80-M! models of Woosley & Heger (2007),

respectively, and 0.71 for the 20-M! model of Umeda & Nomoto
(2005). Therefore, this criterion does not strongly depend on the
detail of the progenitor structure. These calculations are performed
with Mc = M! and Ṙs(0) = v0.

4 SU M M A RY A N D D I S C U S S I O N

In this study, we employed the thin shell approximation for shock
structure and calculated evolution of a shock wave driven by wind
from a rapidly rotating NS with strong magnetic fields (i.e. mag-
netar). By evaluating temperature evolution that is consistent with
the shock evolution, we obtained a constraint on the magnetar pa-
rameters, namely magnetic field strength and rotation velocity (see
equation 15), for synthesizing enough 56Ni to explain the brightness
of HNe.

In this calculation, we employed several assumptions.

(i) The dipole radiation is dissipated between the NS and the
shock, and thermal pressure drives the shock evolution. This as-
sumption leads to a larger amount of 56Ni than more realistic sit-
uations because, if the conversion from Poynting flux to thermal
energy is insufficient, the internal energy is smaller and the temper-
ature in the shell is lower than the current evaluation. Therefore, the
mass that experienced T > 5 × 109 becomes smaller.

(ii) The shock and energy deposition from the magnetar are
spherical, which leads to larger 56Ni mass. This is because fall-back
of matter on to a NS takes place and reduces M56Ni, if the explosion
energy is concentrated in a small region (Bucciantini et al. 2009;
Maeda & Tominaga 2009; Yoshida, Okita & Umeda 2014).

(iii) All energy radiated by the NS is used for the HN component,
which is overestimated because a part of the energy should be used
to make the relativistic jet component of a GRB.

(iv) The density inside the shell is assumed to be the same as
the progenitor model. This assumption results in a higher temper-
ature and larger M56Ni than realistic hydrodynamical calculations
because the shock enhances not only the pressure but also the den-
sity in the shell.

(v) Matter that experiences T > 5 × 109 K consists only of 56Ni,
i.e. X(56Ni) = 1. This overestimates M56Ni because X(56Ni) < 1,
even in the layer that experiences T > 5 × 109 K according to
hydrodynamical and nucleosynthesis simulations (Tominaga et al.
2007).

(vi) The mass cut corresponds to the iron core mass, 1.55 M!.
If the NS mass is larger than the iron core mass, the 56Ni mass
becomes even smaller.

(vii) The ram pressure is neglected in the evolutionary equation
of the shell. According to the estimate of the shock propagation time
and the free-fall time, in the low-luminosity case, the shell could
not propagate outward for more realistic calculations.

Combining these facts, our estimation of the 56Ni mass is probably
highly overestimated so that our constraint on the magnetar param-
eters (equation 15) is rather conservative. Interestingly, it is still a
stringent constraint; a very high magnetic field strength and a very
rapid rotation are required to explain the brightness of HNe.

Next, we discuss more detailed MHD simulations for mecha-
nisms driving ejecta by transferring rotational energy of magnetars
using magnetic fields, although the mechanism is different from
the dipole radiation assumed in this study. Bucciantini et al. (2009)
performed MHD simulations around new-born magnetars from 1 s
after supernova shock emergence. They found that the energy ex-
tracted from magnetars through magnetic fields is confined in the
jet (directed flow) and the temperature cannot be high enough to

MNRAS 451, 4801–4806 (2015)
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also suggest that the envelope was located at r ≤
6 × 1015 cm from the progenitor (12). The flash-
ionized emission lines exhibit complex asym-
metric profiles (Fig. 3) that we attribute to light
travel time effects, given the large size of the
envelope and the high inferred wind velocities
(12, 27).

An ultra-stripped progenitor

The low ejecta mass and explosion energy, as
well as the presence of an extended He-rich en-
velope, indicate an unusual progenitor channel
for iPTF 14gqr. The detection of the early shock-
cooling emission indicates a core-collapse origin
of the explosion, whereas the bright radio-
activity powered emission suggests that this
explosion is associated with the class of iron
core-collapse explosions. The low ejecta mass,
together with the small remaining amount of
He in the progenitor, rules out models of sin-
gle star evolution as well as a nondegenerate
massive star companion for the progenitor of
iPTF 14gqr (12), leaving only the most com-
pact companions (such as a NS, WD, or BH) as
possible explanations of the highly stripped (or
ultra-stripped) progenitor.
Ultra-stripped explosions have been mod-

eled in the case of He star–NS binaries, in
which stripping of the He star by a NS in a
close orbit leads to the subsequent collapse
of an ultra-stripped He star (7, 8, 28). Hence,
we compare theoretical bolometric light curves
for ultra-stripped explosions (28) to those of

iPTF 14gqr in Fig. 5 for a model with Mej ¼
0:2M⊙,MNi ¼ 0:05M⊙, and EK = 2 × 1050 ergs.
To account for the early declining emission,
we also add a component corresponding to
shock cooling of an extended envelope for
Me ¼ 0:01 M⊙ and Re = 6 × 1013 cm. The two-
component light curve matches the light curve
data. We also compare the spectroscopic prop-
erties of iPTF 14gqr to those of ultra-stripped
SN models in Fig. 5. The models (28) assumed
fully mixed ejecta that led to the production of
strong line blanketing features below 4000 Å,
unlike this source. Thus, we recalculated the
models for ejecta with no mixing (as with the light
curve calculations) and were able to match to the
spectra of iPTF 14gqr near the second peak (Fig.
5 and fig. S13).
Our observations indicate the presence of an

extended He-rich envelope around the progeni-
tor at the time of collapse, thus providing insight
into the terminal evolution of the progenitors of
ultra-stripped SNe and, more broadly, the lowest-
mass progenitors of core-collapse SNe. By using
the line widths in our early spectra, we estimate
that the emitting envelope was expanding with a
velocity of ~1000 to 2000 km s−1 at the time of
collapse, consistent with the escape velocity from
a compact He star (12). When consideredwith the
inferred size of the envelope (at least e500R⊙ ),
the velocities suggest that the envelope was
ejected ~8 to 20 days before the explosion.
The temporal coincidence of the ejection with

the final SN suggests that the envelope was like-

ly associated with an intense pre-SN mass-loss
episode of the progenitor (12). Despite the close
stripping, ultra-stripped progenitors are expected
to retain a small amount of He ðe0:01M⊙Þ in
their outer layers. The prominent He and C lines
in the early spectra are consistent with eruptive
mass loss when considering the expected surface
compositions of ultra-stripped progenitors (8).
The time scale of the ejection is similar to that
expected for silicon flashes (~2 weeks before
explosion) in the terminal evolution of low-mass
metal cores (29) that have been suggested to
lead to elevated mass-loss episodes before the
explosion. Such mass-loss episodes are relevant
to ultra-stripped progenitors as well (28–30).
iPTF 14gqr exhibits a projected offset of ~15 kpc

from the nearest spiral arms of its star-forming
host galaxy (12), which is puzzling when com-
pared to the expected locations of ultra-stripped
SNe (8). Although we do not find evidence of an
underlying stellar association or of galaxy emis-
sion features in late-time imaging and spectros-
copy, the limits are not sensitive enough to rule out
the presence of a dwarf galaxy or a star-forming
H II region (characterized by itsH a emission) at or
near the transient location (12). Nonetheless, the
tidally interacting environment of the host galaxy
suggests that outlying star formation in collisional
debris is likely in this system (12, 31), which could
harbor young stellar systems (with ages of ~5 to
100 million years) in the faint tidal tails (fig. S14).
Hence, the discovery of a core-collapse SN in these
outskirts is consistent with our interpretation.
Although a number of previously observed fast

type Ic SNe [e.g., SN 2005ek (21) and SN 2010X
(22)] were suggested to be members of the ultra-
stripped SN class, it has been difficult to confirm
a core-collapse origin for these explosions be-
cause these events were discovered only near
maximum of the radioactively powered peak.
Specifically, without early photometry and spec-
troscopy that can reveal the presence of a shock-
cooling component, these fast transients are also
consistent with variants of models involving ther-
monuclear detonations onWDs (32–34). The early
discovery and prompt follow-up of iPTF 14gqr
establish the presence of a shock-cooling emis-
sion component that requires an extended pro-
genitor consistent with a core-collapse explosion.
In the probable scenario that iPTF 14gqr formed
a NS in the explosion [we find a BH remnant to
be unlikely given the observed properties of the
SN (12)], the low ejecta mass in the system sug-
gests that the SN results in the formation of a
bound and compact NS binary system (12).

Implications for formation of compact
NS binaries

Our interpretation of iPTF 14gqr as an ultra-
stripped SN has implications in the wider context
of stellar evolution. Compact NS binary systems
evolve from binary massive stars that undergo
several phases ofmass transfer over their lifetime
(Fig. 6). The initial phases of such evolution, in
which two massive stars evolve into interacting
binaries consisting of a compact object in orbit
around a massive star (x-ray binaries), have been

De et al., Science 362, 201–206 (2018) 12 October 2018 5 of 6

Zero Age Main 
Sequence (MS) binary

Roche Lobe 
overflow (RLO)

MS star - He star 
binary

First Type Ib/c SN

MS star - neutron 
star (NS) 

High mass X-ray 
binary phase

Common envelope 
spiral in

He star - NS binary

He star (stable/unstable) 
RLO. Most He is ejected 

from the system

Stripped He star + NS 
Intense mass loss leads 
to expanding envelope.

iPTF 14gqr: Ultra-stripped 
SN inside He-rich envelope.

Double NS system

Fig. 6. Stellar evolutionary sequence leading from a binary system of massive stars
(starting from the top left) to a NS-NS system. NS-BH systems are expected to arise from
binaries in which the first formed compact object is a BH. NS-WD systems follow a similar
evolutionary sequence starting from the HMXB (high-mass x-ray binary) stage (where the NS is
replaced by the WD) but require additional mass transfer in the earlier stages (52). The
material composition of the stars is indicated by their colors: red, H-rich material; cyan/blue,
He-rich material; gray, CO-rich material; green, degenerate matter (in NS). The specific
phase of the evolution is indicated by the text under each diagram, with black text indicating
previously observed phases, red text denoting phases that have not been previously observed,
and bold red text indicating phases observed in this work. [Adapted from (9)]
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Fig. 5. Comparison of iPTF 14gqr to theoretical models of
ultra-stripped SNe. (A) Bolometric light curve of iPTF 14gqr shown
with a composite light curve consisting of ultra-stripped type Ic SN
models (28) and early shock-cooling emission (25). The blue dashed
line corresponds to the 56Ni powered peak in the ultra-stripped SN
models for Mej ¼ 0:2 M⊙, MNi ¼ 0:05 M⊙, and EK = 2 × 1050 ergs; the
magenta line corresponds to the early shock-cooling emission; and the

orange line represents the total luminosity from the sum of the two
components. Blackbody (BB) luminosities represent the early emission,
whereas pseudo-bolometric (pB) luminosities are used for the second
peak (12). (B) Comparison of the peak photospheric spectra of iPTF
14gqr [the epoch is indicated by the cyan dashed line in (A)] to that
of the model in (A). The overall continuum shape, as well as absorption
features of O I, Ca II, Fe II, and Mg II, are reproduced (12).

Fig. 4. Bolometric light curve and Arnett modeling of iPTF 14gqr.
(A) Bolometric light curve of iPTF 14gqr.The filled black points indicate
blackbody (BB) luminosities obtained from fitting multicolor photometry,
whereas the magenta points correspond to pseudo-bolometric luminosities
(12).The empty black circles indicate g-band luminosities obtained by
multiplying the g-band flux Flwith the wavelength l of the filter.The inverted

triangles denote estimated predetection 5s upper limits on the respective
luminosities (12).The inset shows the bolometric light curves zoomed into the
region of the first peak. (B) Radius and temperature evolution of the fitted
blackbody functions. (C) Best-fitting Arnettmodel of the pseudo-bolometric light
curve of the main (second) peak of iPTF 14gqr. The 56Ni mass MNi and dif-
fusion time scale tM corresponding to themodel are indicated in the legend (12).
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Figure 6. Specific entropy (in units of kB baryon−1; left halves of the individual panels) and radial velocity (in units of 104 km s−1; right halves) profiles at 100
(top-left panel), 200 (top-right), 250 (bottom-left), and 350 ms (bottom-right) after the bounce for model CO15. In the entropy plots, bluish (reddish) colours
represent small (large) entropy. In velocity plots, red region is expanding (positive radial velocity) and blue region is accreting (negative radial velocity).

mass accretion rate evolution due to the different envelope structure
(see Fig. 5). The later onset of the explosion leads to larger PNS
mass as shown in Fig. 8. Here we define PNS as the region with
density above 1011 g cm−3. CO145 and CO15 models form a PNS
of baryonic mass ≈1.35 M#, while other models give larger PNS
mass.

In Table 2, we summarize results of our hydrodynamics simula-
tions. tfinal denotes the final post-bounce time of each simulation.
The quantities listed in other columns are all measured at tfinal. Rsh

is the angle-averaged shock radius, Eexp is diagnostic explosion
energy, which is defined as the integral of the sum of specific inter-
nal, kinetic, and gravitational energies over all zones with positive
value, MNS, baryon is baryonic mass of the remnant NS calculated by
integration over grid of ρ > 1011 g cm−3, MNS, grav is the corre-
sponding gravitational mass, Mej = MCO − MNS, baryon is the ejecta

mass, M56Ni is mass of 56Ni, and vkick is the estimated kick velocity
of NSs. Note that these quantities are not the final outcome of the
simulations, since all the simulations were terminated before the
system relaxes to a stationary state to save the computational time.
The gravitational mass is calculated by the baryonic mass using the
following relation (Timmes, Woosley & Weaver 1996)

Mbaryon

M#
− Mgrav

M#
= 0.075

(
Mgrav

M#

)2

. (2)

56Ni mass is calculated using tracer particle method (e.g. Nagataki
et al. 1997). We assume that the mass elements with the maximum
temperature being over 5 × 109 K achieve nuclear statistical equi-
librium and synthesize 56Ni completely. This gives just an approx-
imate estimate. For more realistic calculation, we need to perform
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Figure 7. Evolutions of the radius of shocks.

Figure 8. Time evolutions of PNS mass (defined by ρ > 1011 g cm−3).

detailed nucleosynthesis calculation, which is beyond the scope of
this paper. The NS kick velocity is estimated by assuming the linear
momentum conservation of the whole progenitor star, i.e. assuming
that anisotropic mass ejection leads to NS kick (e.g. Wongwatha-
narat, Janka & Müller 2013). The linear momentum of ejecta is
calculated by

Pej =
∫

ρ<1011 g cm−3,vr>0
ρvdV , (3)

where v is the velocity vector and vr is its radial component. The NS
kick velocity is then given by vkick = −Pej/MNS,baryon. Since the
axial symmetry is assumed in our simulations, the kick velocity may
be overestimated due to the existence of preferable direction of NS
kick, i.e. symmetry axis. Additionally, the stochastic nature of post-
shock turbulent flow would also change the degree of asymmetry
of ejecta so that the initial small perturbation could change the kick
velocity significantly (Scheck et al. 2006). More statistical study is
needed to pin down this issue. It can be argued that small envelope,
not small iron core itself, which can rapidly accelerate shock, would
generally lead to small kick velocity due to too short time for SASI
to build up (see also, e.g., Podsiadlowski et al. 2004; Bogomazov,
Lipunov & Tutukov 2007).

4 SU M M A RY A N D D I S C U S S I O N

We have performed both stellar evolution simulations of bare CO
cores and explosion simulations for the end product of the CO cores
for modelling ultra-stripped Type Ic SNe. We have found that all
CO cores with mass from 1.45 to 2.0 M" resulted in explosion
with energy of O(1050) erg, which left NSs with gravitational mass
from ∼1.24 to 1.44 M" and ejecta from ∼0.1 to 0.4 M" with
synthesized 56Ni of O(10−2) M". These values are compatible with
observations of ultra-stripped SN candidates (Drout et al. 2013;
Tauris et al. 2013, 2015). For SN 2005ek, Mej ≈ 0.2–0.7 M" and
MNi ≈ 0.02–0.05 M" are appropriate to fit its light curve. The
event rate of these SNe is estimated as ∼1 per cent of core-collapse
SN rate (Drout et al. 2013, 2014), which is also compatible with an
NS merger rate estimation (Abadie et al. 2010).

We took a different approach from previous studies on ultra-
stripped SNe (Tauris et al. 2013, 2015). In previous works, they
self-consistently performed stellar evolutionary simulations until
oxygen burning phase with self-consistent mass-loss driven by wind
but explosion calculations were based on phenomenological mod-
elling with three free parameters: kinetic energy of SN, Ni mass,
and mass cut (i.e. NS mass). Based on this model, they found that
ultra-stripped SN model could account for the light curve of SN
2005ek quite well. In our work, on the other hand, we performed
stellar evolutionary simulations until the last phase of evolution, i.e.
iron core collapse, but for initially bare CO cores without mass-loss.
For the explosion phase, we performed neutrino-radiation hydrody-
namics simulations to calculate explosion energy, Ni mass, and NS
baryon mass in self-consistent manner. In this sense, this work is

Table 2. Summary of simulation results.

Model tfinal
a Rsh

b Eexp
c MNS, baryon

d MNS, grav
e Mej

f MNi
g vkick

h

(ms) (km) (B) (M") (M") (10−1 M") (10−2 M") (km s−1)

CO145 491 4220 0.177 1.35 1.24 0.973 3.54 3.20
CO15 584 4640 0.153 1.36 1.24 1.36 3.39 75.1
CO16 578 3430 0.124 1.42 1.29 1.76 2.90 47.6
CO18 784 2230 0.120 1.49 1.35 3.07 2.56 36.7
CO20i 959 1050 0.0524 1.60 1.44 3.95 0.782 10.5

Notes. aThe final time of simulations measured by post-bounce time.
bThe angle-averaged shock radius at tfinal.
cThe explosion energy in units of B (=1051 erg) at tfinal, which is still increasing.
dThe baryonic mass of NS at tfinal.
eThe gravitational mass of NS computed by equation (2) at tfinal.
fThe ejecta mass at tfinal.
gThe Ni mass at tfinal.
hThe kick velocity at tfinal.
iNote that this model is marginally exploding.
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looks ok

Since this amount is based on temperature alone, 
we performed detailed nucleosynthesis study in 
which Ye is also taken into account, and found that 
MNi<0.01M⨀ 

Combined w/ compatible expl. ener., Ni problem in 
USSN is more problematic
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Summary
56Ni is the most important element in SN 
56Ni provides thermal condition deep inside SN engine 

To produce enough amount of 56Ni, we need rapid growth of the explosion 

energy as , which is much larger than numerical results (Ni 
problem) 

Neutrino-driven wind is difficult to solve Ni problem 

Not only canonical SN, other types also have Ni problem 

We may need more efficient energy transfer mechanism, or additional energy 
source

·E ≳ 1051 erg s−1
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