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Quantum quench dynamics

• A many-body quantum system is prepared in the ground-
state of H0, i.e. |Ψ0⟩ 

• At t=0, H0 ➠H, i.e. an Hamiltonian parameter is quenched

• For t>0, it evolves unitarily: |Ψ(t)⟩=e-iHt |Ψ0⟩ 

• No contact with “external” world

• How can we describe the dynamics? 
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Figure 7. Bottom left: O⇥-diagonal order parameter evolution
for N = 32, M = 16. Right: Fourier transform, the various
plots are shifted on the vertical axis for clarity. Top Left: Non-
equilibrium finite-size “phase diagram” resulting from the time-
averaged canonical gap obtained from the o⇥-diagonal order pa-
rameter, as explained in the text (from ref. [6]).

16, N = 32 which therefore necessitates the use of the previously described trun-
cated eigenbasis. We focus on quenches from the g = 0 uncorrelated ground-state
to various finite values of the coupling.

For general quenches, the mean-field treatment, is known to lead to integrable
classical dynamics, for which, in the steady-state reached for quenches from small
to large coupling, the time evolution of the BCS gap is given by the Jacobi elliptic
function [19, 20]:

�(t) = �+dn[�+(t� �0), k], k = 1��2
�/�2

+,(5.2)

with parameters �+ ⇥ �g and �� ⇤ 0 for a weakly coupled g ⇤ 0+initial state.
This gives rise to non-harmonic persistent oscillations which are periodic in time
with a period given by the complete elliptic integral of the first kind:
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The mean-field solution should therefore show a Fourier transform made of
equally spaced peaks which, as one can see, is quite di⇥erent from the results ob-
tained here. For small values of the final g, this di⇥erence is no surprise since the
mean-field treatment assumes a BCS-like wave function, which, for a finite size
system in su⌅ciently weak coupling is not realized. However, when g & g⇥ =
(2 lnN)�1, it was shown [17, 21] that the equilibrium static correlation functions
are undistinguishable from the BCS correlations. For the largest final g values

von Neumann in 1929 posed the question [1003.2133]

It stayed a purely academic question: for condensed matter 
systems the coupling to the environment is unavoidable

Not anymore in cold atoms!



T. Kinoshita, T. Wenger and D.S. Weiss, Nature 440, 900 (2006)

Essentially 
unitary time 
evolution

Quantum Newton cradle

few hundreds 87Rb atoms in a 1D trap



- 1D system relaxes slowly in time, to a non-thermal distribution

0τ 2τ 4τ 9τ

- 2D and 3D systems relax quickly and thermalize:

Can a steady state be attained? Surprisingly, YES



- 1D system relaxes slowly in time, to a non-thermal distribution

0τ 2τ 4τ 9τ

- 2D and 3D systems relax quickly and thermalize:

Can a steady state be attained? Surprisingly, YES

The 1D case is special because the system is almost integrable

Non-equilibrium new states of matter

When and why a steady state is thermal??



Probing relaxation
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S Trotzky et al, Nature Phys. 8, 325 (2012)

• Numerical DMRG and experiment agree perfectly

• The stationary state looks thermal
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• Numerical DMRG and experiment agree perfectly

• The stationary state looks thermal

Common Belief: - Generic systems “thermalizes”
- Integrable systems are different

Deutsch ’91, 
Srednicki ’95

Rigol et al ’07

But the system is always in a pure state!



Reduced density matrix

Reduced density matrix: ρA(t)=TrB ρ(t)

|Ψ(t)⟩ time dependent pure state

ρ(t) = |Ψ(t)⟩⟨Ψ(t)| density matrix of AUB (Infinite)

The expectation values of all local observables in A are

⟨Ψ(t)|OA(x) |Ψ(t)⟩ = Tr[ρA(t) OA(x)]

Stationary state: If for any finite subsystem A it exists the limit 

lim ρA(t) = ρA(∞)
t→∞

B

A



Consider the Gibbs ensemble for the whole system AUB 

Thermalization

with

Reduced density matrix for subsystem A:   ρA,T=TrB ρT

The system thermalizes if for any finite subsystem A

ρA,T = ρA(∞)

The infinite part B of the system “acts as an heat bath for A”

ρT= e-H/Teff /Z ⟨Ψ0| H |Ψ0⟩ = Tr[ρT H]

Teff  ”is” the energy in the initial state: no free parameter!!



Im is a complete set of local (in space) integrals of motion

What about integrable systems?

Generalized Gibbs Ensemble
[Rigol et al 2007]

[Im ,In]=0   [Im ,H]=0      Im=∑ Om(x)
x

The GGE density matrix is

ρGGE= e-∑ λm Im /Z ⟨Ψ0| Im |Ψ0⟩ = Tr[ρGGE Im]with λm fixed by

Reduced density matrix for subsystem A: ρA,GGE=TrB ρGGE

The system is described by GGE if for any finite subsystem A

ρA,GGE = ρA(∞)
[Barthel-Schollwock ’08]
[Cramer, Eisert, et al ’08] + ........
[PC, Essler, Fagotti ’12]

B is not a standard heat bath for A: 
infinite information on the initial state is retained!

Again no free parameter!!



Global quenches:
❶ extensive energy
❷ translational invariant

Local quenches
❶ little energy, localized
❷ non-translational invariant

Inhomogeneous quenches❶ extensive energy❷ non-translational invariant

Quantum quenches



Global quenches:
❶ extensive energy
❷ translational invariant

Local quenches
❶ little energy, localized
❷ non-translational invariant

Inhomogeneous quenches❶ extensive energy❷ non-translational invariant

Quantum quenches

How to attack the problem:
❶ Purely numerically (tDMRG,
     exact diagonalization)
❷ “approximate theories”, (CFT, 
     Luttinger, RG...)
❸ Exploiting integrability
❹ Solving “free theories”



Quantum quenches in “free” theories

• Mass quenches in (lattice) field theories

• Luttinger model quartic term quench

• Transverse field quench in Ising/XY model

• Few more.....

PC-Cardy ’07, Barthel-Schollwock ’08, Cramer, Eisert, et al ’08, Sotiriadis et al ’09.....

Cazalilla ’06, Cazalilla-Iucci ’09, Mitra-Giamarchi ’10....

Barouch-McCoy ’70, Igloi-Rieger ’00-13, Sengupta et al ’04, Rossini et al. ’10, PC, Essler, Fagotti ’11-13........

All of them rely on a linear mapping between 
pre- and post-quench mode operators



Global quenches in Lieb-Liniger

Lieb-Liniger ’63

paradigmatic Bethe ansatz solvable model with infinitely many local conserved charges 
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Most general global quench: c0 → c 
In the TD limit, beyond present knowledge, both time-evolution and GGE
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“Easier” global quench: c0=0 → c 

❶ Very difficult to address the time evolution
❷ GGE construction: the expectation values of local charges diverges
       [firstly pointed out by JS Caux now in Kormos et al 1305.7202, problem bypassed by q-boson regularization]

Simple initial state: 
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The easiest global quench: c=0 → c=∞ (BEC →TG) 

Analytic results for a quantum quench from free to hard-core one dimensional bosons

Márton Kormos, Mario Collura, Pasquale Calabrese
Dipartimento di Fisica dell’Università di Pisa and INFN, 56127 Pisa, Italy

(Dated: July 13, 2013)

It is widely believed that the stationary properties after a quantum quench in integrable systems
can be described by a generalized Gibbs ensemble (GGE), even if all the analytical evidence is
based on free theories in which the pre- and post-quench modes are linearly related. In contrast, we
consider the experimentally relevant quench of the one-dimensional Bose gas from zero to infinite
interaction, in which the relation between modes is nonlinear. We provide exact analytical results
for the dynamical density-density correlation function at any time after the quench and we prove
that its stationary value is described by a GGE.

PACS numbers:

Recent experiments on trapped ultra-cold atomic gases
[1–8] allowed for the realization and the experimental
study of (essentially) unitary non-equilibrium evolution
on long time scales. Among the non-equilibrium situa-
tions, the one that attracted most of the attention is
the global quantum quench, in which the initial state
is the ground-state of a translationally invariant Hamil-
tonian di↵ering from the one governing the evolution by
an experimentally tunable parameter such as a magnetic
field [9]. A key question is whether the system reaches
a stationary state, and if it does, how to characterize
its physical properties at late times without solving the
non-equilibrium dynamics. It is commonly believed that
local observables generally attain a stationary value and,
depending on the Hamiltonian governing the time evo-
lution, their behavior either can be described by a ther-
mal distribution or by a GGE [10], for non-integrable
and integrable Hamiltonians, respectively (see however
[11–15] for some criticism). Many numerical investiga-
tions seem to confirm this scenario [10, 16–26], but due
to their intrinsic limitations (such as finite size and fi-
nite time e↵ects) exact analytic calculations are playing
a central role. However, while solving the non-equilibrium
dynamics of non-integrable models is clearly impossible,
even the analytic study of integrable interacting systems
in the thermodynamic limit (TDL) is still beyond our
present capabilities, despite several attempts in this di-
rection [27–36]. For these reasons, analytic calculations
have concentrated on two main aspects. On the one hand,
many studies considered the exact dynamics of models in
which both the pre- and post-quench Hamiltonian can be
mapped to free particles [37–48]. On the other hand, a se-
ries of more recent investigations [50–55] attempt to con-
struct the GGE for truly interacting post-quench Hamil-
tonians starting from particular initial states, allowing for
numerical or experimental checks of GGE predictions.

However, all the previous exact analytic studies of the
full time-dependence after a quench not only considered
free theories, but also the case in which the pre- and
post-quench modes are related by a linear transforma-
tion [37–49] (most often a Bogoliubov one). In this Let-

ter, we provide the first example in which the GGE works
even for a non-linear transformation between modes re-
alized in one of the most interesting experimental situ-
ations: the quench from zero to infinite interaction in a
one-dimensional Bose gas. This quench has been studied
in the past [29, 53, 56], but until now resisted any ana-
lytical computation. Apart from the direct interest, our
results will also be a benchmark for the novel numerically
exact methods based on integrability [27, 32–35].
The model. We consider the Lieb–Liniger model, a one-

dimensional Bose gas with pairwise delta interaction on
a ring of circumference L with periodic boundary condi-
tions (PBC), i.e. with Hamiltonian [57]
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It is widely believed that the stationary properties after a quantum quench in integrable systems
can be described by a generalized Gibbs ensemble (GGE), even if all the analytical evidence is
based on free theories in which the pre- and post-quench modes are linearly related. In contrast, we
consider the experimentally relevant quench of the one-dimensional Bose gas from zero to infinite
interaction, in which the relation between modes is nonlinear. We provide exact analytical results
for the dynamical density-density correlation function at any time after the quench and we prove
that its stationary value is described by a GGE.

PACS numbers:

Recent experiments on trapped ultra-cold atomic gases
[1–8] allowed for the realization and the experimental
study of (essentially) unitary non-equilibrium evolution
on long time scales. Among the non-equilibrium situa-
tions, the one that attracted most of the attention is
the global quantum quench, in which the initial state
is the ground-state of a translationally invariant Hamil-
tonian di↵ering from the one governing the evolution by
an experimentally tunable parameter such as a magnetic
field [9]. A key question is whether the system reaches
a stationary state, and if it does, how to characterize
its physical properties at late times without solving the
non-equilibrium dynamics. It is commonly believed that
local observables generally attain a stationary value and,
depending on the Hamiltonian governing the time evo-
lution, their behavior either can be described by a ther-
mal distribution or by a GGE [10], for non-integrable
and integrable Hamiltonians, respectively (see however
[11–15] for some criticism). Many numerical investiga-
tions seem to confirm this scenario [10, 16–26], but due
to their intrinsic limitations (such as finite size and fi-
nite time e↵ects) exact analytic calculations are playing
a central role. However, while solving the non-equilibrium
dynamics of non-integrable models is clearly impossible,
even the analytic study of integrable interacting systems
in the thermodynamic limit (TDL) is still beyond our
present capabilities, despite several attempts in this di-
rection [27–36]. For these reasons, analytic calculations
have concentrated on two main aspects. On the one hand,
many studies considered the exact dynamics of models in
which both the pre- and post-quench Hamiltonian can be
mapped to free particles [37–48]. On the other hand, a se-
ries of more recent investigations [50–55] attempt to con-
struct the GGE for truly interacting post-quench Hamil-
tonians starting from particular initial states, allowing for
numerical or experimental checks of GGE predictions.

However, all the previous exact analytic studies of the
full time-dependence after a quench not only considered
free theories, but also the case in which the pre- and
post-quench modes are related by a linear transforma-
tion [37–49] (most often a Bogoliubov one). In this Let-

ter, we provide the first example in which the GGE works
even for a non-linear transformation between modes re-
alized in one of the most interesting experimental situ-
ations: the quench from zero to infinite interaction in a
one-dimensional Bose gas. This quench has been studied
in the past [29, 53, 56], but until now resisted any ana-
lytical computation. Apart from the direct interest, our
results will also be a benchmark for the novel numerically
exact methods based on integrability [27, 32–35].
The model. We consider the Lieb–Liniger model, a one-

dimensional Bose gas with pairwise delta interaction on
a ring of circumference L with periodic boundary condi-
tions (PBC), i.e. with Hamiltonian [57]
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by the algebraic relations

[�̂(x)]2 = [�̂†(x)]2 = 0 , {�̂(x), �̂†(x)} = 1 , (2)

together with the usual bosonic commutation for x 6= y,
[�̂(x), �̂(y)] = [�̂(x), �̂†(y)] = 0. The Hamiltonian be-
comes H =

R

dx @
x

�̂†@
x

(x)�̂(x), and the commutation
relations encode the interactions seemingly absent from
the quadratic Hamiltonian. The non-linear relation be-
tween the pre- and post-quench boson operator can be

4

h⇢̂(x1, t)⇢̂(x2, t)i = n2 + ne�2n|x1�x2|�(x2 � x1)� n2e�4n|x1�x2| +

����
1

2n

Z
dk

2⇡
eik(x1�x2)+ik

22tkn(k)

����
2

(16)

[�̂(x), �̂(y)] = [�̂(x), �̂†(y)] = 0 x 6= y, (17)

H =

Z
dx @

x

�̂†@
x

(x)�̂(x) (18)

�̂(†)(x) = P
x

�̂(†)(x)P
x

P
x

= |0ih0|
x

+ |1ih1|
x

(19)

4

h⇢̂(x1, t)⇢̂(x2, t)i = n2 + ne�2n|x1�x2|�(x2 � x1)� n2e�4n|x1�x2| +

����
1

2n

Z
dk

2⇡
eik(x1�x2)+ik

22tkn(k)

����
2

(16)

[�̂(x), �̂(y)] = [�̂(x), �̂†(y)] = 0 x 6= y, (17)

H =

Z
dx @

x

�̂†@
x

(x)�̂(x) (18)

�̂(†)(x) = P
x

�̂(†)(x)P
x

P
x

= |0ih0|
x

+ |1ih1|
x

(19)

4

h⇢̂(x1, t)⇢̂(x2, t)i = n2 + ne�2n|x1�x2|�(x2 � x1)� n2e�4n|x1�x2| +

����
1

2n

Z
dk

2⇡
eik(x1�x2)+ik

22tkn(k)

����
2

(16)

[�̂(x), �̂(y)] = [�̂(x), �̂†(y)] = 0 x 6= y, (17)

H =

Z
dx @

x

�̂†@
x

(x)�̂(x) (18)

�̂(†)(x) = P
x

�̂(†)(x)P
x

P
x

= |0ih0|
x

+ |1ih1|
x

(19)

H =

Z
dx @

x

�̂†@
x

(x)�̂(x) (20)➠
quench

[studied numerically by 
Gritsev et al. 2010] 

canonical bosons hard-core bosons

It is a non-linear transformation in the eigenmodes:

4

h⇢̂(x1, t)⇢̂(x2, t)i = n2 + ne�2n|x1�x2|�(x2 � x1)� n2e�4n|x1�x2| +

����
1

2n

Z
dk

2⇡
eik(x1�x2)+ik

22tkn(k)

����
2

(16)

[�̂(x), �̂(y)] = [�̂(x), �̂†(y)] = 0 x 6= y, (17)

H =

Z
dx @

x

�̂†@
x

(x)�̂(x) (18)

�̂(†)(x) = P
x

�̂(†)(x)P
x

P
x

= |0ih0|
x

+ |1ih1|
x

(19)



The easiest global quench: c=0 → c=∞ (BEC →TG) 

Analytic results for a quantum quench from free to hard-core one dimensional bosons

Márton Kormos, Mario Collura, Pasquale Calabrese
Dipartimento di Fisica dell’Università di Pisa and INFN, 56127 Pisa, Italy
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Diagonalization of the post-quench Hamiltonian:

JW:
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Fourier:
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The two GGEs are equivalent: ∑ γj Ij= ∑ λk nk  

It is a non-linear transformation in the eigenmodes:
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and so we need to evaluate the initial fermionic four-point correlation
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where �x = x2 � x1, �t = t2 � t1, and

F0(x, t) =
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2⇡
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For x1 = x2 we have F2(0, t) = 0 because the integrand is
an odd function of k, thus the auto-correlation function
does not depend on the time after the quench. This is
exactly what was observed in the numerical calculation
of Ref. [29], but remained without explanation until now.

In the GGE, being diagonal in n̂(k), the correlation
function is given by Eq. (7) without the last term, so it
coincides with the t ! 1 limit. This shows that the GGE
correctly captures the dynamical correlation function in
the large time limit for any �x,�t. Given that the auto-
correlation does not depend on time, the GGE result in
this case turns out to be exact at any finite time.

The equal-time density-density correlator is included
as a special case for t1 = t2 = t, for which we obtain

h⇢̂(x1, t)⇢̂(x2, t)i = n2 + ne�2n|x1�x2|�(x1 � x2)

� n2e�4n|x1�x2| + |F2(�x, 2t)|2 . (9)

This result is shown and discussed in Fig. 1, while the dy-
namical correlation function is reported in Fig. 2. Some
qualitative features of these figures resemble the 3D re-
sults in Bogoliubov approximation [61].

For large time we can define the dynamical structure
factor as the double Fourier transform of the connected
density-density correlation in �x and �t. A straightfor-
ward calculation leads to

S(q,!) =
8n2(q2 + !)2|q|

[(4nq)2 + (q2 � !)2][(4nq)2 + (q2 + !)2]
.

(10)
This expression satisfies the f -sum rule

R

d!S(q,!)! =
2⇡nq2, providing a non-trivial test for our results.
Fermionic occupation numbers. We calculate hn̂(k)i

in the initial state through its Fourier transform
h ̂†(x) ̂(y)i. We rewrite the fermionic operators in terms
of the hard-core boson using the inverse of the JW map-
ping. The two-point function takes the form

h ̂†(x) ̂(y)i =
1
X

j=0

(�2)j

j!

Z

y

x

dz1 · · ·
Z

y

x

dz
j

h�̂†(x)�̂†(z1) · · · �̂†(z
j

)�̂(z
j

) · · · �̂(z1)�̂(y)i , (11)

where the factor (�2)j results from normal ordering. We
proceed by treating the hard-core boson fields as they
were canonical bosonic fields. The validity of this ap-
proach is fully analyzed and is derived from a complete
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FIG. 2: Large time dynamical density-density correlation
function h⇢̂(0, t)⇢̂(x, t+�t)i. (a) Subtracted correlation (i.e.
h⇢̂(0, t)⇢̂(x, t+�t)i � nF0(x,�t) to avoid the divergence at
x = �t = 0) as function of �t for x = 0 and nx = 2. The
autocorrelation (x = 0) does not depend on the elapsed time
t, so the plot is valid for any t > 0. The real part agrees
perfectly with the numerical data in Ref. [29], but the imagi-
nary part does not because of a di↵erent subtraction. (b) Full
correlation as function of x for n2�t = 0.01 and n

2�t = 0.05.

rigorous lattice calculation in [59]. Using ⇠̂
q

| 0(N)i =
�
q0

p
N | 0(N � 1)i, one obtains

h�̂†(x)�̂†(z1) · · · �̂†(zj)�̂(zj) · · · �̂(z1)�̂(y)i =
1

Lj+1
hN |(⇠̂†0)j+1(⇠̂0)

j+1|Ni = 1

Lj+1

N !

(N � j � 1)!
. (12)

Finally, integrating over z1, . . . , zj , we have

h ̂†(x) ̂(y)i = N

L

1
X

j=0

[�2|x� y|/L]j

j!

(N � 1)!

(N � j � 1)!

= n

✓

1� 2n|x� y|
N

◆

N�1
N!1����! ne�2n|x�y| . (13)

The momentum distribution function is obtained by
Fourier transformation leading to Eq. (6)

The dynamical density-density correlation function is

h⇢̂(x1, t1)⇢̂(x2, t2)i =
1

L2

X

k1,k2,k3,k4

e�i(k1�k2)x1�i(k3�k4)x2

ei(k
2
1�k

2
2)t1ei(k

2
3�k

2
4)t2h 0|⌘̂†

k1
⌘̂
k2 ⌘̂

†
k3
⌘̂
k4 | 0i , (14)

and so we need to evaluate the initial fermionic four-point
correlation

h 0|⌘̂†
k1
⌘̂
k2 ⌘̂

†
k3
⌘̂
k4 | 0i =

1

L2

Z

L

0
dz1dz2dz3dz4 (15)

ei(k1z1�k2z2+k3z3�k4z4)h 0| ̂†(z1) ̂(z2) ̂
†(z3) ̂(z4)| 0i.

The four-point function h 0| ̂†(z1) ̂(z2) ̂†(z3) ̂(z4)| 0i
can be calculated analogously to the two-point function.
Let us first consider the case z1 < z2 < z3 < z4, with two
JW strings, one between z1 and z2 and one between z3
and z4. Operators belonging to di↵erent strings commute

does not depend on time because Fourier transform of nk

expansion of JW + normal ordering
How to get this? 
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For x1 = x2 we have F2(0, t) = 0 because the integrand is
an odd function of k, thus the auto-correlation function
does not depend on the time after the quench. This is
exactly what was observed in the numerical calculation
of Ref. [29], but remained without explanation until now.

In the GGE, being diagonal in n̂(k), the correlation
function is given by Eq. (7) without the last term, so it
coincides with the t ! 1 limit. This shows that the GGE
correctly captures the dynamical correlation function in
the large time limit for any �x,�t. Given that the auto-
correlation does not depend on time, the GGE result in
this case turns out to be exact at any finite time.

The equal-time density-density correlator is included
as a special case for t1 = t2 = t, for which we obtain
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This result is shown and discussed in Fig. 1, while the dy-
namical correlation function is reported in Fig. 2. Some
qualitative features of these figures resemble the 3D re-
sults in Bogoliubov approximation [61].

For large time we can define the dynamical structure
factor as the double Fourier transform of the connected
density-density correlation in �x and �t. A straightfor-
ward calculation leads to
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.
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This expression satisfies the f -sum rule
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2⇡nq2, providing a non-trivial test for our results.
Fermionic occupation numbers. We calculate hn̂(k)i

in the initial state through its Fourier transform
h ̂†(x) ̂(y)i. We rewrite the fermionic operators in terms
of the hard-core boson using the inverse of the JW map-
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where the factor (�2)j results from normal ordering. We
proceed by treating the hard-core boson fields as they
were canonical bosonic fields. The validity of this ap-
proach is fully analyzed and is derived from a complete
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FIG. 2: Large time dynamical density-density correlation
function h⇢̂(0, t)⇢̂(x, t+�t)i. (a) Subtracted correlation (i.e.
h⇢̂(0, t)⇢̂(x, t+�t)i � nF0(x,�t) to avoid the divergence at
x = �t = 0) as function of �t for x = 0 and nx = 2. The
autocorrelation (x = 0) does not depend on the elapsed time
t, so the plot is valid for any t > 0. The real part agrees
perfectly with the numerical data in Ref. [29], but the imagi-
nary part does not because of a di↵erent subtraction. (b) Full
correlation as function of x for n2�t = 0.01 and n

2�t = 0.05.
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The momentum distribution function is obtained by
Fourier transformation leading to Eq. (6)

The dynamical density-density correlation function is
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and so we need to evaluate the initial fermionic four-point
correlation
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The four-point function h 0| ̂†(z1) ̂(z2) ̂†(z3) ̂(z4)| 0i
can be calculated analogously to the two-point function.
Let us first consider the case z1 < z2 < z3 < z4, with two
JW strings, one between z1 and z2 and one between z3
and z4. Operators belonging to di↵erent strings commute

does not depend on time because Fourier transform of nk

expansion of JW + normal ordering
How to get this? 
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We known for canonical bosons:

A carefully lattice regularization shows that canonical and HC bosons “are the same”, because 
in the TD limit                                          with ν=N/M, M lattice sites and LL is ν→0
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For x1 = x2 we have F2(0, t) = 0 because the integrand is
an odd function of k, thus the auto-correlation function
does not depend on the time after the quench. This is
exactly what was observed in the numerical calculation
of Ref. [29], but remained without explanation until now.

In the GGE, being diagonal in n̂(k), the correlation
function is given by Eq. (7) without the last term, so it
coincides with the t ! 1 limit. This shows that the GGE
correctly captures the dynamical correlation function in
the large time limit for any �x,�t. Given that the auto-
correlation does not depend on time, the GGE result in
this case turns out to be exact at any finite time.

The equal-time density-density correlator is included
as a special case for t1 = t2 = t, for which we obtain

h⇢̂(x1, t)⇢̂(x2, t)i = n2 + ne�2n|x1�x2|�(x1 � x2)

� n2e�4n|x1�x2| + |F2(�x, 2t)|2 . (9)

This result is shown and discussed in Fig. 1, while the dy-
namical correlation function is reported in Fig. 2. Some
qualitative features of these figures resemble the 3D re-
sults in Bogoliubov approximation [61].

For large time we can define the dynamical structure
factor as the double Fourier transform of the connected
density-density correlation in �x and �t. A straightfor-
ward calculation leads to
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.

(10)
This expression satisfies the f -sum rule

R

d!S(q,!)! =
2⇡nq2, providing a non-trivial test for our results.
Fermionic occupation numbers. We calculate hn̂(k)i

in the initial state through its Fourier transform
h ̂†(x) ̂(y)i. We rewrite the fermionic operators in terms
of the hard-core boson using the inverse of the JW map-
ping. The two-point function takes the form
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where the factor (�2)j results from normal ordering. We
proceed by treating the hard-core boson fields as they
were canonical bosonic fields. The validity of this ap-
proach is fully analyzed and is derived from a complete
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FIG. 2: Large time dynamical density-density correlation
function h⇢̂(0, t)⇢̂(x, t+�t)i. (a) Subtracted correlation (i.e.
h⇢̂(0, t)⇢̂(x, t+�t)i � nF0(x,�t) to avoid the divergence at
x = �t = 0) as function of �t for x = 0 and nx = 2. The
autocorrelation (x = 0) does not depend on the elapsed time
t, so the plot is valid for any t > 0. The real part agrees
perfectly with the numerical data in Ref. [29], but the imagi-
nary part does not because of a di↵erent subtraction. (b) Full
correlation as function of x for n2�t = 0.01 and n

2�t = 0.05.
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The momentum distribution function is obtained by
Fourier transformation leading to Eq. (6)
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and so we need to evaluate the initial fermionic four-point
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can be calculated analogously to the two-point function.
Let us first consider the case z1 < z2 < z3 < z4, with two
JW strings, one between z1 and z2 and one between z3
and z4. Operators belonging to di↵erent strings commute

does not depend on time because Fourier transform of nk

expansion of JW + normal ordering
How to get this? 
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We known for canonical bosons:

A carefully lattice regularization shows that canonical and HC bosons “are the same”, because 
in the TD limit                                          with ν=N/M, M lattice sites and LL is ν→0
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h�̂†(x)�̂(y)iGGE = ne�2n|x�y|The GGE bosonic correlation is given by Wick theorem

Important: 
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 By definition we have:

4-pt function non trivial because Wick theorem holds in usual form only for t=∞ (and t=0). 
To get it let’s go back to real space:

In a nutshell: expand the string, treat hc boson as canonical bosons, sum up the 24 terms... 

in the integral this “anomalous” term is fundamental!
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Plugging in the integral the rest is Wick...

Summing over momenta
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Plugging in the integral the rest is Wick...

Summing over momenta
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Plugging in the integral the rest is Wick...

Summing over momenta
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Plugging in the integral the rest is Wick...

Summing over momenta
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Plugging in the integral the rest is Wick...

Summing over momenta
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Plugging in the integral the rest is Wick...

Features: ❶ Only the last term depend on t
❷ Wick, i.e. GGE, gives the rest, hence for t→∞ GGE is valid
❸ auto-correlation (Δx=0) is time-independent [numerically noticed in Gritsev et al]

Summing over momenta
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Truncated form factors data from Gritsev et al
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Dynamical density-density correlation function

Dynamical structure factor in GGE:
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We experimentally and numerically investigate the expansion of initially localized ultracold bosons
in homogeneous one- and two-dimensional optical lattices. We find that both dimensionality and
interaction strength crucially influence these non-equilibrium dynamics. While the atoms expand
ballistically in all integrable limits, deviations from these limits dramatically suppress the expansion
and lead to the appearance of almost bimodal cloud shapes, indicating di�usive dynamics in the
center surrounded by ballistic wings. For strongly interacting bosons, we observe a dimensional
crossover of the dynamics from ballistic in the one-dimensional hard-core case to di�usive in two
dimensions, as well as a similar crossover when higher occupancies are introduced into the system.

Non-equilibrium dynamics of strongly correlated
many-body systems pose one of the most challenging
problems for theoretical physics [1]. Especially in one di-
mension, many fundamental questions concerning trans-
port properties and relaxation dynamics in isolated sys-
tems remain under active debate. These problems have
attracted a renewed interest in recent years due to the
advent of ultracold atomic gases. The ability to control
various system parameters in real time has not only al-
lowed quantum simulations of equilibrium properties of
interacting many-body systems [2], but has also enabled
experimental studies of quantum quenches [3–7] and par-
ticle transport [8–12] in clean, well-controlled, and iso-
lated systems. Here, we study the combined e�ects of in-
teractions and dimensionality on the expansion dynamics
of bosonic atoms in optical lattices.

While interactions generally lead to di�usive trans-
port in higher dimensions, the situation is more involved
in one dimension (1D), where the phase space available
for scattering can be severely limited. This was demon-
strated, for example, by the experimental realization of
a quantum Newton’s cradle [5], showing that not all 1D
Bose gases thermalize (see also [13]). An intriguing phe-
nomenon in 1D is the existence of an exact mapping [14]
from hard-core bosons on a lattice or a Tonks-Girardeau
gas [15, 16] to non-interacting spinless fermions, demon-
strating the integrability of these systems. Furthermore,
this mapping establishes that the time evolution of the
density distribution is identical for hard-core bosons and
non-interacting fermions. As a consequence, hard-core
bosons in 1D expand ballistically and, asymptotically,
undergo a dynamical fermionization during the expan-
sion [17, 18]. In a transient regime, even initial 1D
Mott insulators with unity filling are predicted to be-
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Figure 1. (Color) Experimental sequence and time evolu-
tion during the expansion. (a) Sketch of the experimental
sequence. (b)-(d) Experimental time evolution of line den-
sity profiles during a 1D expansion for various interaction
strengths (each line is individually normalized). (e)-(g) Corre-
sponding t-DMRG calculations for eight atoms, plotted using
cubic interpolation.

come coherent during the expansion and to dynamically
form long-lived quasi-condensates at finite momenta [19–
21]. In the presence of doubly occupied lattice sites
(doublons) or even higher occupancies, the above map-
ping is not applicable. The dynamics then become more
involved and can include intriguing quantum distilla-
tion e�ects, namely a demixing of doublons and single
atoms [22, 23].

Several powerful theoretical methods have been used to
study the expansion dynamics in 1D, including the time-
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Expansion of an interacting gas
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interaction strength crucially influence these non-equilibrium dynamics. While the atoms expand
ballistically in all integrable limits, deviations from these limits dramatically suppress the expansion
and lead to the appearance of almost bimodal cloud shapes, indicating di�usive dynamics in the
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mension, many fundamental questions concerning trans-
port properties and relaxation dynamics in isolated sys-
tems remain under active debate. These problems have
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advent of ultracold atomic gases. The ability to control
various system parameters in real time has not only al-
lowed quantum simulations of equilibrium properties of
interacting many-body systems [2], but has also enabled
experimental studies of quantum quenches [3–7] and par-
ticle transport [8–12] in clean, well-controlled, and iso-
lated systems. Here, we study the combined e�ects of in-
teractions and dimensionality on the expansion dynamics
of bosonic atoms in optical lattices.

While interactions generally lead to di�usive trans-
port in higher dimensions, the situation is more involved
in one dimension (1D), where the phase space available
for scattering can be severely limited. This was demon-
strated, for example, by the experimental realization of
a quantum Newton’s cradle [5], showing that not all 1D
Bose gases thermalize (see also [13]). An intriguing phe-
nomenon in 1D is the existence of an exact mapping [14]
from hard-core bosons on a lattice or a Tonks-Girardeau
gas [15, 16] to non-interacting spinless fermions, demon-
strating the integrability of these systems. Furthermore,
this mapping establishes that the time evolution of the
density distribution is identical for hard-core bosons and
non-interacting fermions. As a consequence, hard-core
bosons in 1D expand ballistically and, asymptotically,
undergo a dynamical fermionization during the expan-
sion [17, 18]. In a transient regime, even initial 1D
Mott insulators with unity filling are predicted to be-
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sequence. (b)-(d) Experimental time evolution of line den-
sity profiles during a 1D expansion for various interaction
strengths (each line is individually normalized). (e)-(g) Corre-
sponding t-DMRG calculations for eight atoms, plotted using
cubic interpolation.

come coherent during the expansion and to dynamically
form long-lived quasi-condensates at finite momenta [19–
21]. In the presence of doubly occupied lattice sites
(doublons) or even higher occupancies, the above map-
ping is not applicable. The dynamics then become more
involved and can include intriguing quantum distilla-
tion e�ects, namely a demixing of doublons and single
atoms [22, 23].

Several powerful theoretical methods have been used to
study the expansion dynamics in 1D, including the time-
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JS Caux and R Konik exploited integrability to 
numerically study the non-equilibrium dynamics 
of the Lieb-Liniger model after the release of a 
parabolic trap into a circle [PRL 109, 175301 (2012)] 

A non homogeneous initial state:
Expansion of an interacting gas
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Many body initial state: Slater determinant in fermions



1
2!

2
x

2

L

n0(x)

n(x, t)The initial state is the ground state  of TG gas in harmonic trap

H =

Z
dx  ̂†(x)


�1

2

@2

@x2
+

1

2
!2x2

�
 ̂(x) ˆ

 (x) = exp

⇢
i⇡

Z
x

0
dz

ˆ

 

†
(z)

ˆ

 (z)

�
ˆ

�(x)in JW fermions

H =
1X

j=0

✏j ⇠̂
†
j ⇠̂j , ✏j = !(j + 1/2)  ̂(x) =

1X

j=0

�j(x)⇠̂j , ⇠̂j =

Z 1

�1
dx�

⇤
j (x) ̂(x)

| 0i =
N�1Y

j=0

⇠̂†j |;i

Set up

In terms of the one-particle eigenfunctions 𝝌j(x) of the 1D harmonic oscillator

Many body initial state:

H0 =

Z
dx  ̂†(x)


�1

2

@2

@x2

�
 ̂(x)

QUENCH PROTOCOL: At time t=0 we release the harmonic trap. 
                        The evolution is governed by the free-fermion Hamiltonian with PBC:

H0 =
1X

k=�1

k2

2
⌘̂†
k

⌘̂
k

, ⌘̂
k

=

Z
L/2

�L/2
dx'⇤

k

(x) ̂(x), '
k

(x) =
e�ikx

p
L➠

diagonalization

Slater determinant in fermions



TD and large time limits
The TD limit for a proper quench is defined as

N, L→∞ with N/L=n but at the same time ω→0 with ωN constant Caux-Konik ’12
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In which sense there is a long time limit??
In global quenches we consider always lim lim O(t) to have a limit and avoid revivals

t→∞   L→∞

In finite systems this is t,L large with vt<L
but, in this case, we’d get infinite line expansion, i.e. zero density, i.e. no particles and no GGE 
 The revival time is t∝L2 [also Kaminishi, Sato, Deguchi 2013], thus we require 

vt≫L with t<L2 Interpretation: Stationarity comes from the interference 
of  the particles going around L many times
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Physical Interpretation:

replicas
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relevant scaling regime is obtained by taking x/L = cst. and t/L = cst. and consequently
L2/t ! 1, so that the revivals are eliminated. In this regime the leading behavior of Eq. (48)
is extracted by stationary phase arguments and it comes from the ‘diagonal replicas’ , i.e. the
terms with p = q. Indeed, in the TD limit with !N = !Ln = cst., the phase of the exponent
in (48) is stationary only for p = ±q, but the terms with p = �q give a finite-size correction
going like L�1. Thus, in the TD limit, the leading behavior of the time-dependent density
profile is given by
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1 + !2t2
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. (49)

To perform the sum over j, we use the Christoffel-Darboux formula for the Hermite
polynomials Hj(x) in Eq. (13) which in the limit N ! 1 leads to Eq. (14). Thus Eq.
(49) can be written in terms of the particle density at initial time n

0

(x) in Eq. (15) as

n(x, t) =
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1 + !2t2
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p=�1
n
0
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◆
, (50)

showing that the density profile in the TD limit is simply given by the sum of the replicated
densities and all the interference effects are subleading in L, as probably expected.

In Figs. 3, 4 and 5 we show the numerically calculated exact time dependent density for
finite but large N . For large enough systems, the numerical data perfectly agree with the above
TD prediction for any time. The infinite-time limit t/L ! 1 of Eq. (50) is straightforward
and gives the expected result n(x, 1) = n.

3.4. The time evolution of the two-point fermionic correlation and its large-time limit

The calculation of the time evolution of the two-point fermionic correlator is similar to the
one just reported for the density. For finite L, N, !, plugging Eq. (44) into Eq. (30) we have
an exact starting point
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which once again can be easily interpreted in terms of replicas.
As for the density, a stationary phase argument allows us to conclude that only diagonal

terms p = q contribute to the TD limit. (To quantitatively support this statement, in Fig. 6
we compare the full sum with the one restricted over the diagonal terms: for N = 20 small
differences are visible, but they are negligible already for N = 100.) This leads to
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In the TD limit:
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Figure 8. Time dependence of the correlation Re[C(x, 0; t)] for x = 5 (a,c) and x = 10 (b,d).
The dynamics is rather irregular before the propagating peak travels the distance x (in a time
x/vpeak). For later times instead there is a simple damped oscillatory behavior around the
stationary value (dashed line in top panels) which is zoomed in the insets for clarity. In (a,b)
the points represent the full correlation function in Eq. (51) while the full lines are the diagonal
sum in Eq. (52). In the two bottom panels (c,d), the points represent Re[C(x, 0; t)] from the
diagonal sum in Eq. (52) for larger time scales. They are compared with the asymptotic
expansion in Eq. (60) (full lines) which is almost indistinguishable from the data soon after
the moving peak passed through. Also the asymptotic t�3/2 behavior for the envelopes of
maxima and minima is reported (dashed lines cf. Eq. (61)).

reports the x dependence of the same correlation for four different times, while Fig. 8 shows
the time dependence for two different values of x. All these figures show that the stationary
value of C(x, x

0

, t) as a function of x and t is approached starting from a neighborhood of
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relevant scaling regime is obtained by taking x/L = cst. and t/L = cst. and consequently
L2/t ! 1, so that the revivals are eliminated. In this regime the leading behavior of Eq. (48)
is extracted by stationary phase arguments and it comes from the ‘diagonal replicas’ , i.e. the
terms with p = q. Indeed, in the TD limit with !N = !Ln = cst., the phase of the exponent
in (48) is stationary only for p = ±q, but the terms with p = �q give a finite-size correction
going like L�1. Thus, in the TD limit, the leading behavior of the time-dependent density
profile is given by
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1 + !2t2
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. (49)

To perform the sum over j, we use the Christoffel-Darboux formula for the Hermite
polynomials Hj(x) in Eq. (13) which in the limit N ! 1 leads to Eq. (14). Thus Eq.
(49) can be written in terms of the particle density at initial time n

0

(x) in Eq. (15) as

n(x, t) =

1p
1 + !2t2
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p=�1
n
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, (50)

showing that the density profile in the TD limit is simply given by the sum of the replicated
densities and all the interference effects are subleading in L, as probably expected.

In Figs. 3, 4 and 5 we show the numerically calculated exact time dependent density for
finite but large N . For large enough systems, the numerical data perfectly agree with the above
TD prediction for any time. The infinite-time limit t/L ! 1 of Eq. (50) is straightforward
and gives the expected result n(x, 1) = n.

3.4. The time evolution of the two-point fermionic correlation and its large-time limit

The calculation of the time evolution of the two-point fermionic correlator is similar to the
one just reported for the density. For finite L, N, !, plugging Eq. (44) into Eq. (30) we have
an exact starting point

C(x, y; t) =
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which once again can be easily interpreted in terms of replicas.
As for the density, a stationary phase argument allows us to conclude that only diagonal

terms p = q contribute to the TD limit. (To quantitatively support this statement, in Fig. 6
we compare the full sum with the one restricted over the diagonal terms: for N = 20 small
differences are visible, but they are negligible already for N = 100.) This leads to
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In the TD limit:
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relevant scaling regime is obtained by taking x/L = cst. and t/L = cst. and consequently
L2/t ! 1, so that the revivals are eliminated. In this regime the leading behavior of Eq. (48)
is extracted by stationary phase arguments and it comes from the ‘diagonal replicas’ , i.e. the
terms with p = q. Indeed, in the TD limit with !N = !Ln = cst., the phase of the exponent
in (48) is stationary only for p = ±q, but the terms with p = �q give a finite-size correction
going like L�1. Thus, in the TD limit, the leading behavior of the time-dependent density
profile is given by
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To perform the sum over j, we use the Christoffel-Darboux formula for the Hermite
polynomials Hj(x) in Eq. (13) which in the limit N ! 1 leads to Eq. (14). Thus Eq.
(49) can be written in terms of the particle density at initial time n

0

(x) in Eq. (15) as

n(x, t) =

1p
1 + !2t2
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p=�1
n
0
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, (50)

showing that the density profile in the TD limit is simply given by the sum of the replicated
densities and all the interference effects are subleading in L, as probably expected.

In Figs. 3, 4 and 5 we show the numerically calculated exact time dependent density for
finite but large N . For large enough systems, the numerical data perfectly agree with the above
TD prediction for any time. The infinite-time limit t/L ! 1 of Eq. (50) is straightforward
and gives the expected result n(x, 1) = n.

3.4. The time evolution of the two-point fermionic correlation and its large-time limit

The calculation of the time evolution of the two-point fermionic correlator is similar to the
one just reported for the density. For finite L, N, !, plugging Eq. (44) into Eq. (30) we have
an exact starting point

C(x, y; t) =
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which once again can be easily interpreted in terms of replicas.
As for the density, a stationary phase argument allows us to conclude that only diagonal

terms p = q contribute to the TD limit. (To quantitatively support this statement, in Fig. 6
we compare the full sum with the one restricted over the diagonal terms: for N = 20 small
differences are visible, but they are negligible already for N = 100.) This leads to
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In the TD limit:

In the large-time limit translational invariance 
is recovered and
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relevant scaling regime is obtained by taking x/L = cst. and t/L = cst. and consequently
L2/t ! 1, so that the revivals are eliminated. In this regime the leading behavior of Eq. (48)
is extracted by stationary phase arguments and it comes from the ‘diagonal replicas’ , i.e. the
terms with p = q. Indeed, in the TD limit with !N = !Ln = cst., the phase of the exponent
in (48) is stationary only for p = ±q, but the terms with p = �q give a finite-size correction
going like L�1. Thus, in the TD limit, the leading behavior of the time-dependent density
profile is given by
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To perform the sum over j, we use the Christoffel-Darboux formula for the Hermite
polynomials Hj(x) in Eq. (13) which in the limit N ! 1 leads to Eq. (14). Thus Eq.
(49) can be written in terms of the particle density at initial time n

0

(x) in Eq. (15) as

n(x, t) =
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1 + !2t2
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showing that the density profile in the TD limit is simply given by the sum of the replicated
densities and all the interference effects are subleading in L, as probably expected.

In Figs. 3, 4 and 5 we show the numerically calculated exact time dependent density for
finite but large N . For large enough systems, the numerical data perfectly agree with the above
TD prediction for any time. The infinite-time limit t/L ! 1 of Eq. (50) is straightforward
and gives the expected result n(x, 1) = n.

3.4. The time evolution of the two-point fermionic correlation and its large-time limit

The calculation of the time evolution of the two-point fermionic correlator is similar to the
one just reported for the density. For finite L, N, !, plugging Eq. (44) into Eq. (30) we have
an exact starting point
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which once again can be easily interpreted in terms of replicas.
As for the density, a stationary phase argument allows us to conclude that only diagonal

terms p = q contribute to the TD limit. (To quantitatively support this statement, in Fig. 6
we compare the full sum with the one restricted over the diagonal terms: for N = 20 small
differences are visible, but they are negligible already for N = 100.) This leads to
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In the TD limit:

In the large-time limit translational invariance 
is recovered and
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Fourier transforming, we have the momentum 
distribution, i.e. the conserved charges
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Î
j

=

Z
dk

2⇡
kjn

k

=

Z
dk

2⇡
kj

4n2

k2 + 4n2
(37)

C(x, y; t) ⌘ h ̂†(x, t) ̂(y, t)i =
N�1X

j=0

�⇤
j

(x, t)�
j

(y, t) (38)

n0(x) =

p
2N! � !2x2

⇡
✓(`� |x|) (39)

` =
p
2N/! (40)

p
!N > 2

p
2n

C(x, y; t ! 1) = 2n
J1[

p
2!N(x� y)]p

2!N(x� y)
(41)

nGGE(k) =
1

e�k + 1
(42)

nGGE(k) =
2

L

r
2N

!

r
1� k2

2!N
(43)

�
k

= ln


L!

2

1p
2!N � k2

� 1

�
(44)

6

Î
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Figure 11. (Left) The GGE Lagrange multipliers �
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(full lines) as a function of k/k
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= ⇡n) for different initial trapping potentials !N . Notice the singularity in zero for
!N = 8 (i.e. n0 = n). For comparison also the grancononical approximation (dashed line)
is reported. (Central) The even Lagrange multipliers |�

j

| of the local GGE as a function of
j in logarithmic scale and for different initial conditions. The large-j behavior (dashed lines)
depends only on !N . (Right) The Lagrange multipliers �0 and �2 (corresponding to the first
two local conserved charges N̂ and 2Ĥ) as predicted by the GGE (full and dashed lines)
and numerically evaluated in the case of GCE (symbols). Different colors represent different
densities: n = 1/2, blue; n = 1, red. The vertical dot-dashed lines
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k = 0. The Lagrange multipliers are written in a more compact form in terms of the initial
average density in Eq. (19), i.e. n

0

=

p
!N/8. The first two Lagrange multipliers are
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= ln
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� 1

i
, and �
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The explicit analytic form of the higher order multipliers is more cumbersome to be written
here, but they all diverge for n

0

! n as

�
2j ⇠ 1

(2j)!(2!N)

j/2
(1 � n/n

0

)

j
, (77)

with the j = 0 term becoming a logarithm. This divergence coincides with the trap release
condition ` < L/2, i.e. n

0

> n. In the opposite limit
p

2!N ! 1 (i.e. n
0

� n) all the
Lagrange multipliers are vanishing except the first one, i.e.

�
2j ⇠ (!N)

�j, and �
0

⇠ ln(!N). (78)

It is also possible to extract the behavior of the Lagrange multipliers �j for large j, which
gives information about the weight that each local charge ˆIj has in the GGE expansion. After
some algebra, one finds the leading contribution

�
2j ⇠ (2!N)

�j/(2j), for j � 1, (79)

which does not depend on the density n (see Fig. 11). In Figure 11 we plot both the
coefficients �k and �j for different initial trapping potentials.
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Wick theorem allows to rewrite any observable in terms of 2-pt function, 
in particular the FULL reduced density matrix, which turns out to be GGE with



Steady state values of observables can be written in terms of C(x,y;t￫∞), e.g

from J.S. Caux and R.M. Konik, Phys. Rev. Lett. 109, 175301 (2012)
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FIG. 7: The SSF in the DE of the gas after release from a
trap of strength ! for c = 10 (top) and c = 7200 (bottom).
Shown are the gases at (N = L = 14,! = 0.64), (N = L =
28,! = 0.32), and (N = L = 56,! = 0.16). The N = L = 56
data for higher momenta k ⇠ 2kF is not fully saturated. The
error bars (given in insets only) are calculated as for the MDF
(see text).

given by

S⇢⇢

DE

(k ⌧ k
F

) = S
GS

(k) +
m4!4

⇡k2
F

k5
+O(!8). (10)

The simpler scaling for the MDF led us to emphasize this
quantity in the main body of the text.

Contrasting the SSF in the DE, GGE and GCE

In Figs. 8 and 9, we now contrast these results for
the SSF in the DE with those obtained in the GGE and
GCE. We plot the results vs. momentum expressed in
units of kL/k

F

. The particular form of the SSF in at
least the diagonal ensemble at small ! then suggests that
in doubling N and L while halving !, the value of the
SSF will double (see Eqn. 10).
For both displayed values of the interaction strength,

the agreement between the DE and GGE is very good,
and much better than between the DE and GCE. This
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FIG. 8: The di↵erence between the SSF as computed in the
DE and as computed in the GGE and GCE for N = L = 28
(left) and N = L = 56 (right). Top: The gas after release
from a trap of strength ! = 0.32 (N = L = 28) and ! =
0.16 (N = L = 56) for c = 7200. Bottom: The gas after
release from the same trap but for c = 10. The GGE estimate
is seen to be more accurate than the GCE throughout the
range of values considered.

is true for the di↵erent trap strengths presented in both
Figs. 8 and 9. We note, however, that the disagreement
between the DE and GGE is larger for c = 10 than for
c = 7200 (Fig. 8).
In terms of a finite size analysis, we note that for the

data in Fig. 8, the DE-GGE curves maintain, roughly
speaking, the same shape between the N = L = 28 and
N = L = 56. Because of how the SSF is scaling with sys-
tem size and our choice of units for momenta, this means
the di↵erence between these two ensembles is decreasing
as system size grows. However the same cannot be said
for the DE-GCE curves. For the larger system size, the
DE-GCE curves are notably more upturned at small mo-
menta suggesting that in the infinite volume limit, the
two ensembles will yield di↵erent results for the SSF.
This e↵ect is, however, much less pronounced for the

data in Fig. 9 where a stronger trap is used. Here the
DE-GGE curve appears flatter for the larger system size
data (N=L=56), while, the DE-GCE curve appears much
the same for the two di↵erent system sizes. A more de-
finable trend may be elusive here because of the larger
uncertainties associated with the larger trap values.

Assessing the convergence of the computation of the

MDF and SSF in the DE

MDF

In computing the MDF in the DE for N = L = 56 and
c = 10, we truncated the expression for the ground state
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where the explicit result of the integration is

f(x) =

8
>><

>>:


(4 + x2

)E
⇣
1 � 4

x2

⌘
� 8K

⇣
1 � 4

x2

⌘� |x|
6

if |x| < 2

0 if |x| > 2,

(97)

and E(z) and K(z) are standard elliptic functions. Notice that for x > 0, f(x) is a
monotonous function with maximum f(0) = 4/3. Thus S(k) turns out to be an even function
of k and monotonous for k > 0. The plot of S(k) for fixed density n = N/L = 1 and for
different initial trapping potentials !N is reported in Fig. 12. S(k) qualitatively resembles
the one found numerically in Ref. [87] for the Lieb-Liniger gas. Because of the trap release
constraint

p
!N > 2

p
2n, we have S(k) > S(0) � 1 � 8/3⇡ = 0.151174 . . ..

We can also compare the GGE structure factor with the canonical and grand canonical
ones by plugging in Eq. (94) the corresponding mode occupation functions. For the canonical
ensemble, using nCE(k) in Eq. (85), we have

SCE(k) = 1 � 1

n

Z 1

�1

dq

(1 + e

�
C

q2/2
)(1 + e

�
C

(k�q)2/2
)

, (98)

In Fig. 12 this is compared to the GGE results and it is clear that they differ substantially. For
the grand canonical ensemble, using the mode occupation in Eq. (90) and the numerically
calculated Lagrange multipliers �GC and µGC we obtain the results reported in Fig. 12.
Oppositely to the canonical ensemble, there is a relatively good match of the GCE and GGE
data for all considered values of !N . As already discussed in the previous section, this is due
to the fact that both close to the lower threshold !N = 8n and for large !N the GGE gets
a higher weight from the two lowest charges ˆN and ˆH which are the ones considered in the
grand canonical ensemble.

6. The two-point bosonic correlation function

In this section we consider the equal time bosonic two-point correlation

CB(x, y; t) ⌘ hˆ

�(x, t)ˆ

�(y, t)i, (99)

also known as one-particle density matrix whose Fourier transform is the (bosonic)
momentum distribution function commonly measured in cold atoms experiments. This can
be expressed in terms of the fermionic correlations using the Jordan-Wigner mapping in Eq.
(4) and Wick theorem. Indeed, for y > x and suppressing for simplicity the time dependence
of operators, we have

CB(x, y; t) =

⌧
ˆ

 

†
(x) exp

⇢
�i⇡

Z y

x

dz ˆ

 

†
(z)

ˆ

 (z)

�
ˆ

 (y)

�
. (100)

Taylor expanding the exponential this becomes

CB(x, y; t) =

1X

n=0

(�i⇡)

n

n!

Z y
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dz
1

· · ·
Z y
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Figure 13. (Left) Snapshot of the bosonic correlation Re[C
B

(x, 0; t)] at different rescaled
times t/L. The profiles have been shifted along the vertical axis for clarity. The time t/L =
1/v ' 3/10 approximatively separates the expansion in full space from the equilibration
regime. (Right) Zoom close to the origin for the profiles at t/L = 1/2, 1, 2, 3. The full
black lines correspond to the large-time behavior including corrections as in Eq. (112) which
match the data perfectly, including the moving peaks. In particular, for t/L = 1/2 and
t/L = 1, in order to quantitatively describe all peaks, it has been necessary to include large-
time corrections respectively up to the 3rd and 2nd order in Eq. (112).

6.1. The large-time limit of the bosonic correlators

Eq. (105) is not only a practical formula to calculate the bosonic correlation function at any
time, but it is also the ideal starting point to evaluate its large-time limit. Indeed, from the
single particle wave functions (44) and using the fact that only diagonal replica terms survive
in the product, in the large-time regime t/L � 1 with L ! 1 (but with t/L2 ⌧ 1) one can
approximate �⇤

a(z, t)�b(z, t) as

�⇤
a(z, t)�b(z, t) ⇠ e

i⇡(a�b)/2

!t

1X

p=�1
�⇤
a

⇣z + pL

!t

⌘
�b

⇣z + pL

!t

⌘

⇠ ia�b

L

Z 1

�1
dx �⇤

a

⇣ z

!t
+ x

⌘
�b

⇣ z

!t
+ x

⌘
=

1

L
�ab, (108)

where in the last equality we used the orthonormality of the eigenfunctions �a(x).
Consequently, the large-time behavior of the A and P matrices is

Aab ⌘
Z y

x

dz �⇤
a(z, t)�b(z, t) =

y � x

L
�ab, P(x, y; t ! 1) =

✓
1 � 2

|x � y|
L

◆
I. (109)

Clearly the above equations are valid as long as the rhs’ are finite, i.e. when |x�y|/L ⇠ O(1).
For |x � y| ⌧ L different approaches must be used, as e.g. expanding the determinant in Eq.
(101).

C

B

(x, y; t ! 1) = C

F

(x, y; t ! 1)e�2n|x�y| = 2n
J1

hp
2!N(x� y)

i

p
2!N(x� y)

e�2n|x�y|

Bosonic Correlation
Bosonic correlation is a Fredholm minor involving C(x,y;t￫∞)

For infinite time in the TD limit:
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Figure 15. (Left): The GGE bosonic momentum distribution n
B

(k) (actually kn
B

(k) in
order to have a plot resembling the one in Ref. [87]) for different initial conditions !N and
for fixed density n = 1, as a function of k/k

F

(k
F

= n⇡). (Right): n
B

(k)/n for fixed initial
condition !N = 16 and several final densities n as function of k. Notice as n decreases the
emergence of a singularity at k =

p
2!N . As stressed in the text, for any finite !N , there

will be a crossover from the plotted k�2 tail for large k to a standard k�4. The location of the
crossover depends on the value of !N and it is not encoded in Eq. (118).

The right panel of Fig. 14 reports the numerically evaluated CB(x, y; t ! 1) for small x

which perfectly agrees with the expansion above, and it crosses over to the TD value (111)
for larger values of x.

6.3. The bosonic momentum distribution

The bosonic correlation function CB(x, y; t) in the large-time limit is translationally invariant,
as it should. Thus for the bosonic occupation number operator

n̂B(k) ⌘ 1

L

Z Z
dxdy e

ik(x�y)
ˆ

�

†
(x)

ˆ

�(y), (116)

one obtains in the large-time limit expectation value

nB(k) = lim

t!1
hn̂B(k, t)i =

Z
dx e

ikxCB(x, 0; t ! 1). (117)

Since the real space correlator (111) is a product, its Fourier transform is the convolution

nB(k) =

Z p
2!N

�
p
2!N

dq

2⇡
nGGE(q)

1/n

1 + (k � q)2/4n2

, (118)

with nGGE(k) given in Eq. (68). In Fig. 15 we plot the stationary bosonic momentum
distribution as a function of k/2⇡ for different initial conditions. Notice that our result differs
from the Gangardt and Pustilnik result in [64], where using the stationary phase approximation
it was found nB(k) = nGGE(k) for t ! 1. Indeed, Ref. [64] analyzes the expansion of a

Fourier transform
bosonic MDF
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bosonic gas in the full space, for which the density of particle n goes to zero. However, their
result is encoded in our solution if one considers the naı̈ve limit n ! 0.

The large momentum behavior of Eq. (118), for any finite !N , is (k0

F =

p
2!N )

nB(k � k0

F ) ' 4n2

k2

. (119)

However, as previously discussed, this result does not reproduce the correct k�4 large
momentum tail for nB(k). Indeed, there will be a crossover at large enough k, whose location
depends on !N , from this k�2 tail to the expected k�4 as a consequence of the crossover for
small x in Fig. 14.

7. Entanglement entropies of a subsystem

Up to know we have only considered the correlation functions of local observables either
bosonic or fermionic. Another extremely important quantity for a full description of the out
of equilibrium dynamics of quantum systems is the bipartite entanglement entropy. Indeed the
amount of entanglement contained in a quantum system is the main limitation [109, 110] to
simulate on a classical computer a quantum system (at least for numerical methods based
on tensor network states). This observation motivated an intense study on the evolution
of the entanglement entropy and in particular of its growth with time. Based on results
from conformal field theory [111, 112, 113] and on analytical [111, 114] or numerical
calculations [17, 18, 115, 116, 117, 118, 119, 120, 121] for specific models, it is known
that the entanglement entropy grows linearly with time for a global quench, while at most
logarithmically for a local one. As a consequence a local quench is effectively simulable on a
classical computer up to large times, while for a global quench one can access only a relatively
short time dynamics. It is then natural to wonder whether the trap release dynamics studied
here, displays an asymptotically logarithmic or extensive behavior for large times. To this
goal, let us first introduce the basic definition and then move to the actual calculations.

For a general bipartition of a pure state | i of a quantum system (i.e. writing the whole
Hilbert space of the system as a direct product of two parts H = HA⌦HB), the Rényi entropy
of the reduced density matrix ⇢A = TrB| ih | of the subsystem A [122]

S(↵)
A =

1

1 � ↵
ln Tr⇢↵

A, (120)

is a measurement of the entanglement between the two parts. In the limit ↵ ! 1, S(1)

A reduces
to the more studied von Neumann entanglement entropy but, the knowledge of the Rényi
entropies for any ↵ gives far more information than the ↵ = 1 case because it provides the
full spectrum of the reduced density matrix [123]. In the ground-state of a one-dimensional
conformal critical system (which include the quantum gases studied here) in the case when A

is an interval of length ` embedded in a finite system of length L, the asymptotic behavior of
the Rényi entropies is given by [124, 125]

S(↵)
A =

c

6

✓
1 +

1

↵

◆
ln


L

⇡
sin

⇣⇡`

L

⌘�
+ cst, (121)

large k

No k-4 “Tan-tail”?



Bosonic Correlation II
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Figure 14. (Left): Exact bosonic correlation function C
B

(x, y; t ! 1) calculated by
discretizing the Fredholm’s minor in Eq. (101). For large enough x, the data always agree
with the prediction in Eq. (111) (full lines), while for smaller x, the data approach it only
for large enough !N . (Right): Zoom for very small x and in double logarithmic scale. For
small enough x the behavior is always quadratic (dashed line), but increasing x the bosonic
correlation always crosses over to Eq. (111) (full lines).

a = x/(M +1); (ii) we define the (M +1)⇥ (M +1) matrices (indices run form 1 to M +1):

Rnm = �nm � �n1�1m (113)
Snm = C[(n � m)a, 0; t ! 1) for n > 1, S

1m = C(x � ma, 0; t ! 1),

where C(x, 0; t ! 1) is the GGE fermionic correlation in Eq. (57). Therefore, the bosonic
correlator is given by the limit

CB(x, 0; t ! 1) = lim

a!0

det(2a S � R)

2a
. (114)

(In practice we evaluate the ratio in the rhs of the above equation for small enough spacing a

and check that it does not vary to the required precision by making it smaller.) In this way,
we numerically calculate CB(x, 0; t ! 1) as a function of x for different values of !N (we
recall n = N/L is constant) and the results are reported in Fig. 14. It is clear that increasing
N , the numerical data approach the asymptotic result in Eq. (111). However, if we zoom in
the region of very small distances, as done in the left panel of Fig. 14, the |x � y| singularity
is absent, and the main singularity is of the form |x � y|3 while the leading behavior is non-
singular (x�y)

2. This small distance behavior can be worked out analytically in a very simple
way. Indeed, for small |x � y|, the only terms contributing to the expansion CB(x, y; t ! 1)

up the 3

rd order are those with n = 0, 1 in Eq. (101) (analogously to a similar expansion for
a different physical problem in Ref. [108]). The sum of these two contributions is

CB(x, y; t ! 1) ⇠ n � n!N

4

(x � y)

2 � n2!N

6

|x � y|3 + O((x � y)

4

). (115)

Numerical evaluation of the Fredholm minor: 

For small x, at any finite N, there is a crossover to
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B

(x, y; t ! 1) calculated by
discretizing the Fredholm’s minor in Eq. (101). For large enough x, the data always agree
with the prediction in Eq. (111) (full lines), while for smaller x, the data approach it only
for large enough !N . (Right): Zoom for very small x and in double logarithmic scale. For
small enough x the behavior is always quadratic (dashed line), but increasing x the bosonic
correlation always crosses over to Eq. (111) (full lines).
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where C(x, 0; t ! 1) is the GGE fermionic correlation in Eq. (57). Therefore, the bosonic
correlator is given by the limit
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det(2a S � R)

2a
. (114)

(In practice we evaluate the ratio in the rhs of the above equation for small enough spacing a

and check that it does not vary to the required precision by making it smaller.) In this way,
we numerically calculate CB(x, 0; t ! 1) as a function of x for different values of !N (we
recall n = N/L is constant) and the results are reported in Fig. 14. It is clear that increasing
N , the numerical data approach the asymptotic result in Eq. (111). However, if we zoom in
the region of very small distances, as done in the left panel of Fig. 14, the |x � y| singularity
is absent, and the main singularity is of the form |x � y|3 while the leading behavior is non-
singular (x�y)

2. This small distance behavior can be worked out analytically in a very simple
way. Indeed, for small |x � y|, the only terms contributing to the expansion CB(x, y; t ! 1)

up the 3

rd order are those with n = 0, 1 in Eq. (101) (analogously to a similar expansion for
a different physical problem in Ref. [108]). The sum of these two contributions is
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resulting in a standard k-4 “Tan-tail” in MDF

this is x, not x/L
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Entanglement entropy
In the TD and long time limit, very simple result (for l/L~O(1)):

[Vicari 2012]
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Conclusions

• Simple results on quenches provide important 
insights for general integrable models

• GGE states are candidates for novel phases of 
matter with unusual correlations 

• Many open problems:

Thank you for your attention

Is GGE valid for interacting integrable systems?

Will a generic system have a thermal steady state?

Cardy, Caux, Eisert, Essler, Mussardo, Konik, Rigol, Silva, Sotiriadis...

Caux,  Cirac, Kollath, Konik, Mussardo, Rigol, Silva...

Connection with “typicality”?


