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Outline

1. Introduction to Quantum Quenches and some general notions.

2. A new formalism for analyzing quenches in integrable models.

3. Generalized Gibbs Ensembles and the late-time behaviour
after quenches in integrable models

• GGE and dynamical correlations.

• Time evolution of reduced density matrices (TFIM).

• GGE expectation values of local observables for quenches
in the spin-1/2 XXZ chain.
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A. Introduction and some general notions
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Quantum Quenches in isolated many-particle systems

A. Consider an isolated quantum system in the thermodynamic 
limit; Hamiltonian H(h) (short-ranged), h e.g. bulk magnetic field

B. Prepare the system in the ground state |ψ〉of H(h0)

C. At time t=0 change the Hamiltonian to H(h)

D. (Unitary) time evolution |ψ(t)〉= exp(-iH(h)t) |ψ〉

E. Goal: study time evolution of local (in space) observables 
〈ψ(t)|Ο(x)|ψ(t)〉,〈ψ(t)|O1(x)Ο2(y)|ψ(t)〉,〈ψ(t)|O1(x,t1)Ο2(y,t2)|ψ(t)〉
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Local Relaxation

Given that we are considering an isolated system, does the 
system relax in some way ?

• It can never relax as a whole.
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Local Relaxation

Given that we are considering an isolated system, does the 
system relax in some way ?

• It can never relax as a whole.

‹ψ(t)|O|ψ(t)› = A cos([E1-E2]t+φ)

Initial state |ψ› after the quench is a pure state

|ψ(t)› = exp(-iH(h)t) |ψ› = ∑n exp(-iEnt) <n|ψ› |n>. 

Can always choose “observables” O that never relax, e.g.

O=O†= |1›‹2|+|2›‹1|
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Local Relaxation

Given that we are considering an isolated system, does the 
system relax in some way ?

• It can never relax as a whole.

• It can relax locally (in space).

A

B

• Entire System: A∪B
• Take A infinite, B finite
• Ask questions only about B: 

Expectation values 
of local ops: 

〈Ψ(t)|OB(x)|Ψ(t)〉

Physical Picture: A acts like a bath for B.
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Local Relaxation

Given that we are considering an isolated system, does the 
system relax in some way ?

• It can never relax as a whole.

• It can relax locally (in space).

A

B

Physical Picture: A acts like a bath for B.

No time-averaging involved !!!
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Subsystems and Reduced Density Matrices

Density matrix: ρ(t)=|ψ(t)›‹ψ(t)|

Reduced density matrix: ρB(t)=trA ρ(t)

A

B

|ψ› = initial (pure) state of the entire system A∪B (A infinite)

ρB contains all local correlation functions in B:

for B=[1,...,ℓ𝓁] in a spin-1/2 quantum spin chain

αj=0,x,y,z
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Definition of the Stationary State

If limt→∞ ρB(t)= ρB(∞) exists for any finite subsystem B:

→ system approaches a stationary state;〈ψ(t)|ΟB(x)|ψ(t)〉become 

time-independent for all local operators.
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How about quenches in quantum integrable models?

Friday, 2 August 13



How about quenches in quantum integrable models?

[Im, In]=[Im, H(h)]=0.Have local integrals of motion
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Example: transverse-field Ising chain

S↵�
j,j+` = �↵

j

⇥
�z
j+1 . . .�

z
j+`�1

⇤
��
j+`define operators

In involve spins
on n+2 
neighbouring 
sites

Grady ’82
Prosen ’98
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How about quenches in quantum integrable models?

[Im, In]=[Im, H(h)]=0.Have local integrals of motion

→〈ψ(t)| Im |ψ(t)〉independent of time

Expectation: Time evolution of local operators/stationary state 
should be “special”.
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How about quenches in quantum integrable models?

[Im, In]=[Im, H(h)]=0.Have local integrals of motion

→〈ψ(t)| Im |ψ(t)〉independent of time

Expectation: Time evolution of local operators/stationary state 
should be “special”.

Stationary state:

M. Rigol, V. Dunjko, V. Yurosvki
 & M. Olshanii, PRL98, 050405 (2007) Generalized Gibbs Ensemble
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RDM formulation of the Generalized Gibbs Ensemble 

ρgG=exp(-Σ λm Im)/ZgG

Let Im be local integrals of motion [Im, In]=[Im, H(h)]=0

Define GGE density matrix by:

tr[ρgG Im]=〈ψ(0)| Im |ψ(0)〉λm fixed by

ρB(∞)= ρgG,B

The system is described by a GGE if for any finite subsystem B

ρgG,B=trA ρgGReduced density matrix of B:

cf Barthel & 
Schollwöck ’09
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B. A new formalism for quenches in integrable models
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B. A new formalism for quenches in integrable models

In integrable models we can construct a basis of eigenstates

We then want to calculate

This is difficult. To study thermodynamic limit we must sum
infinitely many terms & in general must deal with late time
(“infrared”) divergencies.

cf Calabrese, Essler & Fagotti ’11, ’12
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Idea: follow Yang&Yang approach to thermodynamics

2

We stress that no time averaging is involved in (3), which
can be thought of as a generalization of the eigenstate
thermalization hypothesis [40] to local observables in in-
tegrable models, valid in the thermodynamic limit. A
consequence of (3) is that the ensemble defined by the
density matrix ⇢ = |�sih�s| is locally indistinguishable
from the GGE corresponding to the initial state | i
(globally the two ensembles are of course di↵erent, see
also [21]). A consequence of (3) is that the reduced
density matrix ⇢A = Tr

¯A|�sih�s| for a finite subsystem
A in the thermodynamic limit is the same as the reduced
density matrix ⇢

GGE,A = 1

ZTr
¯A exp(

P
m �mIm) of the

GGE corresponding to the initial state | i. Here Ā is
the complement of A and Im are the local conservation
laws of H(h). We stress, that while the two ensembles
are locally indistinguishable, they di↵er globally, see also
[39]. The principles underlying our description (3) of the
stationary state are closely related to those of the gener-
alized microcanonical ensemble proposed in [37], see also
[34]. We emphasize that the representation (2) o↵ers a
dramatic reduction in computational complexity as com-
pared to earlier approaches.

GTBA approach to nonequilibrium evolution. Let us
consider a quantum integrable model with Hamiltonian
H solvable by Bethe Ansatz [41]. Let {|�i} be a complete
set of eigenstates, i.e. H|�i = !

�

|�i. The time evolution
of an arbitrary initial state | i is then given by

| (t)i =
X

�

e�E�e�i!�t|�i, (4)

where E
�

are constant, complex-valued overlaps

E
�

⌘ � lnh�| i. (5)

Substituting (4) into the numerator of (1) gives a spectral
representation of the form

h |O(t)| i =
X

�,�0

e�E⇤
��E�0 ei(!��!�0 )th�|O|�0i. (6)

This double sum over a full Hilbert space basis is a serious
bottleneck. To proceed further, we look to the thermody-
namic limit. In the Yang-Yang approach to equilibrium
thermodynamics [42], a summation over states is recast
as a functional integral over root densities ⇢

|�i ! |⇢i,
X

�

(...) !
Z

D[⇢]eS⇢(...). (7)

Here S⇢ is the entropy of all states characterized by a
given root density and (...) represents quantities with
well-defined thermodynamic limits. Using (7) once, we
can formally recast (6) in the form

Z
D[⇢]eS⇢

X

�


e�E⇤

��E⇢ei(!��!⇢)t
h�|O|⇢i

2
+ �$ ⇢

�
.(8)

The reason for using (7) only once is that we are inter-
ested in local operators O. These have the property that
h�|O|�0i 6= 0 only if both |�i and |�0i scale to the same
distribution ⇢ up to microscopic di↵erences [48]. In the
thermodynamic limit the denominator in (1) becomes

h | i =
Z

D[⇢]e�2Re(E⇢)+S⇢ . (9)

and can be evaluated by the method of steepest descent.
The right-hand side of (9) can be viewed as the partition
function of an integrable model with “generalized free
energy”

F⇢ ⌘ 2Re(E⇢)� S⇢. (10)

Here S⇢ is the usual Yang-Yang entropy of the integrable
Hamiltonian H(h). In the simplest scalar case, realized
e.g. in the Lieb-Liniger model, it takes the form S⇢ =
N

R
d�

⇥
(⇢+ ⇢h) ln(⇢+ ⇢h)� ⇢ ln ⇢� ⇢h ln ⇢h

⇤
. The hole

density ⇢h is related to the particle density ⇢ by the ther-
modynamic form of the Bethe equations

⇢(�) + ⇢h(�) =
1

2⇡
+

Z
d�0K(�� �0)⇢(�0), (11)

where K(�) is a known function for a given integrable
model. The first term in (10) plays the role of an e↵ec-
tive energy per temperature and hence acts as the “driv-
ing term” in a generalized Thermodynamic Bethe Ansatz
(for details, see [18, 43]). Since the e↵ective overlaps (5)
are strictly bounded from below, there exists a saddle-
point at ⇢s, i.e.

�F⇢

�⇢ |⇢s = 0 [49]. In the thermodynamic
limit, fluctuations around the saddle point are negligible
and thermodynamic averages can be calculated with re-
spect to the energy eigenstate characterized by ⇢s. Given
that the expectation values of all local integrals of motion
in this state are by construction the same as those of the
generalized Gibbs ensemble corresponding to H(h) and
| (t = 0)i, the saddle-point average of local observables
precisely reproduces the GGE average in the sense of [21].
The functional integrals in (8) can be evaluated analo-
gously: Given that h�|O|⇢i is non-zero only for states
h�| such that !

�

� !⇢ and E⇤
�

+ E⇢ are intensive, the
first term in (8) is dominated by the same saddle point
⇢s. The second term is treated analogously. Putting ev-
erything together we obtain the thermodynamic limit of
(2). In practice we consider the theory in a large, fi-
nite volume L (at fixed density N/L) and a particular,
representative eigenstate |�si that reduces to |⇢si in the
thermodynamic limit. The corresponding spectral repre-
sentation is then

hO(t)i = lim
N!1

X

�

⇢
eE

⇤
�s

�E⇤
�+i(!��!�s )t

h�|O|�si
2

+eE�s�E��i(!��!�s )t
h�s|O|�i

2

�
. (12)

1.

2. evaluate path integral by saddle point approximation
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|Φ> = simultaneous eigenstate of all local conservation 

laws

〈ψ(0)| Im |ψ(0)〉= αm 

|Φ> can be constructed e.g. by a generalized TBA                

once the expansion of |ψ(0)〉in eigenstates of H(h) is 
known.

Im |Φ〉= αm |Φ〉

such that

Caux&Essler ’13

Mossel&
Caux ’12
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Caux&Essler ’13

Much more efficient way of calculating dynamics!

Have reproduced some known results for Ising using this
formalism (rather non-trivial checks). Applications to sine-Gordon 
and Lieb-Liniger models under way.

Late-time dynamics dominated by small “excitations” over |Φ〉

e.g.

Bertini, Essler, 
Schuricht talk by J.-S. 

Caux
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Description of the stationary state

limt→∞trA |ψ(t)><ψ(t)|=trA|Φ><Φ|Our description:

So expectation values of local operators in the stationary 
state are given by using a single simultaneous eigenstate
of all conservation laws.

Goldstein, Lebowitz, 
Tumulka, Zanghi ’06• analogous result for Gibbs ensemble:

• Similar to “generalized microcanonical ensemble” Cassidy, Clark 
& Rigol ’11

limt→∞trA |ψ(t)><ψ(t)|=trA[ρgG]GGE:
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So locally (in space) |Φ〉looks the same as the GGE (and 

the “diagonal ensemble”). Globally they all differ.
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C. Some new results on GGEs & integrable models
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1. The GGE applies to dynamical correlation functions.

More generally: if

then

for fixed t1,t2,...,tn

Lieb&Robinson ’72
Bravyi, Hastings& Verstraete ’06ultimately follows from

lim
t!1

h (t)|O1. . .On| (t)i = Tr [⇢statO1. . .On]

lim
t!1

h (t)|O1(t1). . .On(tn)| (t)i = Tr [⇢statO1(t1). . .On(tn)]

Explicit results for                        in Ising.

Essler, Evangelisti 
& Fagotti ’12
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2. Some conservation laws are more important than others.

Transverse Field Ising Chain Fagotti & Essler’13
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Transverse Field Ising Chain

Hamiltonian:

T

h01
0

0

Quantum 
Critical Point

Phase Diagram:

order parameter:

(          always)

T>0: order melts 
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Transverse Field Ising Chain

Hamiltonian:

h010
quenches: h0→h

Barouch, McCoy & Dresden ’70
Igloi & Rieger ’00, ’11
Rossini et al ’09, ’10
Calabrese, Essler & Fagotti ’11, ’12
Schuricht & Essler ’12
Essler, Evangelisti & Fagotti ’12
Foini, Cugliandolo & Gambassi ’12
Heyl, Polkovnikov & Kehrein ’12
Viehmann et al ’13
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How fast is the approach to the t→∞ limit?

- How close is ρB(t) to ρgG,B ?

Define a distance:

• h0>1 (Z2 unbroken): Can reduce this to expression in terms of 
2N×2N matrix (ρB is 2N×2N matrix).

• h0<1 (Z2 broken): ρB is not Gaussian → use cluster 

decomposition + causality (“Calabrese-Cardy horizon”) Calabrese & 
Cardy ’05
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Distance                            between quench and generalized 
Gibbs reduced density matrices for sub-system sizes 

J

D(GGE) = D(⇢`(t), ⇢gG,`)

` = 10, . . . , 150

D(GGE)∝t-3/2 at late times. Holds for any quench h0→h
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Distance between quench
and Gibbs reduced density 
matrices for sub-system 
sizes 10-150.

D(Gibbs)∝const at late times.1 10 100 1000

t

0.1

1

10

150

D

h
0
=1.2 h=3

(Gibbs)

J

Distance to a Gibbs ensemble at the appropriate temperature

Difference between GGE and thermalization (Gibbs)?
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1 10 100

0.001

0.01

0.1

1

GGE
16
8
4
2
1 (Gibbs)

h0=1.2 h=3ℓ=10 t

D
(y)

Do we really need all conservation laws?

Distance 
between quench and 
truncated GGE reduced 
density matrices for sub-
system size ℓ=10.

J

Define a truncated GGE by keeping only the y most local
conservation laws:

D(y) = D(⇢`(t), ⇢
(y)
tGGE,`)

• Keeping more conservation laws gives a better description
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J

• Good description as soon as y≳ℓ!

0 10 20 30 40 50

1x10
-7

0.001

5

50

h
0
=1.2 h=3y

D
(y)

5≤ℓ≤50

Do we really need all conservation laws?

` = 50

` = 5

y= # of conservation laws kept

h0 = 1.2 ! h = 3
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Which conservation laws are most important?

0 20 40 60

1x10
-10

1x10
-7

1x10
-4

0.1
5

50

h
0
=1.2 h=3q

D
d(+q)

Leave out the q’th conservation law:

The more local the
conservation law,
the more important
it is!!!

5≤ℓ≤50

q= index of removed conservation law

h0 = 1.2 ! h = 3
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Which conservation laws are most important?

Conservation laws

Subsystem size ℓ: must keep all Im with m< ℓ+n0(h,h0)
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3. GGE and quenches in the spin-1/2 Heisenberg chain.
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3. GGE and quenches in the spin-1/2 Heisenberg chain.

Higher conservation laws are known; generated by transfer matrix

H(1) = J
X

j

Sx

j

Sx

j+1 + Sy

j

Sy

j+1 +�Sz

j

Sz

j+1 �
1

4
, � > 1

2

2. Calculate their expectation values in the initial state after the quench.

3. Construct the GGE density matrix in such a way that equations (1.4) are fulfilled.

4. Determine the expectation values of local operators in this ensemble.

In the following we address these in turn. As local conservation laws we consider the minimal set obtained from
the logarithmic derivative of the transfer matrix at the “shift-point”43. It has been recently found that the XXZ
Hamiltonian in general has local conservation laws that are not obtained in this way44. In principle they could be
accommodated in our construction as well. However, in order to keep things simple, we restrict our analysis to the
antiferromagnetically ordered regime of the Heisenberg chain, where, as far as we know, the minimal set of local
conservation laws is complete. With regards to step 2, we focus on a class of simple quenches, for which the initial
states are unentangled. We show how to treat these cases analytically. Our method generalizes to weakly entangled
initial states of matrix product form, but the analysis becomes much more complicated45. The GGE density matrix
is constructed by the quantum transfer matrix method46. The most di�cult issue here is what values the Lagrange
multipliers �

j

take. We argue that it is possible to completely specify the quantum transfer matrix, without having
to explicitly calculate the �

j

. Finally, GGE expectation values of local operators can be calculated by borrowing the
results of the Wuppertal group for finite temperature correlators47,48.

II. LOCAL INTEGRALS OF MOTION

We consider the XXZ Hamiltonian

H(1) =
1

4

LX

`=1

�x

`

�x

`+1

+ �y

`

�y

`+1

+�(�z

`

�z

`+1

� 1) , (2.1)

where L is even, �↵

j

are Pauli matrices (�↵

L+1

⌘ �↵

1

) and we parametrize the anisotropy as

� = cos �. (2.2)

It is well known that (2.1) is solvable by the algebraic Bethe Ansatz method43. Local conservation laws H(k) can then
be obtained from the logarithmic derivative of the transfer matrix ⌧(i+ �)

H(k) = i
⇣ sin �

�

@

@�

⌘
k

log ⌧(i+ �)
���
�=0

. (2.3)

By definition the conservation laws commute with one another

[H(k), H(n)] = 0. (2.4)

The transfer matrix is constructed by Algebraic Bethe Ansatz and takes the form

⌧(i+ �) = Tr [L
L

(�)L
L�1

(�) . . .L
1

(�)] ,

L
j

(�) =
1 + ⌧z�z

j

2
+

sinh(��
2

)

sinh(i� + ��

2

)

1� ⌧z�z

j

2
+

sinh(i�)

sinh(i� + ��

2

)
(⌧+��

j

+ ⌧��+

j

), (2.5)

where ⌧x,y,z are Pauli matrices acting on the auxiliary space, and the trace is taken over the latter. In the following
we denote indices in the auxiliary and quatum spaces by Roman (a, b) and Greek (↵,�) letters respectively.

III. EXPECTATION VALUES OF LOCAL INTEGRALS OF MOTION IN THE INITIAL STATE

Given an intial state | 
0

i, we aim to determine the expectation values

h 
0

|H(k)| 
0

i . (3.1)

It is convenient to work with the generating function

⌦
 0(�) =

1

L
h 

0

|⌧ 0(i+ �)⌧�1(i+ �)| 
0

i = �i
X

k=1

✓
�

sin �

◆
k

�k�1

(k � 1)!

h 
0

|H(k)| 
0

i
L

, (3.2)

2

2. Calculate their expectation values in the initial state after the quench.

3. Construct the GGE density matrix in such a way that equations (1.4) are fulfilled.

4. Determine the expectation values of local operators in this ensemble.

In the following we address these in turn. As local conservation laws we consider the minimal set obtained from
the logarithmic derivative of the transfer matrix at the “shift-point”43. It has been recently found that the XXZ
Hamiltonian in general has local conservation laws that are not obtained in this way44. In principle they could be
accommodated in our construction as well. However, in order to keep things simple, we restrict our analysis to the
antiferromagnetically ordered regime of the Heisenberg chain, where, as far as we know, the minimal set of local
conservation laws is complete. With regards to step 2, we focus on a class of simple quenches, for which the initial
states are unentangled. We show how to treat these cases analytically. Our method generalizes to weakly entangled
initial states of matrix product form, but the analysis becomes much more complicated45. The GGE density matrix
is constructed by the quantum transfer matrix method46. The most di�cult issue here is what values the Lagrange
multipliers �

j

take. We argue that it is possible to completely specify the quantum transfer matrix, without having
to explicitly calculate the �

j

. Finally, GGE expectation values of local operators can be calculated by borrowing the
results of the Wuppertal group for finite temperature correlators47,48.

II. LOCAL INTEGRALS OF MOTION

We consider the XXZ Hamiltonian
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L
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L�1
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1
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L
j
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1 + ⌧z�z
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+

sinh(��
2

)

sinh(i� + ��

2

)
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2
+
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2

)
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j
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j
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where ⌧x,y,z are Pauli matrices acting on the auxiliary space, and the trace is taken over the latter. In the following
we denote indices in the auxiliary and quatum spaces by Roman (a, b) and Greek (↵,�) letters respectively.
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Given an intial state | 
0

i, we aim to determine the expectation values
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0

|H(k)| 
0

i . (3.1)

It is convenient to work with the generating function
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 0(�) =

1
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2. Calculate their expectation values in the initial state after the quench.

3. Construct the GGE density matrix in such a way that equations (1.4) are fulfilled.

4. Determine the expectation values of local operators in this ensemble.

In the following we address these in turn. As local conservation laws we consider the minimal set obtained from
the logarithmic derivative of the transfer matrix at the “shift-point”43. It has been recently found that the XXZ
Hamiltonian in general has local conservation laws that are not obtained in this way44. In principle they could be
accommodated in our construction as well. However, in order to keep things simple, we restrict our analysis to the
antiferromagnetically ordered regime of the Heisenberg chain, where, as far as we know, the minimal set of local
conservation laws is complete. With regards to step 2, we focus on a class of simple quenches, for which the initial
states are unentangled. We show how to treat these cases analytically. Our method generalizes to weakly entangled
initial states of matrix product form, but the analysis becomes much more complicated45. The GGE density matrix
is constructed by the quantum transfer matrix method46. The most di�cult issue here is what values the Lagrange
multipliers �

j

take. We argue that it is possible to completely specify the quantum transfer matrix, without having
to explicitly calculate the �

j

. Finally, GGE expectation values of local operators can be calculated by borrowing the
results of the Wuppertal group for finite temperature correlators47,48.
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where ⌧x,y,z are Pauli matrices acting on the auxiliary space, and the trace is taken over the latter. In the following
we denote indices in the auxiliary and quatum spaces by Roman (a, b) and Greek (↵,�) letters respectively.
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Stationary behaviour of observables after a quantum quench in the spin-1/2
Heisenberg XXZ chain

Maurizio Fagotti and Fabian H.L. Essler
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We consider a quantum quench in the spin-1/2 Heisenberg XXZ chain. At late times after the
quench it is believed that the expectation values of local operators approach time-independent
values, that are described by a generalized Gibbs ensemble. Employing a quantum transfer matrix
approach we show how to determine short-range correlation functions in such generalized Gibbs
ensembles for a class of initial states.

PACS numbers: 02.30.Ik, 05.70.Ln, 75.10.Jm, 67.85.-d

I. INTRODUCTION

Nonequilibrium dynamics in closed quantum systems, and in particular quantum quenches, have attracted much
experimental1–6 and theoretical7–41 attention in recent years. There is a growing consensus that integrable models
exhibit important di↵erences in behaviour as compared to non-integrable ones42. In particular, by now there is ample
evidence that the stationary state after a quantum quench in an integrable theory is described by a generalized Gibbs
ensemble (GGE)8 with density matrix

⇢
GGE

=
1

Z
GGE

exp

 
�
X

l=1

�
l

H(l)

!
. (1.1)

Here H(1) is the Hamiltonian and H(l) are local21 integrals of motion

[H(m), H(n)] = 0 . (1.2)

By local we mean that the densities of H(m) are local in space. For fundamental spin models43 they take the form

H(m) =
X

j

H
(m)

j,j+1,...,j+m

, (1.3)

where H
(m)

j,j+1,...,j+m

acts nontrivially only on sites j, j + 1, . . . , j + m. The Lagrange multiplies �
l

are fixed by the
requirement that the expectation values of the integrals of motion are time-independent
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|H(l)| 
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⇥
⇢
GGE

H(l)

⇤

L
. (1.4)

Here L is the size of the system under consideration. In practice it is often useful to work with a truncated GGE39,
where only the y “most local” conservation laws are retained

⇢
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h
⇢
(y)
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H(l)

i

L
, l = 1, . . . , y. (1.6)

The full GGE is then recovered in the limit y ! 1, after the thermodynamic limit has been taken first. Assuming
that a given integrable system indeed approaches a stationary state late after a quantum quench, which is described
by a generalized Gibbs ensemble, important questions are how to construct the GGE in practice, and how to then
determine expectation values of local operators. It is these questions we aim to address for the particular case of the
spin-1/2 Heisenberg XXZ chain. A priori there are four steps:

1. Determine the local conservation laws.

GGE density matrix

Can be viewed as thermal density matrix of integrable 
Hamiltonian

H =
X

l=1

�l

�1
H(l)

Can use (Quantum Transfer Matrix) formalism developed 
for finite temperature correlators! Boos, Göhmann, 

Klümper et al ’04-’10

Boos, Miwa, Jimbo, 
Smirnov, Takeyama ’06-’09
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Two tasks remain:

1. Construct Quantum Transfer Matrix formalism for generalized 
Hamiltonian.

H =
2X

l=1

�l

�1
H(l) Klümper and Sakai ’02

2. Determine the λm

This is hard: cf Poszgay ’13
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Idea: evaluate generating function

2

In the following we address these in turn. As local conservation laws we consider the minimal set obtained from
the logarithmic derivative of the transfer matrix at the “shift-point”43. It has been recently found that the XXZ
Hamiltonian in general has local conservation laws that are not obtained in this way44. In principle they could be
accommodated in our construction as well. However, in order to keep things simple, we restrict our analysis to the
antiferromagnetically ordered regime of the Heisenberg chain, where, as far as we know, the minimal set of local
conservation laws is complete. With regards to step 2, we focus on a class of simple quenches, for which the initial
states are unentangled. We show how to treat these cases analytically. Our method generalizes to weakly entangled
initial states of matrix product form, but the analysis becomes much more complicated. The GGE density matrix
is constructed by the quantum transfer matrix method45. The most difficult issue here is what values the Lagrange
multipliers λj take. We argue that it is possible to completely specify the quantum transfer matrix, without having
to explicitly calculate the λj . Finally, GGE expectation values of local operators can be calculated by borrowing the
results of the Wuppertal group for finite temperature correlators46,47.

II. LOCAL INTEGRALS OF MOTION

We consider the XXZ Hamiltonian

H(1) =
1

4

L
∑

!=1

σx
! σ

x
!+1 + σy

! σ
y
!+1 +∆(σz

! σ
z
!+1 − 1) , (2.1)

where L is even, σα
j are Pauli matrices (σα

L+1 ≡ σα
1 ) and we parametrize the anisotropy as

∆ = cos γ. (2.2)

It is well known that (2.1) is solvable by the algebraic Bethe Ansatz method43. Local conservation laws H(k) can then
be obtained from the logarithmic derivative of the transfer matrix τ(λ)

H(k) = i
(sin γ

γ

∂

∂λ

)k
log τ(i + λ)

∣

∣

∣

λ=0
. (2.3)

By definition the conservation laws commute with one another

[H(k), H(n)] = 0. (2.4)

The transfer matrix is constructed by Algebraic Bethe Ansatz and takes the form

τ(i + λ) = Tr [LL(λ)LL−1(λ) . . . L1(λ)] ,

Lj(λ) =
1 + τzσz

j

2
+

sinh(γλ2 )

sinh(iγ + γλ
2 )

1− τzσz
j

2
+

sinh(iγ)

sinh(iγ + γλ
2 )

(τ+σ−
j + τ−σ+

j ), (2.5)

where τx,y,z are Pauli matrices acting on the auxiliary space, and the trace is taken over the latter. In the following
we denote indices in the auxiliary and quatum spaces by Roman (a, b) and Greek (α,β) letters respectively.

III. EXPECTATION VALUES OF LOCAL INTEGRALS OF MOTION IN THE INITIAL STATE

Given an intial state |Ψ0〉, we aim to determine the expectation values

〈Ψ0|H(k)|Ψ0〉 . (3.1)

It is convenient to work with the generating function

ΩΨ0(λ) =
1

L
〈Ψ0|τ ′(i + λ)τ−1(i + λ)|Ψ0〉 = −i
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)k λk−1
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L

, (3.2)

where the right hand side follows from (2.3). In order to evaluate ΩΨ0(λ) we use that, when viewed as a power series
in λ for large L, we have formally

τ(i + λ) ∼ τ(i) exp

(

−i
∑
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(
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sin γ

)k λk

k!
H(k)

)

. (3.3)using QISM

3

This suggests that for large L we have

τ−1(i + λ) = [τ(i + λ)]† , (3.4)

in the sense that the power-series expansions in λ coincide. These observations lead to the following (approximate)
expression for the inverse

τ−1(i+ λ) ∼ Tr [ML(λ)ML−1(λ) . . .M1(λ)] , (3.5)
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1 + τzσz

j

2
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sinh(γ
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2 )

1− τzσz
j

2
+

sinh(−iγ∗)

sinh(−iγ∗ + γ∗λ
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j ) . (3.6)

The generating function (3.2) can then be expressed as
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x=λ
Sp〈Ψ0|VL(x,λ) . . . V1(x,λ)|Ψ0〉 , (3.7)

where Vn(x,λ) are 4× 4 matrices with entries (Vn(x,λ))
ab
cd that are operators acting on the two-dimensional quantum

space on site n

(Vn(x,λ))
ab
cd = (Ln(x))

ab (Mn(λ))
cd . (3.8)

In this notation VL(x,λ) . . . V1(x,λ) is a regular product of 4 × 4 matrices and Sp denotes the usual trace for 4 × 4
matrices. Let us now assume that |Ψ0〉 is a product state

|Ψ0〉 = ⊗L
j=1 |Ψ

(j)
0 〉 . (3.9)

Then ΩΨ0 can be written as

ΩΨ0(λ) ∼
1
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x=λ
Sp




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

 , (3.10)

where

Uj(x,λ) = 〈Ψ(j)
0 |Vj(x,λ)|Ψ(j)

0 〉. (3.11)

We now discuss how to implement the above programme for some explicit examples.

A. Quench from |x, ↑〉

Our first example is the product state

|x, ↑〉 = ⊗L
j=1

| ↑〉j + | ↓〉j√
2

. (3.12)

This corresponds to all spins pointing in the x-direction. This initial state corresponds to a quantum quench in the
XXZ-chain with an applied transverse magnetic field

H(h) =
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x
#+1 + σy

# σ
y
#+1 +∆(σz

#σ
z
#+1 − 1)−

h
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L
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j=1

σx
j . (3.13)

Preparing the system in the ground state of H(∞) gives the initial state (3.12), and the quench is to the integrable
zero-field Hamiltonian H(0). Using translational invariance we have

Ωx,↑(λ) ∼
1

L

∂

∂x

∣

∣

∣

x=λ
Sp
[

(U(x,λ))L
]

. (3.14)
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zero-field Hamiltonian H(0). Using translational invariance we have
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This suggests that for large L we have

τ−1(i + λ) = [τ(i + λ)]† , (3.4)

in the sense that the power-series expansions in λ coincide. These observations lead to the following (approximate)
expression for the inverse

τ−1(i+ λ) ∼ Tr [ML(λ)ML−1(λ) . . .M1(λ)] , (3.5)
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The generating function (3.2) can then be expressed as
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where Vn(x,λ) are 4× 4 matrices with entries (Vn(x,λ))
ab
cd that are operators acting on the two-dimensional quantum

space on site n
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In this notation VL(x,λ) . . . V1(x,λ) is a regular product of 4 × 4 matrices and Sp denotes the usual trace for 4 × 4
matrices. Let us now assume that |Ψ0〉 is a product state
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where

Uj(x,λ) = 〈Ψ(j)
0 |Vj(x,λ)|Ψ(j)

0 〉. (3.11)

We now discuss how to implement the above programme for some explicit examples.

A. Quench from |x, ↑〉

Our first example is the product state

|x, ↑〉 = ⊗L
j=1

| ↑〉j + | ↓〉j√
2

. (3.12)

This corresponds to all spins pointing in the x-direction. This initial state corresponds to a quantum quench in the
XXZ-chain with an applied transverse magnetic field
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Preparing the system in the ground state of H(∞) gives the initial state (3.12), and the quench is to the integrable
zero-field Hamiltonian H(0). Using translational invariance we have
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The point:

can be evaluated explicitly for matrix product states!!!

e.g. for product states we only need to diagonalize a 4x4 matrix.

Results:  (short-distance) correlation function of spins in the 
GGE for quenches from a variety of initial states.

Interaction quenches from large Δ included!
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Comparsion to numerics (TDMRG): Fagotti, Calabrese, Collura, Essler
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Conclusions

1. In the thermodynamic limit can describe local physics
   through a single eigenstate of all conservation laws.
2. Late-time dynamics given by small excitations around this
   state.
3. The GGE gives both static and dynamic correlators at
 stationarity.

4. The most local conservation laws are most important for
 describing the stationary state.

5. Have determined local correlators in stationary state of XXZ 
after quenching from certain initial states.
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Physical interpretation of the distance

It measures the average mean relative difference of all 
expectation values of local operators:

Average defined by:
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