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アウトライン

• 宇宙の化学進化の観測的研究 
• 銀河の星間物質中の金属 ‒ 銀河からの放射光の観測 
• 銀河周辺物質 (CGM) ／銀河間物質 (IGM) 中の金属 ‒ 吸収線を用いた観測 
• 初期宇宙金属プローブとしてのガンマ線バースト（とその残光） 
• HiZ-GUNDAM時代に期待される成果
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柏野大地 (国立天文台)Exploring Extreme Transients:  2025年7月17日

宇宙の化学進化
• 銀河の金属量 (metallicity) は、酸素や鉄などの重元素と水素の相対存在量として測定
される。 
• 金属量はその銀河の星形成やガスの流入・流出の歴史を反映する。 
• 金属量の進化は、単純なモデルでよく再現される銀河の性質の一つ。 
• 異なる重元素の組成は、星種族や超新星の物理を反映する。
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銀河の星質量-金属量 (MZ) 関係

• 普通、銀河の金属量というとガス相のそれ、特に O/H を [OIII]5008Å、[OII]3727Å、水素再結合線
などを組み合わせて測定する。 
• MZR（質量‒金属量関係）は銀河進化モデルを制約する上で重要な観測量。 
• 観測からは、赤方偏移 z~3‒4までタイトなMZRが確認されており、同一質量では赤方偏移とともに
金属量が低下する。
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2 Mannucci: Galaxy metallicity near and far

Fig. 1. Evolution of the mass-metallicity re-
lation from local to high redshift galaxies
from Mannucci et al. (2009). Data are from
Kewley & Ellison (2008) (z=0.07), Savaglio et al.
(2005) (z=0.7), Erb et al. (2006) (z=2.2) and
Mannucci et al. (2009) (z=3–4).

ploding supernovae (SNe), a relation between
metallicity and SFR is likely to exist. In other
words, SFR is a parameter that should be con-
sidered in the scaling relations that include
metallicity, such as the mass-metallicity rela-
tion.

2. The local Fundamental Metallicity
Relation

To test the hypothesis of a correlation between
SFR and metallicity in the present universe and
at high redshift, we have studied several sam-
ples of galaxies at different redshifts whose
metallicity, M!, and SFR have been measured.
A full description of the data set is given in
Mannucci et al. (2010)

Local galaxies are well measured by the
SDSS project (Abazajian et al., 2009). Among
the ∼ 106 galaxies with observed spectra,
we selected star forming objects with red-
shift between 0.07 and 0.30, having a signal-
to-noise ratio (SNR) of Hα of SNR>25 and
dust extinction AV < 2.5. Total stellar
masses M! from Kauffmann et al. (2003) were
used, scaled to the Chabrier (2003) initial

mass function (IMF). SFRs inside the spec-
troscopic aperture were measured from the
Hα emission line flux corrected for dust ex-
tinction as estimated from the Balmer decre-
ment. The conversion factor between Hα lu-
minosity and SFR in Kennicutt (1998) was
used, corrected to a Chabrier (2003) IMF.
Oxygen gas-phase abundances were measured
from the emission line ratios as described in
Maiolino et al. (2008). An average between
the values obtain from [NII]λ6584/Hα and
R23=([OII]λ3727+[OIII]λ4958,5007)/Hβwas
used. The final galaxy sample contains 141825
galaxies.

The grey-shaded area in the left panel
of Fig. 2 shows the mass-metallicity relation
for our sample of SDSS galaxies. Despite
the differences in the selection of the sample
and in the measure of metallicity, our results
are very similar to what has been found by
Tremonti et al. (2004). The metallicity disper-
sion of our sample, ∼0.08 dex, is somewhat
smaller to what have been found by these au-
thors, ∼0.10 dex, possibly due to different sam-
ple selections and metallicity calibration.

The left panel of Fig. 2 also shows, as a
function of M!, the median metallicities of
SDSS galaxies having different levels of SFR.
It is evident that a systematic segregation in
SFR is present in the data. While galaxies with
high M! (log(M!)>10.9) show no correlation
between metallicity and SFR, at low M! more
active galaxies also show lower metallicity.
The same systematic dependence of metallic-
ity on SFR can be seen in the right panel of
Fig. 2, wheremetallicity is plotted as a function
of SFR for different values of mass. Galaxies
with high SFRs show a sharp dependence of
metallicity on SFR, while less active galaxies
show a less pronounced dependence.

The dependence of metallicity on M! and
SFR can be better visualized in a 3D space with
these three coordinates, as shown in Figure 3.
SDSS galaxies appear to define a tight sur-
face in the space, the Fundamental Metallicity
Relation (FMR). The introduction of the FMR
results in a significant reduction of residual
metallicity scatter with respect to the simple
mass-metallicity relation. The dispersion of in-
dividual SDSS galaxies around the FMR, is

New Te-based strong-line MZR and FMR 951

Figure 3. Upper panel: Mass–metallicity relation (MZR) for the sample of SDSS galaxies analysed in this work, as derived by the set of metallicity calibrations
presented in Fig. 1. Grey points represent individual galaxies, while the filled regions encompass the 1, 2, 3 and 4σ levels of the density contours of the
distribution in the log(M")–log(O/H) plane. White circles (and associated error bars) are median metallicities (and dispersions) in narrow 0.15 dex bins of
stellar mass, while the solid red curve represents the best fit to those median points according to the MZR parametrization given in equation (2). The dashed red
part instead is the extrapolation of the MZR fit in the low-mass regime, with the low-mass bins (i.e. with fewer than 25 objects) represented by white triangles
with dashed error bars. The dashed orange band marks the value assumed for the solar abundance (i.e. Z! = 8.69 ± 0.05, Allende Prieto et al. 2001). The
small box in the lower right-hand part of the figure show the distribution of the metallicity dispersion of the individual galaxies around the best-fitting MZR,
whose 1σ dispersion is equal to 0.07 dex. Bottom panel: Comparison between the MZR derived in this work (red curve, with grey areas encompassing the 1σ

and 2σ dispersions in each log(M") bin) and different predictions of the MZR from previous studies in the literature, colour-coded as reported in the legend.
Strong-line MZRs have been re-derived by applying each different calibration method to our sample. In particular, the Kewley & Dopita (2002), Tremonti et al.
(2004), Mannucci et al. (2010) curves are anchored to an abundance scale defined by different grids of photoionization models, while the Andrews & Martini
(2013), Pettini & Pagel (2004) and Yates et al. (2019) curves are based on the Te-based abundance scale. Red stars and blue crosses represent the abundances
derived in nearby galaxies from stellar spectroscopy of red and blue supergiants respectively, as collected by Davies et al. (2017).
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JWSTによる遠方銀河種族の金属量測定

• JWSTにより、z~>10 の銀河の金属量測定が可能になった 
• 金属量は、z~3よりさらに小さくなる。 
• 星質量との相関も見られる。
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3.3. MZ Relation

The main focus of this paper is to discuss the evolution of
metallicity in star-forming galaxies. In this section, we
specifically present the stellar MZ relation at high redshift
using the JWST observations, as well as data compiled from
relevant literature.

Before presenting the full results we first focus on the four
ERO objects and compare in Figure 9 our MZ relation with
those presented in the earlier studies (Arellano-Córdova et al.
2022; Schaerer et al. 2022; Curti et al. 2023a; Trump et al.
2023; Rhoads et al. 2023; Brinchmann 2023). The metallicities
are all derived based on the direct Te method as summarized in
Figure 6. The stellar masses are corrected for different IMFs to
have the same Chabrier (2003) IMF. Schaerer et al. (2022) and
Curti et al. (2023a) derive the masses in their own papers, while
the others refer to either Carnall et al. (2023) or Tacchella et al.
(2023) and hence both values are shown in the plot. We
confirm that our MZ relation for the four ERO objects overall
shows good agreement with the earlier results. One note is that
we confirm the metallicity of ERO_04590 is not extremely low,

�12 log O H( ) = 7.26 (+0.15/−0.13) for its stellar mass.
Figure 10 illustrates the relation between stellar mass and

metallicity (MZ) with the full sample at z= 4–10. The MZ
relation determined at z= 0, ;2.3, and ;3.3 with the direct Te
method is also plotted (Andrews & Martini 2013; Sanders et al.
2021; see also Nishigaki et al. 2023 that the Te-based MZ
relation at z= 0 continues decreasing down to Må ∼ 105 Me).
The red symbols denote the galaxies at z= 4–10, including our
135 ERO, GLASS, and CEERS galaxies, the three NIRSpec
DDT objects, as well as the massive galaxies provided by
NIRCam slitless and ALMA spectroscopy, and the low-mass
stacked object as presented in Section 3.2.3. We note again that
the 10 objects with spectroscopic signatures of AGNs
(Harikane et al. 2023b) have been excluded here to discuss
conservatively the results free from any AGN biases
(Section 3.1). The objects analyzed using the direct Te method

are marked with red open circles, suggesting a positive
correlation between mass and metallicity in the redshift range
z= 5–8.5. Furthermore, we divide our full sample of ERO,
GLASS, and CEERS galaxies into three subsamples according
to stellar mass: Må= 107–108, 108–109, and 109–1010 Me, and
obtain the average MZ relation as shown with the large open
stars in Figure 10 and as given in Table 2. Note that the
compiled objects, as well as the CEERS objects with only an
upper limit onMå, are not used in deriving the average relation.
Following the single power-law form of Sanders et al. (2021),
the average MZ relation of the z= 4–10 galaxies can be
approximated as

H� � � �Z M M12 log O H log 10 , 110
10( ) ( ) ( ):

with the best-fit parameters of Z10= 8.24± 0.05 and
γ= 0.25± 0.03 in the mass range of Må ∼107.5–109.5 Me, as
shown with a gray long-dashed line. The parameter γ
corresponds to the slope of the MZ relation, and its best-fit
value and uncertainty confirm an increasing trend of metallicity
with stellar mass, as tentatively seen with the three ERO objects
(e.g., Schaerer et al. 2022; Curti et al. 2023a; Trump et al.
2023), and as widely known at low redshift.
Compared to the z= 0 MZ relation, these high-redshift

galaxies clearly present a metallicity lower than typical galaxies
at z= 0 for a given stellar mass. The decrease is typically
∼0.5 dex around Må ∼109 Me, but it becomes smaller at the
low-mass end (∼0.3 dex). Interestingly, a similar offset of ∼0.3
dex is observed between z= 0 and z∼ 2–3, suggesting that the
evolution of the MZ relation is small from z∼ 2–3 to z= 4–10.
Although there may be a decrease of ∼0.2 dex in the typical
metallicity at the high-mass end ofMå ∼109.5 Me from z∼ 2–3
to z= 4–10, no strong evolution is found beyond the errors.
The same conclusion can be drawn from comparisons with the
MZ relation at z 4, where the metallicities are empirically
estimated with the strong line indicators, as presented in
Appendix B.

Figure 10. The relationship between stellar mass and metallicity. The red points represent galaxies at z = 4–10, including the filled circles, pentagons, and diamonds,
which respectively represent the ERO, GLASS, and CEERS objects analyzed in this paper. Red circles denote galaxies whose metallicities are determined using the
direct Te method. The large red stars represent the average relationship for the ERO, GLASS, and CEERS objects in three equally separated mass ranges (Må = 107–
108, 108–109, and 109–1010 Me), along with the best-fit function shown as a thick long-dashed line (Equation (1)). Emerald green open pentagons show the average
relation at z = 3–10 based on the JADES+CEERS sample (Curti et al. 2023b). Other red symbols represent high-redshift objects compiled from the literature,
including open right-pointing triangles for NIRSpec DDT objects (Williams et al. 2023; Heintz et al. 2022; Langeroodi et al. 2022), left-pointing triangles for four
NIRCam objects (Sun et al. 2022a, 2022b), an open hexagram for the stacked EIGER object (Matthee et al. 2023), and crosses for ALMA objects (Jones et al. 2020).
Additionally, the relationship at lower redshift is displayed, including SDSS stacked galaxies in the local Universe shown as a gray dashed curve (Andrews &
Martini 2013), and those at z ∼ 2.3 with gray open triangles and ∼3.3 with gray open squares (best fits shown as gray dotted–dashed curves; Sanders et al. 2021). The
curves are displayed in the mass ranges explored in the original papers. These low-redshift metallicities are based on the direct Te method.
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The Astrophysical Journal Supplement Series, 269:33 (30pp), 2023 December Nakajima et al.Nakajima et al. 2023: z=4–10

of ρ[O III] and the SFR density once we would integrate to fainter
luminosity limits. Characterizing such flattening of the [O III] LF
should be performed with deeper complete emission-line surveys.

6.2. The Role of Galaxies during Reionization

A prime goal of our EIGER survey is to observe the role of
galaxies in the reionization of the universe, in particular using

the cross-correlation between galaxies and Lyα forest data in
the quasar spectra. The ability to simultaneously measure the
ionizing emissivity ξion for these galaxies is promising.
Generally, our measured log 10(ξion/Hz erg ��

�
�25.311

0.16
0.29) is

somewhat higher than the canonical values that have been
assumed when modeling the role of galaxies in the reionization

Figure 17. The relation between gas-phase metallicity and stellar mass at z ∼ 6 for galaxies and stacks with direct Te-based or strong-line-based metallicity estimates.
The horizontal errors show the boundaries of the subsets (pentagons) and the 16th–84th percentiles of masses in the full stack (star), respectively. The solar metallicity
(Asplund et al. 2009) is highlighted in orange. We highlight the systematic uncertainty between different strong-line calibrations in the bottom right. We find that
recent measurements in individual galaxies (Curti et al. 2023) roughly scatter around the metallicity of our median stack of z ∼ 6.5 [O III] emitters. The average
metallicity is slightly higher than expectations from the FIRE simulation (Ma et al. 2016), once these have been rescaled to match the mass–metallicity relation at
z ≈ 3 (Sanders et al. 2021).

Figure 18. The field UV luminosity function of our sample of [O III] emitters at
z = 5.33–6.96, masking the redshift around the quasar (hexagons). Open
hexagons show the number densities without correcting for completeness and
the maximum volume of each individual source. The number densities match
the UV luminosity function of UV-selected galaxies at z ∼ 6 by Bouwens et al.
(2021) at −21.0 < MUV < −19.5. This demonstrates that the strong lines are
typical for most z ∼ 6 galaxies. At fainter UV luminosities, our line-selected
sample only picks up the upper end of the EW distribution. Cosmic variance is
likely important at the bright end.

Figure 19. The field [O III]5008 luminosity density (integrated down to a
limiting luminosity of 1042.2 erg s−1) as a function of redshift, scaled to the
density at z = 2. Our results based on JWST spectroscopy are shown as a red
hexagon (assuming a faint-end slope α = −2, see Section 4.3). The small red
pentagon shows our results for our fit with varying faint-end slope (best-fit
α = −0.2), showing that this does not significantly affect out results. The SED-
inferred [O III] luminosity density at z ∼ 8 is shown as open diamond (De
Barros et al. 2019). Green circles show the narrow-band luminosity densities
measured by Khostovan et al. (2015), and the pink data points show results
from the HST grisms at lower redshifts (Colbert et al. 2013). The gray line
shows the evolution of the cosmic star formation rate density from Madau &
Dickinson (2014), also scaled to z = 2.
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スロープの変化：フィードバック機構や成長段階を反映
• z>3で、特に低質量側でスロープが緩やかに： 
➡ フィードバック機構の変化を反映している
可能性："momentum-driven feedback" が支
配的になり、アウトフロー効率の質量依存性が
緩やかになるためか 
• z>6では、さらにスロープが緩やかに： 
➡ 星形成史におけるstochasticityが増加によ
り相関が消失 

金属量の測定から、銀河進化に対する多くの知見
が得られる。
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Curti et al. 2024 z=3-6/6-10Curti, M., et al.: A&A, 684, A75 (2024)
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Fig. 5. Mass-metallicity relation (MZR) for our full JWST sample. Filled circles represent individual galaxies presented in this work from JADES,
whereas filled crosses are galaxies observed in the framework of the CEERS programme and compiled from Nakajima et al. (2023), with metal-
licity derived as detailed in Sect. 3.1. The star symbol reports the JADES/NIRSpec observations of GN-z11 (Bunker et al. 2023b, at z = 10.603),
whereas ‘X’ symbols mark galaxies from the EROs as compiled from Curti et al. (2023) and Laseter et al. (2024). Large squared and diamond
symbols mark the median values computed in bins of M? (full sample, in purple), and (M? z), as described in Table 2. An orthogonal linear
regression fit to the median values in bins of M? for the di↵erent redshift sub-samples is shown by the purple (full sample), yellow (z = 3�6) and
blue (z = 6�10) lines, respectively. We include a comparison with previous determinations of the MZR at lower redshifts from Curti et al. (2020b;
SDSS at z ⇠ 0.07), and Sanders et al. (2021; MOSDEF at z ⇠ 2�3), as well as the best-fit of the low-mass end of the MZR at z ⇠ 3 provided
by Li et al. (2023) and based on JWST/NIRISS slitless spectroscopy. The MZR curves at z ⇠ 2�3 have been scaled down by ⇠0.1 dex to account
for the systematics di↵erences between the metallicity calibrations used in this work and the Bian et al. (2018) calibrations adopted in the original
papers.

median redshift of the whole sample is hzi = 5.10, whereas the
median redshift of the z 2 3�6 sub-sample is hzi3�6 = 4.76 and
that of the z 2 6 � 10 sub-sample is hzi6�10 = 6.73. In particular,
filled circle points in the plot report galaxies from the JADES
survey, while filled crosses symbols mark galaxies from CEERS
(Nakajima et al. 2023), whose metallicity has been remeasured
as described in Sect. 3.1. For both the total sample and each sub-
sample in redshift we show the median (large diamond mark-
ers), error on the median (solid errorbar), and standard deviation
(dashed errorbar) of the metallicity within three di↵erent bins in
stellar mass. The size of the stellar mass bins is not uniform to
maintain a reasonable (i.e. at least 10) number of galaxies in each
bin. The average properties of the binned samples are reported
in Table 2.

Our galaxies present a median o↵set of ⇠�0.5 dex (�0.48 dex
and �0.64 dex at z = 3–6 and z = 6–10, respectively) compared
to the low-mass end (and its extrapolation) of the MZR in the
local Universe (based on individual SDSS galaxies, Curti et al.
2020b). We also compare our results with previous realisations
of the MZR at z ⇠ 2�3. In particular, we first compare our obser-
vations with the mass-metallicity relation derived from stacked
spectra of galaxies from the MOSDEF Survey as reported by
Sanders et al. (2021). To minimise the impact of systematics
introduced by the use of di↵erent metallicity calibrations (the
calibrations from Bian et al. 2018 are adopted in Sanders et al.
2021), we have recomputed the metallicity for the MOSDEF
stacked spectra with the same methodology outlined in Sect. 3.1,
finding an average o↵set of ⇠0.088 dex towards lower metal-
licities. Therefore, in Fig. 5 the mass-metallicity relations at
z ⇠ 2.2 and z ⇠ 3.3 from Sanders et al. (2021) are lowered by

0.088 dex compared to their original parametrisation. Overall,
the evolution in normalisation probed by our full galaxy sample
at z = 3�10 appears relatively mild if compared to the extrapo-
lation at low stellar mass of the z ⇠ 3.3 MZR from Sanders et al.
(2021), with a mean o↵set for the full sample of 0.045 dex
(0.13 dex if we assume the fiducial MZR from Sanders et al.
2021 based on the Bian et al. 2018 calibrations). However, such
deviation is mass-dependent and is more prominent at higher
M?, being almost zero for log(M?/M�) . 8, while ⇠0.15 dex
at log(M?/M�) ⇠ 9. This behaviour suggests an evolution in the
slope of the mass-metallicity relation in the mass and redshift
regimes probed by this work.

In the attempt to characterise the evolution in the slope of the
MZR at these redshifts, we perform an orthogonal linear regres-
sion fit to both the full JWST sample of individual galaxies, and
within the two redshift bins separately, in the functional form

12+log(O/H) = �z log(M?/108
M�) + Zm8 , (2)

where �z is the slope at a given redshift interval, and Zm8 is the
normalisation at log(M?/M�)= 8. The results are displayed in
Fig. 5, as shown by the solid purple (full sample), yellow (z =
3�6), and blue (z = 6�10) lines, whereas the shaded regions
represent the 1-� confidence interval of each fit, derived from
bootstrapping each sample (with replacement) and repeating the
fitting procedure 300 times. The best-fit parameters are reported
in Table 3. We note that the best-fit MZR (based on individual
data points) agrees well with the median values computed in bins
of M? for each redshift sub-sample.

We find indications of a flattening of the slope of the low-
mass end of the MZR with redshift, with the best-fit slope for

A75, page 8 of 22
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吸収線を用いたガスの探査

• ある銀河の星成分からの連続光成分に対して、その銀河自身のISM／銀河周辺物質
（CGM）を吸収線で観測する手法＝Down-the-barrel 
• 前景銀河のCGMや銀河間物質（特定の銀河に属さない物質）による吸収＝intervening 
absorbers 
• CGMの運動状態、特に銀河からのガス流出の検出・解析に使われる。
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Down-the-barrel

介在吸収系 
(intervening absorbers)
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クエーサー視線に現れる吸収線

8

Nakajima et al. (2023)

Curti et al. (2023)
Liske & Webb
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吸収線で探る金属イオン存在量
• 2000年代より、クエーサー視線を用いた遠方宇宙の銀
河間空間に存在する金属の調査が行われてきた。 
• Voigtプロファイルにより、柱密度が求められる。 
• z～2--6 で CIVの存在量はほぼ一定

9

4944 A. Codoreanu et al.

Figure 2. System 2 identified in the ULAS J0148+0600 sightline. Each transition is identified in the bottom right of each panel. In each panel, the vertical
axis is the continuum normalized flux. The horizontal axis is the velocity separation (km s−1) from the lowest redshift component of a system. The normalized
spectrum is plotted in black and the associated error is in red. The solid blue line represents the full fit to the spectra and includes other ions besides the
transition identified in the bottom right of each panel. Individual components are plotted with dashed lines and are identified by a vertical label. The identified
transition components are in solid blue and other transitions are in light blue.

MNRAS 481, 4940–4959 (2018)
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4.2. !C iv: Contribution to Closure Density

The integral of the CDDF (weighted by NC iv) can be used to
estimate the volume-averaged density of C iv atoms over a spe-
cified redshift interval. This quantity is customarily normalized
by the critical density !c to yield !C iv, which is calculated from
observed quantities as

!C iv ¼
1

!c
mC iv

P
NC iv

c=H0ð Þ
P

"X
; ð2Þ

where mC iv is the mass of the C iv ion. This integrated C iv
density provides a convenient metric for studying the redshift
evolution of C iv abundances. Songaila (2001, 2005) has com-
piled measurements of !C iv in the z ¼ 2Y5 interval; Pettini et al.
(2003) have also published a measurement at z ¼ 4:5Y5:0. Fig-
ure 8 displays these prior results, for H0 ¼ 71 km s$1 Mpc$1,
and "X rescaled as above for !M ¼ 0:3 and !# ¼ 0:7.

The rightmost points show the two new estimates of !C iv at
z ¼ 5:40Y5:72 and z ¼ 5:72 ¼ 6:21 from this analysis. Hori-
zontal error bars indicate the bin ranges, and vertical error bars
represent 90% confidence intervals calculated as in Pettini et al.
(2003) using the error estimator of Storrie-Lombardi et al.
(1996):

"(!C iv)

!C iv
(90%) ¼ 1:64 ;

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiP
N 2
C ivP

NC ivð Þ2

s

: ð3Þ

The new points in Figure 8 have been corrected for sample
incompleteness by scaling each line’s column density in the
sum from equation (2) by the path length over which it could

be detected. It is also corrected for spurious contamination by
subtracting off the total column density of false-positive lines
identified in each bin (see x 3.3). These two corrections are
both of order %0.2 dex but act in opposite directions.
The z % 6 points follow the trend of a constant !C iv estab-

lished at lower redshift and do not show evidence for a decline
at z k 5. While some hints of a declining!C iv are present in the
optical data at z % 4:5Y5:5, this may be an artifact of shot noise,
as was pointed out by Songaila in the work where it was first
reported. The z ¼ 5Y5:5 range is still particularly difficult for
such measurements because of the low sensitivities of both
CCDs and IR focal plane arrays at k % 0:98 "m, and the sub-
stantial atmospheric foregrounds. Both Songaila’s measure-
ment at z ¼ 5Y5:5 and the new point at z ¼ 5:4Y5:72 are limited
by shot noise. A path-length-weighted average of the two points
yields !C iv(5:00Y5:72) ¼ 3:6þ2:9

$3:5 ; 10
$8, consistent with the

full redshift range, although still with substantial error bars. In
the present sample the z ¼ 5:72Y6:21 point is more reliable,
since it incorporates more absorption path, it is situated in a
cleaner portion of the Y band, and it represents data with a
higher S/N. The error bars for both z % 6 points are larger than
for the lower redshift data because we have only sampled two
sight lines; however, since redshift path is a comoving quantity
proportional to (1þ z)dz the effective path per sight line in-
creases at higher redshift for !C iv measurements.
Given the resolution and S/N of the z % 6 spectra, even a

single C iv detection is enough to bring !C iv up to the %10$8

level. If the C iv density was in rapid decline at z k 5, no C iv
lines should have been detected in the GNIRS spectra, and in
this case our sensitivity would have been sufficient to set upper
limits roughly a factor of 3 below the %3 ; 10$8 level seen at
lower redshift. Since several C iv lines are detected, even if a
fraction of these are false-positives, it seems unlikely that they
could mask an order-of-magnitude decline in !C iv at z % 6.

5. DISCUSSION

5.1. Implications for Cosmic Abundances

The z % 6 C iv systems detected in SDSS 1030+0524 and
SDSS 1306+0256 yield an !C iv value of '3 ; 10$8, which is
essentially identical to the value observed at lower redshift.
However, this measurement reflects only the C iv abundance,

Fig. 7.—C iv column density distribution function, defined as f (NC iv) ¼
dN /dNC iv dX , for the total combined high-redshift sample. Points are shown
with incompleteness corrections; the uncorrected values are shown with open
circles. The solid line represents the z ¼ 3 CDDF determined by Songaila
(2001); the z % 6 points do not show evidence of a departure from the lower
redshift form, within large errors.

Fig. 8.—Evolution of the C iv contribution to closure density. New points are
shown with round dots at z ¼ 5:40Y5:72 and z ¼ 5:72Y6:21. Vertical error bars
represent 90% confidence intervals. Results at z ¼ 1:8Y5:5 from Songaila (2001)
are shown with squares, and the z ¼ 4:5Y5:0 point from Pettini et al. (2003) is
shown with an open triangle. More recent results from Songaila (2005) are
shown with solid triangles. All values are scaled to h ¼ 0:71, !M ¼ 0:3, and
!# ¼ 0:7.
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Figure 8. ΩC iv as a function of redshift. The downward-pointing arrow
shows the one-sided 95% upper limit on ΩC iv at z = 5.3–6.0 set by the
lack of detections in our NIRSPEC data (see Figure 7). The limit assumes
a power-law column density distribution, f (NC iv) ∝ N−α

C iv, with α ! 1.0 for
13.2 < log NC iv < 15.0. Separately, the upward-pointing arrow shows the 95%
lower limit on ΩC iv for α ! 1.0 set by the fact that there are at least two known
log NC iv ! 13.8 systems along six lines of sight. Symbols are measurements
from the literature, corrected for our adopted cosmology, with two-sided 90%
vertical error bars; small squares: Songaila (2001), filled triangles: Songaila
(2005), open circles: Boksenberg et al. (2003), open triangle: Pettini et al.
(2003).
(A color version of this figure is available in the online journal.)

column density distribution are consistent with the results from
a shallower search for strong C iv systems along a larger number
of z ∼ 6 sight lines (Ryan-Weber et al. 2009).

5. DISCUSSION

Our primary goal in this paper has been to measure the
evolution of C iv absorbers at z = 5.3–6.0. We have shown
that the weak (log NC iv ! 13.0) absorption systems that are
ubiquitous at z < 4.5 are less abundant by at least a factor of 4 at
z > 5.3. At face value, this might suggest that the metal content
of the IGM is changing rapidly at these redshifts. Several factors,
however, must be considered when translating the observed
incidence of C iv systems into a global IGM metallicity. The
number density of highly ionized metal absorption systems at
a given redshift will depend not only on the mean metallicity
of the IGM, but also on the spatial distribution of the metals
and on the ionization state of the enriched gas. We will have
more leverage to assess these factors in a subsequent paper, in
which we examine the role of low-ionization metal absorption
systems at z ∼ 6 (G. D. Becker et al. 2009, in preparation). For
now, however, we can offer some speculation based on the C iv
results alone.

Perhaps the most striking feature of the high-redshift C iv
evolution is how rapidly it proceeds at z > 4.5. As noted
above, both the integrated comoving mass density (ΩC iv) and the
column density distribution (f (NC iv)) remain nearly invariant
over 2 " z " 4.5. Our redshift coverage extends down to
z = 5.3, which means that much of the buildup of C iv, at least
for the weaker systems, must happen over an interval ∆z " 1,
or ∆t " 300 Myr. By comparison, neither the comoving star-
formation rate density nor the stellar mass density is likely to
increase by more than a factor of 3 from z ∼ 5.3–6 to z ∼ 4.5
(Bouwens et al. 2006; Yan et al. 2006; Stark et al. 2007; Eyles
et al. 2007).

Oppenheimer & Davé (2006, 2008) have recently ad-
dressed the observed C iv evolution using numerical simula-
tions of large-scale structure, including various prescriptions for

feedback from galactic winds. They find that a relatively con-
stant ΩC iv and f (NC iv) over z ∼ 2–5 can be produced by a
steadily increasing IGM metallicity offset by a declining C iv/C
ratio due to energy input from winds. Significantly, they find
that in order to produce enough systems at z = 3.0–4.5, the
metals must largely be in place by z = 4.5–6.0. Their best-
fitting model (“vzw” from Oppenheimer & Davé 2006) uses
momentum-driven winds whose strength is tuned to strike the
best balance between metal enrichment and energy injection.
Convolving their f (NC iv) from this model at z ∼ 4.5–6.0 with
our completeness, and making a first-order correction based on
the fact that their ΩC iv declines by roughly a factor of 2 from
z ∼ 4.5–5.3 to z ∼ 5.3–6.0, we would expect to see ∼13 C iv
systems in our data. This is strongly excluded, which suggests
that the mean metallicity and/or the ionization fraction of C iv
at z > 5.3 must be evolving significantly more rapidly than
in their simulations. In order to explain the observed increase
in the number density of C iv systems through changes in the
mean metallicity alone, the metallicity would have to be lower
at z ∼ 6 and increase roughly twice as fast up to z ∼ 4.5 as
their simulations predict. There is no apparent reason, however,
why the rate of enrichment should then decrease at z < 4.5.
This accelerated enrichment scenario may therefore be difficult
to reconcile with the observed plateau in ΩC iv over z ∼ 2–4.5.
Instead, changes in the ionization fraction may provide a more
natural explanation for the evolution in C iv at z > 4.5.

An important feature of the Oppenheimer & Davé (2006)
results is that C iv traces increasingly smaller overdensities at
higher redshifts (see also Simcoe 2006). The observed dropoff
in C iv may therefore indicate that most of the metals at z > 5.3
are confined to overdensities greater than those where C iv is a
sensitive tracer of metallicity (−1 " log ρ/ρ̄ " 1 at z ∼ 5.5;
Oppenheimer & Davé 2006). The gradient in metallicity with
density might have to be fairly steep in order to suddenly
recover the observed number density of C iv systems at z ∼ 4.5
by shifting the C iv “window” to larger overdensities. If the
metal-enriched regions are marginally self-shielded at z > 5.3,
however, then a moderate increase in the UV background
may be sufficient to produce a large increase in the number
of C iv systems over a relatively small ∆z. A hardening of
the UV background could also produce an increase in the
C iv/C ratio. Madau & Haardt (2009) have recently pointed
out that absorption in the Lyman series of He ii in the IGM
can substantially decrease the intensity of the UV background
at energies near the ionization potential of C iii (3.5 Ryd). If
the volume filling fraction of He ii is significantly smaller at
z ∼ 4.5 than at z > 5.3, as would be expected for an extended
He ii reionization process (e.g., Bolton et al. 2009; McQuinn
et al. 2009), then the shape of the UV background may be more
favorable to C iv at z ∼ 4.5 than at z > 5.3.

Given the strong C iv systems identified by Simcoe (2006) and
Ryan-Weber et al. (2006), it is especially surprising that we did
not detect any weak systems. The two C iv systems toward SDSS
J1030+0524 are marginally consistent with a power-law column
density distribution under the constraints provided by our data.
For example, for our 95% upper limit on the normalization of
f (NC iv) for α = 1.8 (Figure 6), there is a 6% chance that a
single sight line spanning ∆X = 3.1 would contain at least two
systems with 13.8 < log NC iv < 15.0. Among the six sight
lines included here and in the previous studies, however, there
would be a 30% chance that at least one sight line would contain
two or more strong systems. This increases to 63% for α = 1.0,
but in either case the lack of detections along our four sight

Becker et al. (2009)

Downturn in !C IV as z = 6 is approached 1485

Figure 5. Cosmological mass density of C IV as a function of redshift. The
blue squares show the measurements by Songaila (2001), the red triangle is
from Pettini et al. (2003) and the green triangle is the value deduced here.
All values plotted have been reduced to the ‘737’ cosmology adopted in this
work. Error bars are 1σ . While this plot shows the actual values of !C IV

measured, they are not strictly comparable because each of the three surveys
had a different sensitivity limit. This issue is discussed in detail in the text
(Section 5).

column density per unit absorption distance X(z). In the absence
of sufficient statistics to recover the column density distribution
function f (N), as is the case here, the integral in equation (2) can be
approximated by a sum:
∫

Nf (N )dN =
∑

i Ni(C IV)
#X

(3)

with an associated fractional variance:
(

δ!C IV

!C IV

)2

=
∑

i[Ni(C IV)]2

[∑
i Ni(C IV)

]2 , (4)

as proposed by Storrie-Lombardi, McMahon & Irwin (1996). With
h = 0.70, equations (2) and (3) then lead to

!C IV = 1.63 × 10−22

∑
i Ni(C IV)
#X

. (5)

Summing up the values of Ni(C IV) in Table 3 and dividing by
#X = 25.1, we find

!C IV = (4.4 ± 2.6) × 10−9 (6)

over the redshift interval zabs = 5.2–6.2 at a mean 〈zabs〉 = 5.76.
We have not included the possible system at zabs = 5.7899 in the
summation; its inclusion would increase !C IV by only 5 per cent.
For comparison, Pettini et al. (2003) measured !C IV = (2.2 ± 0.8)
× 10−8 at 〈zabs〉 = 4.69 (in the same cosmology as adopted here);
these two values, together with the lower redshift determinations by
Songaila (2001), are plotted in Fig. 5.

Thus, at first sight, !C IV seems to have dropped by about a factor
of 5 in only ∼300 Myr, as we move back in time from z ∼ 4.7 to
5.8. However, before we can be confident of such a rapid build-up
of C IV at these early epochs in the Universe history (these redshifts
correspond to only ∼1 Gyr after the big bang – see top axis of
Fig. 5), we have to look carefully at the different completeness limits
of the surveys whose results are collected in Fig. 5. In particular,
the sensitivities of absorption-line searches at near-IR wavelengths,
such as the one reported here, are still lower than those achieved at
optical wavelengths with comparable observational efforts and we
suspect that this difference must be contributing to some extent to
the high-redshift drop evident in Fig. 5.

Figure 6. Sensitivity function to C IV doublets in our survey, deduced from
1440 Monte Carlo realizations. See the text (Section 5) for further details.

5 C O M P L E T E N E S S L I M I T O F T H E SU RV E Y

In order to quantify this effect, we conducted a series of Monte Carlo
simulations, as follows. We used VPFIT to generate theoretical C IV

doublets for ranges of values of b and N(C IV); these fake absorption
lines were then inserted at random redshifts into the real spectra,
after convolution with the appropriate instrumental profile (depend-
ing on whether the spectrum to be ‘contaminated’ was a NIRSPEC
or an ISAAC one) and with random noise reflecting the measured
S/N of the spectrum at that wavelength. We then tested whether
we could recover these C IV doublets by visual inspection of the
spectra, in the same way as the real absorbers were identified. So as
to test the sensitivity of our survey as comprehensively as practical,
we chose three sets of values for the velocity dispersion parameter,
b = 20, 40 and 60 km s−1, reflecting the range of b-values of the
real C IV doublets (see Table 3). For the column density we consid-
ered 12 values, in 0.1 dex steps between log N (C Iv)/cm−2 = 13.4
and 14.5. For each combination of b and log N (C Iv), we created 40
Monte Carlo realizations, so that the full series of completeness tests
involved 1440 fake C IV doublets distributed within our parameter
space.

We found that the fraction of C IV doublets recovered, g(N), did
not depend sensitively on b nor zabs but, as expected, was a function
of column density – see Fig. 6. While we seem to be ∼90 per cent
complete for column densities log N (C Iv)/cm−2 ≥ 14.2, our sensi-
tivity drops fairly rapidly below this value: we can only detect about
half of the C IV doublets with half this column density and, if N(C IV)
drops by a further factor of 2, we miss some 85 per cent of the ab-
sorbers. For comparison, the estimate of !C IV by Pettini et al. (2003)
refers to C IV absorbers with log N (C Iv)/cm−2 ≥ 13.0 (and includes
a 22 per cent correction for the fall in completeness of their Keck-
ESI spectra from ∼100 per cent at log N (C Iv)/cm−2 ≥ 13.3 to 45
per cent at log N (C Iv)/cm−2 = 13.0). Songaila’s (2001) estimates
of !C IV, on the other hand, refer to the yet wider column density
interval 12.0 ≤ log N (C Iv)/cm−2 ≤ 15.0 which she could access
thanks to the high spectral resolution and S/N of her Keck-HIRES
spectra. From her fig. 1, it appears that her number counts be-
come progressively less complete below log N (C Iv)/cm−2 ( 13.0,
although no correction was applied to account for this.

From the above discussion, it is evident that, in order to assess
the significance of the suggested drop in !C IV beyond z ( 4.7, we
need to consider the results of these different surveys over the same
range of C IV column densities. Referring to Fig. 5, we see that we
are >50 per cent complete for log N (C Iv)/cm−2 ≥ 13.8, so that
we can compare with the surveys by Songaila (2001) and Pettini

c© 2009 The Authors. Journal compilation c© 2009 RAS, MNRAS 395, 1476–1490
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we are at least 50 per cent complete down to log(Nsys/cm2) values
of 12.75 and 13.25. For Si IV we are at least 50 per cent complete
for log(Nsys/cm2) values of 12.45 and 12.58 in the same redshift
bins.

Following this, we define the average of a function in each redshift
bin

f̄ (dzj ) =
∫ ∫

R(dzj ) × f (log(N ), dzj ) d2N
dzd logN

dzd logN
∫ ∫

R(dzj ) d2N
dzdlogN

dzd logN
(7)

and compute the average recovery rate adjusted for user success
(C̄), the average recovery rate (L̄), the average user success, (Ā)
and average user failure (ĀFP). Using these values, we can then
compute the true number of absorbers (N)

N ≡ N̈

C̄ − L̄ × ĀFP
. (8)

In the same redshift bin, the true number of false positives (N
′
)

is

N
′ ≡ N̈ ′

C̄ ′ − L̄′ × Ā′FP (9)

thus, the false positive contamination rate is

F = 1 − N
′

N
. (10)

We combine equations (8) and (10) and define a single scalar for
each doublet which accounts for the variable completeness and false
positive detections in a redshift bin (A; see Table 2)

A = F̄

C̄ − L̄ × ĀFP
. (11)

Finally, the true number of absorbers adjusted for completeness
and false positive contamination is

N = A × N̈ (12)

with associated Poisson error

σN ≡ A ×
√

N̈ . (13)

4 A B S O R P T I O N L I N E STAT I S T I C S

When investigating the evolution of absorption systems observed
in the spectra of QSOs, it is common to calculate their incidence
rate (dN/dz), their comoving mass density ("ion), and their CDDF.
The incidence rate provides a simple accounting on the number of
systems discovered over the total redshift path of a survey and the
associated "ion (equation 19) provides a direct measurement of all
observed number of atomic ions over the same path (equation 16)
normalized to the critical density today. Secondly, "ion can also
be measured by directly integrating the first moment of the asso-
ciated CDDF (equation 17). This method has the added benefit of
investigating the impact of integration limits on the "ion values. All
incidence rates and associated "ion values can be seen in Table 2.
All CDDF best-fitting parameters and integration limits can be seen
in Table 5.

Table 5. C IV, Si IV, and Mg II best MLE parameters for CDDF functional
form (see equation 21). The redshift bins (#z), column density range (#
log(Nsys/cm2)), α and B best-fitting values, and 1σ errors are presented
below and are plotted in Figs 10–13. For consistency with D13, we use
log(N0) = 13.64.

Ion # z # log (Nsys/cm2) α log (B)

C IV 4.33–5.19 [12.75, 14.75] 1.49 ± 0.13 −13.86 ± 0.08
5.19–6.13 [13.00, 14.00] 1.96 ± 0.36 −14.33 ± 0.18

Mg II 2.00–3.00 [12.50, 15.00] 1.23 ± 0.16 −14.54 ± 0.14
3.00–4.00 [13.50, 15.00] 1.00 ± 0.38 −14.83 ± 0.33
4.00–5.45 [12.75, 16.50] 1.09 ± 0.11 −14.98 ± 0.17

C IV 4.33–5.45 [12.50, 14.75] 1.50 ± 0.12 −13.94 ± 0.07
Mg II [12.75, 15.00] 1.03 ± 0.13 −15.03 ± 0.21
C IV 4.92–6.13 [12.50, 14.25] 1.22 ± 0.14 −14.29 ± 0.11
Si IV [12.50, 14.00] 1.46 ± 0.31 −14.77 ± 0.25

Figure 6. Incidence rates (dN/dz) for C IV and Si IV. The marker style
and colours are described in the legend. All values measured with systems
described in this work are presented in Table 2. The computation of the D13
values is described in the text. The B15 and S05 values have been adjusted
to the Planck cosmology used in this work.

4.1 Incidence rates

The true number of absorbers and associated error are computed
in equations (12) and (13). This accounts for the contamination by
false positives and variable completeness across a redshift bin. The
redshift bins are selected so that the C IV path is split in almost half
as described in Section 3.4. The incidence rate in a redshift bin (dz)
is computed as
(

dN

dz

)
= N ± σN

dz
, (14)

where N is the completeness adjusted and false contamination cor-
rected number of absorbers (equation 12) with associated error σN
(equation 13). All incidence rate values computed in this work are
presented in Table 2 and can be seen Fig. 6.

For C IV, we compute dN/dz = 15.4 ± 2.8 at a median redshift
〈z〉 = 4.77 and find that it drops by almost a factor of ∼3.5 with
dN/dz = 4.4 ± 1.2 at a median redshift 〈z〉 = 5.66. For Si IV, we
find a similar evolution with the incidence rate dN/dz = 9.8 ± 4.7
at a median redshift 〈z〉 = 5.05 dropping to dN/dz = 2.4 ± 0.9 at a
median redshift 〈z〉 = 5.66.

MNRAS 481, 4940–4959 (2018)

D
ow

nloaded from
 https://academ

ic.oup.com
/m

nras/article-abstract/481/4/4940/5105760 by E
T

H
 Z

ürich user on 16 N
ovem

ber 2018

Codoreanu et al., (2018)
2396 V. D’Odorico et al. 

MNRAS 512, 2389–2401 (2022) 

Figure 5. Cosmic mass density for the Si IV absorptions detected in our three 
samples. Lines have been selected to have column densities log N (Si IV ) ≥12.5 
and redshifts in the range 1.75 ≤ z ≤ 6.24. Also shown are results by Shull 
et al. ( 2014 ) and Cooksey et al. ( 2011 ) for z ≤ 1 and, for z ≥ 1.8, the results 
by Songaila ( 2001 ), Scannapieco et al. ( 2006 ), BS15 , and Codoreanu et al. 
( 2018 ). See the main text for further details. 
results, ho we ver, we report in Table 6 the errors computed with 
equation ( 4 ). 

It is interesting to point out the complementarity of the information 
conv e yed by the number density, d n /d X , which is heavily weighted 
toward abundant low-column density systems, and by the cosmolog- 
ical mass density, !SiIV , whose value depends mainly on the rare 
high-column density absorption lines. 

As already observed for the CDDF and the number density of 
lines, Fig. 5 shows that the mass density parameter of Si IV increases 
by a factor ∼4–6 moving from the redshift bin z = [4.95, 5.65] to z 
= [3.90, 4.70]. In the redshift interval 2.94 ≤ z ≤ 4.70 the evolution 
of !SiIV is consistent with a flat behaviour, with a possible further 
increase toward z ∼ 1 and the local Universe. 

The low- z measurements were carried out by: Cooksey et al. 
( 2011 ) using HST /STIS, HST /GHRS, and FUSE data with Si IV lines 
in the redshift range z ∼ 0.0–1.15 and log N (Si IV ) ≥ 13, and by Shull 
et al. ( 2014 ) using HST /COS spectra for Si IV lines in the redshift 
range z ∼ 0.0–0.29 with log N (Si IV ) ≥ 12.53. The reported values 
correspond to two Si IV samples obtained with HST /STIS ( !SiIV = 
4 . 5 + 3 . 0 

−1 . 2 × 10 −8 ) and with HST /COS ( !SiIV = 2 . 1 + 1 . 0 
−0 . 5 × 10 −8 ). 

5  O U R  RESULTS  I N TO  C O N T E X T  
5.1 Comparison with previous Si IV results 
The statistical quantity which is more safely comparable between 
different samples of absorption lines is the cosmic mass density, since 
it depends less on the resolution and the adopted fitting technique. 

In Fig. 5 , we report our measurements and previous determinations 
of !SiIV at lower and comparable redshifts. Our results are in good 
agreement with the Songaila ( 2001 ) data, corrected for the different 
cosmology (see also Songaila 2005 , based on the pixel optical depth 
technique). 

Scannapieco et al. ( 2006 ) analysed a sample of 19 UVES spectra 
which are included in our high-resolution sample and give in their 
paper a value of !SiIV = (0.6 ± 0.12) × 10 −8 at 〈 z〉 = 2.4, which 
is alarmingly lower than our result. A careful revision of their paper 

Figure 6. Comparison of the cosmic mass density parameters, !, for Si IV 
and C IV (D’Odorico et al. 2010 , 2013 , this work) among themselves and with 
the predictions of the simulations by F20 . 
revealed a mistake in the computation of the normalization factor of 
!SiIV whose correction determines the new value 1.17 ± 0.23 × 10 −8 , 
consistent with our points. 

The cosmic mass density for Si IV computed by BS15 is based 
on a sample of nine high-resolution Keck /HIRES quasar spectra. We 
have included the quasars lines of sight of BS15 in our sample, with 
the aim of extending the high-redshift coverage. This is reflected in 
Fig. 5 by the optimal consistency between our points and those of 
BS15 . 

Codoreanu et al. ( 2018 ) computed the statistical properties of Si IV 
absorption lines approaching z ∼ 6. They considered a sample of four 
quasars all observed with XSHOOTER: ULAS J0148 + 0600, SDSS 
J1306 + 0356, ULAS J1319 + 0950 which are also part of our sample, 
and SDSS J0927 + 2001 ( z em = 5.79). They found seven Si IV systems 
with column density log N (Si IV ) ≥ 12.5 in the redshift range 4.92 ≤ z 
≤ 6.13, of which five have z ≥ 5.19. As we can see from Figs 4 and 5 
our results are consistent with their findings within the observational 
errors. 
5.2 Comparison with C IV and O I statistics 
The statistical properties of C IV lines were the first to be studied 
thanks to the large available samples. In D’Odorico et al. ( 2013 ), 
we investigated the evolution with redshift of the C IV CDDF and 
cosmic mass density parameter up to z ∼ 6. Both quantities increase 
significantly between z ∼ 6 and 5 and then stay approximately 
constant in the range 2.0 ! z ! 5.0. More recent studies (Codoreanu 
et al. 2018 ; Meyer et al. 2019 ) confirm these results. 

The cosmic mass densities of Si IV absorbers with log N ≥ 12.5 
estimated in this work and of C IV systems with log N (C IV ) ≥ 13.0 are 
compared in Fig. 6 . The choice of the C IV column density threshold 
depends on the Si IV column density threshold and on the observation 
that, in particular at z ! 5, the average ratio of Si IV /C IV column 
densities in log is ∼−0.5 (D’Odorico et al. 2013 ). !CIV has been 
computed in the same redshift bins adopted for !SiIV and it is based 
on the UVES/HIRES sample from D’Odorico et al. ( 2010 ) and on 
the z ∼ 6 XSHOOTER sample from D’Odorico et al. ( 2013 ). The 
z ∼ 6 XSHOOTER sample has been updated with the addition of 
the C IV lines of ULAS J0148 + 0600 (Codoreanu et al. 2018 ) and of 
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吸収線で探る金属イオン存在量

一方で、MgIIは一定、中性酸素 (OI) は高赤方偏移で増加
する傾向が見られる。 
金属元素の存在量の変化もあるかもしれないが、再電離
期に向かうなかでの銀河間物質 (IGM) の電離状態を反映
している可能性が高い。

11

and a Doppler parameter. For each line of sight, 104 absorbers
were inserted in separate trials over the redshift interval where
O I falls redward of the Lyα forest, matching our survey
range. The O I column density was drawn randomly over the
logarithmic interval 13<log (NO I/cm−2)<16. The Doppler
parameter was drawn randomly over the interval bmin<
b<bmax, where bmin=10 km s−1and bmax increased linearly
with logNO I from 10 km s−1 at log (NO I/cm−2)=13 to
100 km s−1 at log (NO I/cm−2)=16. These ranges in logNO I

and b were guided by Voigt profile fits to a selection of our
observed systems and were meant to roughly bracket the range in
equivalent width and velocity width of the full observed sample.
For example, an O I absorber with log (NO I/cm−2)=13.5 and
b=10 km s−1 will have a rest-frame equivalent width of
W1302=0.02Å, similar to the weakest absorber in our sample,
whereas a system with log (NO I/cm−2)=15.5 and b=
85 km s−1 will have W1302=0.9Å, similar to our strongest
system. We note that a single Voigt profile does not capture the
full kinematic complexity of many of the observed systems;
however, the detectability of a system often depends on the
strength of a dominant component. This is particularly true for
weaker systems, for which completeness corrections are more
important.

For each system, we generated absorption lines in O I, C II,
and Si II. The C II and Si II column densities were scaled from
the O I values as logNC II=logNO I−0.54 and logNSi II=
logNO I−1.26. These scalings were adopted from the relative
abundances of metal-poor DLAs and sub-DLAs over 2z4

(Dessauges-Zavadsky et al. 2003; Péroux et al. 2007; Cooke
et al. 2011) and O I systems at z>5 where column density
measurements from high-resolution spectra are available (Becker
et al. 2012).
We note that adopting fixed column density ratios ignores

variations due to differences in relative abundance or, perhaps
more significantly, ionization effects. As noted above, at a
given O I equivalent width, a partially ionized absorber will
tend to have stronger Si II and C II than one that is fully neutral
(in hydrogen), making it easier to detect. We argue below that
the number density of O I absorbers is higher over 5.7<
z<6.5 than over 4.9<z<5.7, a conclusion that depends
partly on our completeness estimates. Assuming fixed column
density ratios when determining completeness is conservative
with respect to this conclusion in that if there are undetected
weak O I absorbers with stronger Si II and/or C II, then the total
O I number density should increase the most at z>5.7, where
our sensitivity to weak systems is lowest. In practice, however,
there is limited evidence for a large population of weak,
partially ionized O I systems. The observed ratios of O I and
C II equivalent widths tend to be near unity, particularly at
z>4.9 (see Figure 8), with some exceptions noted below
(Section 4).
In order to increase efficiency, we used an automated

detection algorithm for our completeness trials. The algorithm
was developed to roughly mimic the process of identifying
systems by eye, with detection criteria established using the
real O I absorbers as a training set. The algorithm was also
tested against by-eye identifications for artificial systems over
the relevant range of absorber properties, spectral resolutions,
and S/Ns. Briefly, a detection required that there be significant
absorption in O Iλ1302 and at least one other line, and the
kinematic profiles of the lines needed to be consistent with one
another. The other lines examined were Si IIλ1260 (when it
fell redward of the Lyα forest) and C IIλ1334, which were the
primary lines used when identifying O I systems visually.
For each of the 104 artificial absorbers, the automated

algorithm stepped across the nominal redshift in increments
of 5 km s−1 and examined the regions around the expected
positions of each available line using the following steps. It first
determined whether there was significant (>3σ) absorption
after smoothing the spectrum by the instrumental resolution. If
significant detection existed for all lines that fall redward of the
Lyα forest, then it fit a Voigt profile over ±200 km s−1 of that
redshift independently to each available line. The continuum
was allowed to vary by up to 5%, providing a mechanism to
deal with small continuum errors, as well as nearby weak
absorption lines. The flux cross-correlation between each pair
of lines was also computed over the same velocity interval. In
all cases, a detection required that, for at least two lines, the
FWHM of the fitted profiles agreed to within a factor of 1.5,
the equivalent widths of the fits agreed to within a factor of
4.0, and the ratio of the maximum absorption depths to the
FWHM (in km s−1) of the fits was greater than 0.002. The last
condition was meant to reject spurious wide, weak lines.
A detection was recorded if the centroids of the fits aligned
to within 5 km s−1, the FWHMs of both Voigt profile fits
were less than 200 km s−1, and the reduced χ2 of the fits
over the central FWHM were less than 5.0. Alternatively, a
detection was recorded if the centroids of the Voigt profile fits
aligned to within 30 km s−1and the cross-correlation was
greater than 0.75.

Figure 9. Number density of O I (circles), Mg II (squares), and C IV (triangles)
systems over 3z7 down to current equivalent width limits. Vertical error
bars are 68% confidence intervals. The results for O I systems with W1302>
0.05 Å are from this work. The results for Mg II systems with W2796>0.3 Å
are from Chen et al. (2017). The C IV results for systems with W1548>0.04 Å
were derived from D’Odorico et al. (2013; see also Codoreanu et al. 2018). See
text for details.
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強いCIV吸収系周辺に銀河密度過剰

12

JWST EIGER：クエーサー視線に沿った銀河探査を実施
NIRCamグリズムで[OIII]輝線銀河を検出 
➡ 既知のCIV+SiIV吸収線系付近で銀河集団を発見： 
IGMの金属汚染とともに、銀河の存在によって電離状態も
卓越していることを示唆 (DK+23, 25; see also Wu+23)



柏野大地 (国立天文台)Exploring Extreme Transients:  2025年7月17日

ガンマ線バーストと残光 (afterglow)
• ガンマ線バースト：遠方宇宙で突然発生する非常に明るいガンマ線放射天体 
• Long-duration ( 2 sec): 大質量星（おそらく低金属量）の崩壊 
• Short-duration ( 2 sec): コンパクト（中性子星、BH）天体の合体 
• 残光（アフターグロー） 
• GRBの直後にX線～電波の広い波長帯で観測される残光現象。 
• 数時間～数週間にわたり光が放たれる。 
• ジェットによる衝撃波で加速された電子によるシンクロトロン放射と考えられている。 
• アフターグローの観測により、GRBの正確な位置やホスト銀河の同定が可能。 
• スペクトル吸収線の解析からホスト銀河や介在吸収系の物理状態を調べるプローブとして
利用できる。

≳

≲

13



柏野大地 (国立天文台)Exploring Extreme Transients:  2025年7月17日

ガンマ線バーストと残光 (afterglow)

14

The Astrophysical Journal, 773:82 (24pp), 2013 August 20 Cucchiara et al.

Figure 1. Comparison between four different GRB spectra obtained with different spectrographs and different resolving power. From top to bottom: GRB 050922C
observed with ALFOSC; GRB 060210 observed with Gemini/GMOS; GRB 100418A observed with the UV arm of VLT/X-Shooter; section of GRB 060607A
observed with VLT/UVES. In all panels, the gray curve represent the associated 1σ error spectrum.

Figure 2. GRB 060210 Gemini spectrum. This example shows our excluded regions for the purpose of estimating the survey path for intervening Mg ii absorption
taking into account the host absorption lines (in gold, from the tabulation of Christensen et al. 2011) as well as telluric lines (in gray). The red curve is the 1σ spectrum
associated with the data.
(A color version of this figure is available in the online journal.)

Many of these data were obtained by our respective research
teams, although several tens were taken from public data
archives or were kindly contributed by members of the com-
munity. Table 1 lists all of the sight lines with reported GRB
redshifts where we were able to retrieve a spectrum. The last

column lists the literature references for GRB afterglow spectra
that have been previously published.

A small sample of seven GRB spectra, as mentioned in
Section 1, was obtained during the pre-Swift era: these GRBs
were discovered by non-GRB dedicated missions, like the

8

Damped Lyα (DLA): ホスト銀河の中性水素による吸収
ホスト銀河のISM中の金属イオンによる吸収線

Cucchiara et al. 2013
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遠方宇宙プローブとしてのGRBと残光
• 超新星起源であれば、宇宙の星形成史をトレースする。 
• 大質量星があれば良いので、Pop III 形成期に遡って生じうる。 
• 極めて明るく、非常に遠方でも検出可能。 
• アフターグローに生じる吸収線は、ホスト銀河の明るさとは無関係： 
無バイアスに、非常に低質量で暗い銀河のISMを調べることができる。 
• アフターグローは短期間で消失するため、ホスト銀河の詳細な調査が可能。 
• GRB発生現場周辺への影響が限定的。 
クエーサーと比較 
• スペクトルが冪乗則的であり、内部構造を持つクエーサースペクトルよりも背景光として扱いやすい 
• 点火までにある程度時間が必要（本質的に赤方偏移に上限） 
• クエーサー自体が明るいためホスト銀河の調査が限定される 
• 期間が長いため、ホスト銀河や周辺IGMへの影響が甚大

15
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• 高赤方偏移 (z~>6) のGRBは実際に複数検出
されている。 
• 初のz>6 GRB: 050904 @ z=6.295 
(Cummings+05)

Exploration of the high-redshift universe enabled by THESEUS 5

The faint end of the galaxy luminosity function is a key
issue for our understanding of reionization since, to the depth
achieved in the Hubble Ultra-deep Field (HUDF), it appears
that the faint-end of the LF steepens significantly with red-
shift approaching a power-law of slope a ⇠ 2 at z > 6 (i.e.
where the number of galaxies per unit luminosity f(L) µ
L
�a for faint galaxies; e.g. [60]). Studies, which take advan-

tage of gravitational lensing by galaxy clusters in the Hub-
ble Frontier Fields, can reach even fainter magnitudes, albeit
probing increasingly smaller volumes in the higher magnifi-
cation regime, and are also consistent with a steep faint-end
slope [67,68,69]. The value of the total luminosity integral
depends sensitively on the choice of low-luminosity cut-off
(and indeed the assumption of continued power-law form
for the LF). By conducting deep searches for the hosts of
GRBs at high-z we can directly quantify the ratio of star-
formation occurring in detectable and undetectable galaxies,
with the sole assumption that GRB-rate is proportional to
star-formation rate (Figure 4). Although currently limited by
small-number statistics, early application of this technique
has confirmed that the majority of star formation at z > 6 oc-
curred in galaxies below the effective detection limit of HST
[70,71] with expected magnitudes fainter than mAB ⇠ 30,
at the limit of what is reachable with JWST and the ELTs.
Since the exact position and redshift of the galaxy is known
from the GRB afterglow, follow-up observations to measure
the host UV continuum are much more efficient than equiv-
alent deep field searches for Lyman-break galaxies. If the lu-
minosity function is modelled as a Schechter function with
a sharp faint-end cut-off, then this analysis allows us to con-
strain that cut-off magnitude, even though the galaxies are
too faint to be observed. This technique applied to a sam-
ple of ⇠ 40 GRBs detected by THESEUS at z > 6 will yield
much tighter constraints on that cut-off magnitude than ob-
tained with GRBs so far (Figure 8, left).

4 The build-up of metals, molecules and dust

Bright GRB afterglows, with their intrinsic power-law spec-
tra, provide ideal backlights for measuring not only the hy-
drogen column, but also obtaining exquisite abundances and
gas kinematics, probing into the hearts of their host galaxies
[72]. Thus, they can be used to map cosmic metal enrich-
ment and chemical evolution to early times, and search for
evidence of the nucleosynthetic products of even earlier gen-
erations of stars.

Based on the specifications of the IRT spectrograph with
its spectral resolution R ⇠ 400, we simulate a set of possible
afterglows with varying host galaxy hydrogen column densi-
ties and metallicities, and analyse the precision that we will
be able to achieve as a function of the signal-to-noise ratio
of the spectra (Figure 5, right hand panel). First, follow-up
of the brightest afterglows (HAB . 17.5 mag) with the IRT

GRB050904 z = 6.3 GRB080913  z = 6.7 GRB090423    z = 8.2

GRB090429B  z = 9.4 GRB100905A   z = 7.9 GRB120521C  z = 6.0

GRB120923A  z = 7.8 GRB130606A  z = 5.9 GRB140515A   z = 6.3

Fig. 4 Mosaic of deep HST imaging of the locations of known GRBs
at z > 6, obtained when the afterglows had faded (red boxes are cen-
tered on the GRB locations, and are 2 arcsec on a side). Only in 2–3
cases is the host galaxy detected, confirming that the bulk of high-z star
formation is occurring in galaxies below current limits. This approach
allows us to quantify the contribution of the faint end of the galaxy lu-
minosity function to the star formation budget, even in the absence of
direct detections.

spectroscopic mode will provide constraints within ⇠ 0.2
dex on the hydrogen column density along the GRB line
of sight in the host galaxy. The identification of associated
metal absorption lines will also enable spectroscopic red-
shift determinations to < 1% precision, which will help re-
fining the IRT photo-z estimates and distinguishing cleanly
between the GRBs at z > 6 and contaminants from dusty
afterglows at lower redshifts. Even though IRT spectra will
be able to detect the usual rest-frame UV metal absorption
lines [73] for afterglows with metallicities above ⇠1% solar
for an afterglow detected at HAB . 16.5 mag, accurate abun-
dance, metallicity and abundance pattern determination ne-
cessitates follow-up deeper, higher-spectral resolution data
from space- or ground-based facilities.

Taking advantage of the availability of 30 m class ground-
based telescopes in the 2030s superb abundance determina-
tions will be possible through simultaneous measurement of
metal absorption lines and modelling the red-wing of Ly-a
to determine host HI column density, potentially even many
days post-burst (Figure 5, left panel), thanks to the effects
of cosmological time dilation for the highest redshift events.
This may be supported by ATHENA observations to quan-
tify the high ionization gas content (e.g. [74]) and potentially
radio for other atomic fine structure and molecular lines (e.g.
[75]).

Using the sample of GRBs discovered by THESEUS to
trace the ISM in galaxies at z> 6 will be the only way to map

Tanvir et al. 2021

GRB位置のHST画像

Subaru/FOCASスペクトル
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above and assuming a hydrogen ionization fraction of 0.1, we obtain
the physical depth of the absorbing system to be 0.4 pc with an
uncertainty of a factor of,10, reflecting the statistical errors and the
possible temperature range. These fine-structure lines have been
found in GRB afterglow spectra18–20, whereas they have never been
clearly detected in quasar damped Lya systems18. This is consistent
with a local origin for the absorption such as a metal-enriched
molecular cloud in the star-forming region or a densemetal-enriched
shell nebula swept-up by a progenitor wind prior to the GRB onset
suggested for GRB 021004 (refs 21, 22) and GRB 030226 (ref. 23).
The column density of C II is also consistent with the calculation for a
carbon-rich Wolf–Rayet wind24.
As shown in Fig. 1, the Lya cut-off exhibits the signature of a

damping wing redward of the Lya wavelength. To our knowledge,
this is the first detection of significant neutral hydrogen absorption at

z* 6; allowing us to explore the distribution of neutral hydrogen in
the vicinity of a GRB, in the host galaxy, and/or in intergalactic space
at very high redshifts. Such a study is difficult with high-z quasars
owing to their enormous ultraviolet flux, which ionizes the sur-
rounding environment, and owing to the presence of a strong Lya
emission line.
There are two possibilities for the nature of the absorber. It may be

a damped Lya system associated with the host galaxy, which has been
observed in the afterglows of several GRBs at lower redshifts18–20. The
other possibility is the neutral hydrogen in the intergalactic medium
(IGM) left over from the pre-reionization era2. If the latter is the case,
we can now measure the neutral fraction of the IGM at z * 6, giving
important information on the reionization history of the Universe.
We find that the wing shape can be reproduced either by a damped
Lya system (see inset of Fig. 1) or by the IGM. A comprehensive

Table 1 | Absorption lines detected in the spectrum of the optical afterglow of GRB 050904

Observed wavelength (Å) Equivalent width (Å) Column density log (cm22) Line identification (element, Å) Redshift, z

9,041.0 ^ 0.8 4.5 ^ 1.0 14:44þ0:14
20:16 C IV, l ¼ 1,548.2 4.840 ^ 0.001
– (N V, l ¼ 1,238.8) (6.298 ^ 0.001)

9,055.9 ^ 1.7 1.7 ^ 1.0 14:21þ0:25
20:46 C IV, l ¼ 1,550.8 4.840 ^ 0.001
– (N V, l ¼ 1,242.8) (6.287 ^ 0.001)

9,146.4 ^ 1.8 3.8 ^ 1.1 15:60þ0:14
20:17 S II, l ¼ 1,253.8 6.295 ^ 0.001

9,188.7 ^ 2.6 6.1 ^ 3.7 16:20þ1:87
20:92 S II, l ¼ 1,259.5 6.295 ^ 0.002

9,195.9 ^ 1.2 8.3 ^ 2.7 14:29þ0:57
20:39 Si II, l ¼ 1,260.4 6.296 ^ 0.001

9,225.8 ^ 1.8 3.9 ^ 1.1 13:63þ0:13
20:16 Si II*, l ¼ 1,264.7 6.295 ^ 0.001

9,499.1 ^ 0.9 10.3 ^ 1.9 15:85þ0:39
20:28 O I, l ¼ 1,302.2 6.295 ^ 0.001

9,737.2 ^ 1.1 12.3 ^ 2.4 15:41þ0:30
20:26 C II, l ¼ 1,334.5 6.296 ^ 0.001

The wavelengths and equivalent widths were derived by fitting a single gaussian. The column densities of lines were estimated by the standard curve of growth analysis25. The equivalent
widths in the table are observed ones, that is, not converted to the rest-frame. The quoted uncertainties are 1j statistical errors. Most of the absorption lines are consistent with being at a
single redshift of z ¼ 6.295 ^ 0.002 within the statistical uncertainties. The absorption lines at l ¼ 9,041.0 Å and 9,055.9 Å could be identified as N V l ¼ 1,238.8 Å, l ¼ 1,242.8 Å, if they are
at a redshift similar to that of the other absorption lines. However, the derived redshifts of these two lines are significantly inconsistent with each other. Another possible identification is C IV

l ¼ 1,548.2 Å, l ¼ 1,550.8 Å in an intervening system at z ¼ 4.840, which we think is more likely.

Figure 1 | The spectrum of the afterglow of GRB 050904. It covers the
wavelengths 7,000–10,000 Åwith a resolution R ¼ l/Dl < 1,000 at 9,000 Å.
It was takenwith Subaru/FOCAS atmid-epoch on 7 September, 12:05 UT, 3.4
days after the burst, for a total exposure of 4.0 hours. The abscissa is the
observed wavelength converted to that in vacuum. The spectrum is
smoothed to a resolution R ¼ l/Dl < 600 at 9,000 Å. The locations of the
identified absorption lines (see Table 1) at z ¼ 4.840 and z ¼ 6.295, as well as
the wavelengths of Lya and Lyb at z ¼ 6.295, are shown with vertical dotted
lines. The one-sigma errors are shownwith an offset of21.0 at the bottomof

the panel. In the inset, the solid line shows a model for the damping wing of
Lya absorption with a neutral hydrogen column density log[NHI

(cm22)] ¼ 21.3 at a redshift of z ¼ 6.3, overlaid on the observed spectrum in
the wavelength range of 8,700–9,500 Å. The dotted line indicates the
unabsorbed continuummodel following a power-law (fn / n21) function as
typically observed for GRB afterglows. We note that only the red wing is
relevant to the fit, because the emission blueward of Lya is absorbed by the
IGM.
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• 分光同定された最遠方はGRB090423 @ z=8.1‒8.2 (Tanvir+09) 
• 測光候補はGRB090429B @ zphot~9.4 (Cucchiara+11)consistent with the Small Magellanic Cloud9. On the other hand, the

analysis of the XRT data in the time interval 3,900–21,568 s suggests the
presence of intrinsic absorption (in excess of the Galactic value) with an
equivalent hydrogen column density of NH(z) 5 6:8z5:6

{5:3 3 1022 cm22

(90% confidence level; Supplementary Information, section 1). The
low value of the dust extinction coupled with a relatively high value
of NH suggests that GRB 090423 originates from a region with low dust
content relative to those of low-z GRBs14, but one similar to that of the
high-z GRB 050904, for which z 5 6.3 (ref. 15). Because the absorbing
medium must be thin from the point of view of ‘Thomson’ scattering,
the metallicity of the circumburst medium can be constrained to be
.4% of the solar value, Z[. The implication is that previous supernova
explosions have already enriched the host galaxy of GRB 090423 to
more than the critical metallicity, Z < 1024Z[ (ref. 16), that prevents
the formation of very massive stars (population III stars). Therefore,
the progenitor of GRB 090423 should belong to a second stellar
generation. Its explosion injected fresh metals into the interstellar
medium, further contributing to the enrichment of its host galaxy.
Its existence empirically supports the cosmological models17,18 in which
stars and galaxies, already enriched in metals, are in place only
,600,000,000 yr after the Big Bang. Long GRBs are mostly associated
with star-forming dwarf galaxies, which are thought to be the dom-
inant population of galaxies in the early Universe19. The fact that
GRB 090423 appears to have exploded in an environment similar to
that of low-z GRB hosts20 is in agreement with this.

The occurrence of a GRB at z < 8 has important implications for
the cosmic history of these objects21–24. In a first, simple, approach, we
can assume that GRBs trace the cosmic star formation history, given
the well-known link between long GRBs and the deaths of massive
stars25, and that GRBs are well described by a universal luminosity
function. However, under these assumptions the expected number of
bursts at z $ 8 with an observed photon peak flux larger than or equal
to that of GRB 090423 is extremely low: ,4 3 1024 in ,4 yr of Swift
operation (Supplementary Fig. 6 and Supplementary Information,
section 4). Hence, one or both of the above assumptions may be an

oversimplification24,26. The detection of a very high-z burst such as
GRB 090423 could be accommodated if the GRB luminosity function
were shifted towards higher luminosities according to (1 1 z)d with
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Figure 1 | Rest-frame c-ray and X-ray light curves for bursts at different
redshifts. BAT and XRT light curves of GRB 090423 (red data) in the source
rest frame. Errors in luminosity, Liso, are at the 1s level; horizontal bars refer
to the integration time interval. The XRT 0.3–10-keV light curve shows a
prominent flare at a rest-frame time of trf < 18 s (also detected by BAT), and
a flat phase (with a power-law index of aX,1 5 0.13 6 0.11) followed by a
typical decay with a power-law index of aX,2 5 1.3 6 0.1. We compare the
light curves of GRB 090423 with those of seven GRBs in the redshift interval

0.8–6.3. The bursts are selected from among those showing a canonical
three-phase behaviour (steep decay/plateau/normal decay) in the X-ray light
curve and without a spectral break between BAT and XRT, allowing the
spectral calibration of the BAT signal into the 0.3–10-keV energy band. The
light curves of GRB 090423 do not have any distinguishing features relative
to those of the lower-redshift bursts, suggesting that the physical mechanism
that causes the GRB and its interaction with the circumburst medium are
similar at z < 8.1 and at lower redshifts.
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Figure 2 | TNG spectrum of the near-infrared afterglow. a, Spectrum of
GRB 090423 obtained using the Amici prism on the TNG. The sharp break at
wavelength l < 1.1 mm, which is due to H I absorption in the intergalactic
medium at the wavelength of the Lyman-a line, implies that z 5 8:1z0:1

{0:3. The
spectrum has been smoothed with a boxcar filter of width D 5 25 pixels
(where one pixel corresponds to ,0.006mm at l 5 1.1 mm). The absolute
flux calibration was obtained by matching the almost simultaneous GROND
photometric measurements7. The wavelength calibration was obtained from
the TNG archive and adjusted to the wavelengths of the main atmospheric
bands. The error bar corresponds to 1s uncertainty as measured on the
smoothed spectrum. The confidence level of the Lyman-a break detection is
>4s. See also Supplementary Information, section 3. b, Plot of
transmittance, T (the atmospheric transparency convolved with the
instrumental response). The system has a significant sensitivity down to
0.9 mm, and no instrumental or atmospheric effect could explain the abrupt
flux break observed in the spectrum of GRB 090423.
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Figure 6. Spectral energy distribution of the GRB 090429B afterglow formed
by extrapolating our observed photometry to 3 hr post-burst assuming the
magnitude remains constant, i.e., α = 0 (for varying α fits, see Figure 8).
The vertical error bars represent 1σ uncertainty, and the horizontal shaded bars
illustrate the widths of the broadband filters. The best-fit model (χ2/dof =
1.76/3) to the data points is shown as the solid red line, the parameters being
redshift z = 9.36, rest-frame extinction AV = 0.10, and intrinsic power-law
slope βO = 0.51. The inset simply replots the short wavelength part of the figure
(indicated by a dotted box) on a logarithmic flux density scale to more clearly
show the constraints from the optical measurements. An alternative low-redshift
(z ≈ 0), high-extinction (AV = 10.6) model is shown as a dashed blue line, but
in fact is formally ruled out at high significance (χ2/dof = 26.2/4).

model, which has z = 9.36 and extinction AV = 0.1, although
the 99% confidence contour runs as low as z ≈ 7.7 if there is a
modest amount of dust (rest-AV ∼ 0.5) in the host. Marginal-
izing the likelihood (which we define L ∝ exp(−χ2/2)) over
AV (assuming a flat prior) indicates a 90% likelihood range of
9.02 < z < 9.50. There is no solution at lower redshifts (z < 7)
which is not ruled out at %99.9% level; the best fit at low red-
shift (z ≈ 0 as it happens, as shown by the blue cross) requires
a very high extinction of AV ≈ 10.

In Figure 8 we show similar likelihood contours for fits span-
ning a broader range of models with different prior assumptions
for the temporal power-law decline index α and commonly used
dust laws. Changing α to ±1 makes rather little difference, and
in any case, as discussed above, there is evidence to suggest that
the luminosity was not changing even as rapidly as this. Varying
the dust law does have more effect, largely due to the 2175 Å
feature in the MW, LMC (Pei 1992), and Maiolino et al. (2004)
laws producing the blue H − K color even at slightly lower
redshifts, although in most cases the best fit remains z ! 9. The
Maiolino et al. (2004) dust law was determined from observa-
tions of a quasar at z = 6.2 and is argued to be consistent with
dust produced largely from early supernovae (note that this law
is only defined up to ∼3200 Å in the rest frame, and we therefore
graft it to the SMC law at this point). This case is interesting
as it does allow redshifts as low as z ∼ 6.5 at 99% confi-
dence, although to date, only GRB 071025, with a photo-z ∼ 5,
has shown evidence of requiring such a dust law (Perley et al.
2010).

Finally, in Figure 9 we show the likelihood as a function
of redshift for the SMC dust-law models having marginalized
over both α (assumed a flat prior between −1 and +1) and
AV (assumed a flat prior between 0 and 12). The maximum

Figure 7. Confidence contours on a parameter space of redshift and host
galaxy extinction for the GRB 090429B afterglow, for our favored set of prior
assumptions (green contours are 90%, 99% and 99.9% confidence). The gray
scale shows the likelihood down to much lower levels, formally ∼10−7. All
fits at z < 7.7 are ruled out at > 99% confidence, and while fits can be
found at z ∼ 0 they are markedly worse than the high-z solutions. The best
z < 5 solution (formally at z = 0) is marked with the blue cross and requires
AV ∼ 10, and is also disfavored by the lack of any host galaxy to deep limits,
and the inconsistency of the required AV with the hydrogen column density
measured from the X-ray afterglow. To illustrate this the best-fit NH from the
X-ray spectrum is converted into AV and plotted onto the contour plot as the
purple lines (dashed lines show the 90% error range, and the dotted lines show
the limits of the systematic error due spanning the range of gas-to-dust ratios
reported by Schady et al. 2010). As can be seen the AV inferred from the
X-ray and that required from the photometric redshift fit are inconsistent at low
redshift, but broadly consistent with the high-z fit.

likelihood is at z = 9.38, and 90% of the likelihood is between
9.06 < z < 9.52.

3.3. Implications of the Absence of a Host Galaxy

Our late-time date taken with Gemini and HST are potentially
extremely valuable, since we can use the absence of any host
galaxy candidates to assess the plausibility of any lower-z
solutions to our photometric redshifts (the HST images are
shown in Figure 10). The detection of a host galaxy in the
optical was used, for example, to show that GRB 060923A was
z < 3 despite its afterglow being a K-band dropout (Tanvir
et al. 2008). In the case of GRB 090429B, the possible low-
redshift scenarios seem to be those with z < 1 and high dust
extinction AV ∼ 10 (although we emphasize that such models
remain formally ruled out). The limits these data provide on this
are shown graphically in Figure 11, where we plot the absolute
inferred magnitude of the host galaxy in the observed V, Y and
H bands as a function of redshift. For completeness we cut
each line at the point where 1216 Å ×(1 + z) passes the central
wavelength of the band. At z = 0.1, close to the minimum of our
lower redshift solution, we obtain inferred absolute magnitude
limits of MV > −10.6, MY > −9.9, MH > −10.5, these
exceptionally deep limits are comparable to the luminosities
of bright globular clusters, and significantly fainter than any
known GRB or supernova host galaxy; indeed, they place limits
of "10−4 L∗ (Blanton et al. 2003). Even at z = 1 the observed Y-
band limits would imply MB > −15.1, or "0.001L∗ (Ryan et al.
2007).

In this regard it is worth noting that the lower redshift
solutions are only viable in cases where the host galaxy
extinction is high, whereas such faint galaxies typically have low

8
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Long-GRBホスト銀河は低金属量寄り
• アフターグロー消失後にホスト銀河を分光観測し、輝線から金属量を測定 
• 通常の銀河種族 (SDSS) やSNホスト銀河と比較すると、系統的に低質量

18

The Astrophysical Journal, 774:119 (23pp), 2013 September 10 Graham & Fruchter

Figure 3. Metallicity vs. absolute B band galaxy luminosity of LGRB (squares)
and broad-lined Type Ic SNe hosts (circles). Filled circles represent SNe selected
in an untargeted manner whereas open circlers are from galaxy targeted SNe
surveys (and thus may be biased in galaxy properties by target selection). Star-
forming galaxies from the SDSS (small dots) and TKRS (diamonds) are plotted
in the background to provide a low- and high-redshift comparison sample,
respectively. Where measured site metallicities are not available, the central
host metallicity was downshifted to estimate the site value using the metallicity
gradient methodology outlined in Appendix A (also see Figure 10 which
shows values as measured). Note the profound difference between the LGRB
metallicity values and those of the Type Ic-bl SNe.
(A color version of this figure is available in the online journal.)

4.2. The Current Host Metallicity Luminosity Relation

In this section, we make two primary changes to the analysis
already presented. We restrict the redshift range of the SDSS,
and we add two new comparison populations, Type II SNe
and a star formation weighted galaxy sample. Limiting the
SDSS to the redshift cut of 0.02 ! z ! 0.04 described in
Section 2.1.1 avoids two major problems. First, the SDSS is not
a volume-limited sample, but essentially a magnitude-limited
sample. It is therefore heavily weighted to bright (and therefore
typically metal-rich) galaxies and thus neglects fainter galaxies
more akin to LGRB hosts. Secondly, the SDSS sample extends
out to roughly z ∼ 0.3, a range large enough that cosmic
abundance evolution will start to become noticeable. However,
with the narrow 0.02 ! z ! 0.04 redshift constraint, the galaxies
evolution issue is rendered negligible and the high completeness
of the SDSS within this redshift range for galaxies brighter than
−18 MB converts the population to a volume-limited survey
allowing suitable comparison with the (often very faint) LGRB
hosts.

Unfortunately, sample size limitations preclude the universal
application of this redshift cut across all populations. Obviously,
the LGRB population cannot be usefully constrained to the
stated redshift range (this would reduce the LGRB hosts to a
sample of one). Since the evolution of galaxies increases their
metallicity over time, this will introduce a low-metallicity bias
in the higher redshift LGRB host population which we will
subsequently demonstrate (using the TKRS sample) to be a

Figure 4. Metallicity vs. B band absolute galaxy luminosity. The Type II SNe
hosts (purple triangles), SDSS galaxies (small green points), and the star-
formation weighted random SDSS galaxies synthetic population (small blue
points) shown here are limited to the sample redshift range of 0.02 < z < 0.04
discussed in Section 2.1.1. In order to get reasonable comparison samples, no
redshift cut has been applied to the Type Ic-bl host population (blue circles)
or the LGRB population (red squares). This may produce a small bias toward
brighter hosts for the broad-line Type Ic SNe; however, as the most distant
broad-line Type Ic SNe has a redshift of 0.137, it will not produce a significant
bias in metallicity. For LGRBs, to some extent, both biases will occur and we
discuss the small effect of an unrestricted redshift distribution on LGRBs in
Section 4.4. As in Figure 3, filled and open symbols represent SNe selected
in untargeted and targeted surveys, respectively. In order to explicitly trace star
formation, we introduce the star formation weighted synthetic population (small
blue points) discussed in Section 2.1.2. This population tracks the SNe quite
well in luminosity–metallicity space, as one would expect with SNe tracking
star formation.
(A color version of this figure is available in the online journal.)

much smaller effect than the low-metallicity preference of the
LGRBs in Section 4.4. (Since the TKRS population is all at z >
0.3 they are not considered here). The broad-line Type Ic SNe
sample also largely lies outside of the 0.02 ! z ! 0.04 redshift
range (with a significant fraction below). However, since this
population is naturally constrained in redshift (median redshift
of z = 0.0216 and a maximum redshift of z = 0.137), any biases
in metallicity and host luminosity are limited, particularly as
deep follow-up observations have been done for these objects.

While the LGRB and Type Ic-bl SNe populations may
themselves be (biased) tracers of star formation (presumably
a galaxy with twice the star formation would, all else remaining
equal, have twice LGRB and SNe events), this is not the case
for the SDSS population where the brighter galaxies have more
star formation but are still plotted singularly in Figure 3. Thus,
in Figure 4, we also plot a sub-selection of the redshift cut SDSS
population selected randomly after weighting by star formation
(see Section 2.1.2 for details).

Nature, however, also provides a star formation weighted
galaxy sample through the hosts of Type II SNe. These SNe are
probably largely unbiased with respect to metallicity (though
their discovery will be affected by dust), and they are sufficiently
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Graham & Fruchter 2013 et al. 2012), GRB 100418A (Niino et al. 2012), GRB 110918A
(Elliott et al. 2013), GRB 120422A (Schulze et al. 2014), and
121024A (Friis et al. 2014) as well as the GRB 080325 host
galaxy (this paper). Although the possibility of a systematic
offset between metallicities derived from emission-line diag-
nostics and absorption-line systems of GRB afterglow is still
unclear, absorption-line metallicities at z� 4 are also shown in
the figure for reference (metallicity measurements from
Cucchiara et al. 2014 and stellar masses from GHostS and
Laskar et al. 2011.) For comparison, nearby type Ic and II
supernova host galaxies (Kelly & Kirshner 2012; Graham &
Fruchter 2013; Kelly et al. 2014) are also denoted as well as the
mass–metallicity relations of normal star-forming galaxies at
various redshifts (Zahid et al. 2014a). All stellar masses in the
figure are converted as necessary using a Chabrier (2003)
initial mass function and all metallicities are based on the
KK04 method. The GRB 080325 host is among the highest
metallicity in GRB samples. This result suggests a disagree-
ment with the presence of a critical cutoff above which GRBs
cannot occur (as proposed by, e.g., Modjaz et al. 2008), even
in the high-redshift universe. The metal-rich nature of the host
in GRB samples also seems not to match up with the low-
metallicity requirement suggested from theoretical modeling of
single massive stellar evolution (e.g., Yoon et al. 2006;
Woosley & Heger 2006). One possible way to explain high-
metal GRB hosts is an alternate progenitor scenario, such as a
binary system (Nomoto et al. 1995; Fryer et al. 1999; Iwamoto
et al. 2000) or magnetar. Recently, the idea of gradual
metallicity-dependent biases has been proposed rather than a
sharp metallicity cutoff, e.g., combination with a channel based
on the evolution of single massive stars, where low-metallicity
plays a crucial role as well as alternative channels without
strong metallicity dependence (Trenti et al. 2013, 2014). As
another possibility, we note that the metallicity measurement
does not always reflect the immediate environment of the GRB
(even in spatially resolved spectra such as ours) due to
spectroscopic dilution by limited spatial resolution and poor
S/N unless at least spatial resolution of ∼500 pc is achieved
(Niino et al. 2014). Such a requirement is not easy for high-
redshift GRBs, even if the GRB-site spectrum is extracted from
the host. There is an indication that the metallicity upper limit
for the GRB 080325 site is lower than the metallicity of the
whole host, but the spatial resolution is not high enough to
examine the immediate environment ofthe GRB. The HST
image suggests that the host system may be a major merger
(see Section 4.3 for the detailed discussion) in which the GRB
is associated with a northern stellar component. Because of this
situation, the discovery of a high-metal host does not rule out a
locally low-metal environment around the GRB.

The GRB 080325 host is metal-rich but its metallicity is still
lower than for normal star-forming galaxies at similar redshifts
(i.e., the COSMOS sample denoted by a red solid line). The
redshift evolution of the mass–metallicity relation (e.g.,
Savaglio et al. 2005; Yabe et al. 2012, 2014; Zahid
et al. 2014a) and the wide redshift distribution of the GRB
sample often make this kind of comparison confusing. To
clarify this, we adopt the stellar mass normalized by Mo, the
turnover mass of the mass–metallicity relation proposed by
Zahid et al. (2014a), above which the metallicity asymptoti-
cally approaches the upper limit. Here, log(Mo/Me) is 9.12,
9.52, 9.81, and 10.11 for SDSS (z = 0.08; Abazajian
et al. 2009), SHELS (z = 0.29; Geller et al. 2005), DEEP2

(z = 0.78; Davis et al. 2003), and COSMOS (z = 1.55; Zahid
et al. 2014b) surveys, respectively. They clearly demonstrated
the mass–metallicity relation at z� 1.6 is fairly independent of
redshift if a normalized galaxy stellar mass is used. They also
showed that Mo as a function of redshift is well fit by a linear
function as follows.:

( )M M

z

log (9.138 0.003) (2.64 0.05)

log(1 ). (2)
o � o � o

q �
:

The stellar mass of Figure 6 is converted to mass in the Mo
unit by using Equation (2), slightly extrapolating this relation
to z = 1.78. The normalized mass–metallicity relation is shown
in Figure 7. The relation for the SDSS, SHELS, DEEP2, and
COSMOS samples is drawn by an identical line in the figure
because the redshift evolution between the samples has largely
been removed by the Mo correction. The distribution of the
core-collapse supernova hosts is consistent with the distribution
of normal star-forming galaxies . On the other hand, GRB host
galaxies including the GRB 080325 host are clearly below the
normalized mass–metallicity relation. The offset metallicity
(which we define as the difference between the observed

Figure 7. Same as Figure 6, but the galaxy stellar mass is normalized by Mo

and the displayed sample is limited to z� 2.0 because Mo is calculated for the
z2 sample by Zahid et al. (2014a; top). Mo is the characteristic turnover
mass of the mass–metallicity relation, above which the metallicity asympto-
tically approaches the upper limit. The red solid line is the normalized-mass
metallicity relation for normal star-forming galaxies at z � 1.6 (Zahid
et al. 2014a). The offset metallicity of the GRB sample is defined relative to the
normalized mass–metallicity relation (bottom).
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⬅ 赤方偏移進化を規格化し
た質量-金属量関係: 
GRBホストは系統的に低金
属量側にオフセットしている 

see also e.g., Vergani+17
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柏野大地 (国立天文台)Exploring Extreme Transients:  2025年7月17日

Long-GRBホスト銀河は低金属量寄り
• GRBを引き起こす金属量上限を示唆（一部の高い金属量は非一様ISMで説明可能） 
• 初期宇宙では、銀河の平均金属量が減少するため、この上限値は重要ではなくなると考えら
れる

19

Long-Duration Gamma-Ray Burst Host Galaxies. . . 119

Fig. 2 The metallicity (expressed as the oxygen abundance, 12+ log(O/H)) distribution of GRB host galax-
ies predicted in Niino (2011). The red solid curve represents the case in which long GRBs occur at the
same rate regardless of metallicity. Dashed, dotted, and dot-dashed curves (magenta, blue, and dark-blue,
respectively) represent cases in which only low metallicity stars below the assumed metallicity threshold of
12+ log(O/H) = 8.2 (shown with vertical dashed line) produce GRBs when they collapse, and stars formed in
each galaxy have variation of metallicity with σ = 0.5, 0.3, and 0.1 dex around the mean value of the galaxy,
respectively. Due to the internal metallicity variation within each galaxy, GRB host galaxies frequently have
higher metallicity than the assumed threshold. Metallicities of observed GRB host galaxies at z < 0.3 (from
Levesque et al. 2010c, using the calibration of Kobulnicky and Kewley 2004, KK04) are also shown

have searched for Wolf-Rayet and other very short-lived starburst features in nearby hosts
in an attempt to constrain the population age (Han et al. 2010) and found some indication
that the progenitor is likely to be very young, but the small and possibly biased nature of
the samples suitable for this analysis makes it difficult to make firm conclusions about the
entire GRB population. Finally, detailed analysis of the rich data set provided by the large
X-shooter host spectroscopic sample—which also provided information on specific star-
formation rates, ionization states, and velocities–is likely to be a promising avenue for host
investigations in the future (see also Krühler et al. 2015), although comparison of this type of
spectroscopic data against field galaxy samples is not straightforward, since the samples of
both GRB hosts and high-redshift field galaxies chosen to be targeted for deep spectroscopic
follow-up are subject to complex biases.

2.5 Spatially Resolved Analysis

Most GRBs are sufficiently distant that their host galaxies appear only as marginally-
extended point sources in typical ground-based seeing conditions and it is difficult to extract
much information about their internal structure without spaceborne observations. However,
a small number of GRB hosts are close enough that ground-based spatially-resolved anal-
ysis has been possible (Christensen et al. 2008; Thöne et al. 2008; Levesque et al. 2010a,
2011); Fig. 3 shows five of the nearest and best-resolved examples. Observations of these
systems have given some support to the conclusions of Niino (2011), showing that in at least
some instances the metallicity at the GRB site may be (slightly) lower than the metallicity
of the host overall. However, even in these cases, the spatial resolution of these observations
is limited to kpc scales. Significant metallicity variation within a galaxy is observed even
on scales of < 1 kpc in the local universe (33 % of neighboring pairs of HII regions with

Niino 2011, Perley+16

• 金属量の上限値 Zcrit = 0.3 Zsun 
• 内部の金属量の分散: σ= 0.3 (~Milky Way) 
を仮定すると、観測された分布をよく説明できる



柏野大地 (国立天文台)Exploring Extreme Transients:  2025年7月17日

GRB090423@z=8.2はALMAで未検出
• GRB090423のホスト銀河はアフターグロー消失後、ALMA Band6 約3時間積分を含め未
検出 ➡ SFR(UV) < 1 Msun/yr, SFR (IR) < 5 Msun/yr, Stellar mass < 5 x 10^7 Msun 
• 典型的なGRBホスト銀河は低質量で暗い銀河である可能性を示唆

20
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Figure 1. Left: ALMA band 6 continuum image of a 20′′ × 20′′ region centered on the location of the host galaxy of GRB 090423 (cross). Contours are in steps of
1σ = 11 µJy beam−1 starting at ±2σ (solid: positive; dashed: negative). No millimeter emission is detected at the location of the host galaxy. Right: Spitzer/IRAC
3.6 µm image of a 20′′ × 20′′ region centered on the location of the host galaxy of GRB 090423 (cross). No infrared emission is detected at the location of the host
galaxy.
(A color version of this figure is available in the online journal.)
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Figure 2. Left: limits on the flux density of the host galaxy of GRB 090423 in the near-IR (HST), mid-IR (Spitzer), millimeter (ALMA), and radio (ATCA). Also
shown are the SEDs of the local ULIRG Arp 220 (red), the local starburst M 82 (blue), the local dwarf I Zw 18 (green), the local host galaxy of GRB 980425 (gray;
Michałowski et al. 2014), an Sd galaxy template (magenta), and a template for a galaxy with LIR = 3 × 1010 L$ (cyan; Rieke et al. 2009), all shifted to z = 8.23 with
the exception of I Zw 18 and the host of GRB 980425, which are scaled to the HST limits. The galaxy models are scaled to match the ALMA flux density limit. For the
Arp 220 template, the ALMA non-detection places a stronger constraint on the SED than the HST and Spitzer limits, while for the starburst templates, the limits are
comparable. For the I Zw 18 and GRB 980425 host galaxy templates, the HST limits are more constraining. Right: same as the left panel, but plotting the rest-frame
luminosity density and wavelength. Also shown are the ALMA observations and rest-frame UV/optical SEDs of two other GRB host galaxies (circles: detections;
triangles: upper limits; GRB 080607 is a marginal 3.4σ detection; Wang et al. 2012), and two spectroscopically confirmed LAEs at z ≈ 6.6–7.0 (Ouchi et al. 2013;
Ota et al. 2014).
(A color version of this figure is available in the online journal.)

LIRGs and ULIRGs, and find that the ALMA non-detection
corresponds to LIR ! 3 × 1010 L$ (Figure 2).

For the Arp 220 template, the ALMA non-detection provides
a much more stringent limit than the HST and Spitzer limits,
which only rule out a luminosity comparable to that of Arp 220.
The ALMA constraints are also more stringent for the M 82

template, although only by about a factor of two. For an Sd
galaxy template from the Spitzer Wide-area InfraRed Extra-
galactic survey library, the ALMA, HST, and Spitzer data all
place comparable limits on the host SED. On the other hand,
for the I Zw 18 template, which has weak FIR emission, the
HST limits place a much more stringent constraint than the

3

Berger+2014
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GRBホスト銀河の吸収線解析
• ホスト銀河のISMはアフターグロースペクトル中にDLA＋金属吸収線として観測される 
• それぞれの吸収プロファイルフィットから各元素・イオンの柱密度を決定する
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Figure 1. Excerpt of the VIS spectrum showing absorption from Lyα and Lyβ of the host galaxy of GRB 111008A (z = 5.0) and Lyα of the strong intervening system
at z = 4.6. The red line displays a Voigt-profile fit to the DLAs Lyα and Lyβ lines. The dashed line shows the 1σ error on the fit result, and the dotted line shows the
error spectrum. The shaded gray indicates a region with strong telluric contamination.
(A color version of this figure is available in the online journal.)

subjectively by looking at the red wing of the Lyα and Lyβ
profiles. The error reflects what we consider the acceptable range
of possible column densities.

3.1. The Chemical Composition

To determine abundances of the atomic ground-state levels,
we proceed with Voigt-profile fitting of the X-shooter spec-
trum.24 We find that a model with two absorption components
per transition is sufficient to fit the low-ionization absorption
lines. The spectral resolution is set to the nominal values from
the X-shooter manual (a velocity resolution of 34 km s−1 for
VIS and 57 km s−1 for NIR, both FWHM). The choice of spec-
tral resolution and the placement of the continuum are unlikely
to change the logarithm of the column densities by more than
0.15 dex.

The two Voigt profiles have Doppler parameters of b =
20.9 ± 2.3 km s−1 and b = 27.7 ± 2.3 km s−1 and redshifts
of 4.99005 ± 0.00007 and 4.99142 ± 0.00006, respectively
(these are the precise measured redshifts for the two absorption
components in the GRB host absorption system; for brevity we
will refer to the GRB host redshift as 5.0 in the remaining parts of
the article). We linked the Doppler parameters for the different
atoms assuming turbulent broadening, which is a standard
procedure for low-ionization absorption lines (Wolfe et al.
2005). We also linked the redshifts for each of the absorption
components. Figure 2 shows the fit of the line transitions for
Si ii, S ii, Cr ii, Mn ii, Fe ii, Ni ii, and Zn ii.

The derived metal column densities for the sum of the
two components are provided in Table 1. Note that this table
also includes the column densities in excited levels (from
Section 3.2). The best-determined column densities are Ni and
Fe, since they are constrained by relatively weak transitions
(Ni ii λ1370 and Fe ii λ1611) located in regions with a good
S/N. For Fe ii λ1611 the measured spectrum exhibits excess
absorption (at "−15 km s−1) compared to the fit model. It is
unclear whether this feature is due to an additional absorption
component or a systematic error. If it is due to an additional
absorption component, our column density of Fe ii is slightly
underestimated by !15%.

For the S ii λ1253 transition, the S/N is also high, and the
measurement is reliable even though this line is mildly saturated

24 The absorption lines are fitted with VPFIT version 10.0:
http://www.ast.cam.ac.uk/∼rfc/vpfit.html.

(see a detailed explanation in Appendix A). For Cr ii, we were
able to estimate the column density with Cr ii λ2056 and Cr ii
λ2066.

3.1.1. Systematic Errors in the Fitting of Si, Mn,
and Zn for the GRB Host

The estimate of the column density of Si is unreliable because
it is estimated using two lines, where one of them is saturated
(Si ii λ1526) and the other is affected by a sky-line (Si ii λ1808).
We therefore only report a lower limit on the column density
based on Si ii λ1808. The estimated column density of Zn is
also uncertain, since the blue component of the Zn ii λ2062
transition is blended with Cr ii λ2062.25 Visually, the model
fit of Mn ii λ2606 does not convincingly fit the data (and
χ2/dof = 4.55 for this transition, which also indicates a bad
fit), so our measurement of the Mn column density is unreliable.

In the last column of Table 1, these caveats are summarized.
Since the derived column densities of Si, Mn, and Zn are
unreliable, we will not draw any conclusions based on them.

3.2. Fine-structure Lines

At z = 5.0 we detect lines that arise from the following
fine-structure and metastable levels: C ii 2P ◦

3/2 (∗∗), O i 3P ◦
0 (∗∗),

Si ii 2P ◦
3/2 (∗), Fe ii (6D7/2, 6D5/2, 6D1/2, 4F9/2, 4F5/2, 4D7/2,

4D5/2, 4D3/2), and Ni ii 4F9/2. To date, this is the highest redshift
at which lines of these excited states of Fe ii and Ni ii have
been detected. Lines from these excited levels are expected
in GRB host galaxies and often detected at lower redshifts,
but due to their relative weakness, the S/N required to detect
them is often not reached at high redshift. Lines from Fe ii
6D3/2 and 4F7/2 are not clearly detected due to their unfortunate
placing either outside atmospheric windows or because they
are severely affected by telluric lines. The Gemini/GMOS and
X-shooter data together cover a time span from 5 to 40 hr after
the burst (observer frame), making the data set suited to look
for variability in lines from excited levels. Line variability is
expected, because the fine-structure and metastable levels are
populated through indirect UV-pumping by the GRB afterglow
(Prochaska et al. 2006; Vreeswijk et al. 2007). The lines from

25 In our estimate, we assumed that log N/cm−2 for the blue component of Zn
is 0.1 dex lower than for the red component, since this is what we see for Ni ii
λ1370.
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Figure 2. Fitted absorption lines from the host galaxy at z = 5.0. The black line is the spectrum, the blue line is the fitting model, and the dotted line is the error
spectrum. The centers of the absorption line components are marked with dashed vertical lines.
(A color version of this figure is available in the online journal.)

Table 1
The Abundance Pattern of the Transitions (Including Excited Levels) in the GRB 111008A Host Galaxy and for the Intervening Absorber

Element log N (X)/cm−2 [X/H] Lines Used in Fit Note

GRB host
H 22.30 ± 0.06 · · · Lyα, Lyβ

Si >15.86 (2σ ) > −1.96 (2σ ) Si ii λ1808, Si ii λ1526 Lines are saturated
S 15.71 ± 0.09 −1.70 ± 0.10 S ii λ1253
Cr 14.17 ± 0.09 −1.76 ± 0.11 Cr ii λ2056, Cr ii λ2062, Cr ii λ2066
Mn 13.72 ± 0.08 −2.01 ± 0.10 Mn ii λ2606 Fit is not convincing
Fe 16.05 ± 0.05 −1.74 ± 0.08 Fe ii λ1608, Fe ii λ1611
Ni 14.89 ± 0.18 −1.64 ± 0.19 Ni ii λ1370
Zn 13.28 ± 0.21 −1.58 ± 0.21 Zn ii λ2062 Blended with Cr ii λ2062

z = 4.6 system
H 21.34 ± 0.10 · · · Lyα

Si >14.91 (2σ ) >−2.15 (2σ ) Si ii λ1526 Lines are saturated
Fe 15.23 ± 0.15 −1.61 ± 0.17 Fe ii λ1608, Fe ii λ1611
Ni 14.23 ± 0.08 −1.33 ± 0.12 Ni ii λ1370, Ni ii λ1741

Notes. Lower limits are at a 2σ level. Abundances from the solar photosphere from Asplund et al. (2009) were used as reference.

excited states and their corresponding ground states that fall
in the spectral region covered by both GMOS and X-shooter
are all likely saturated; therefore, we compare their rest-frame
equivalent width (EWrest); see Table 2. The values of EWrest for
the lines and line blends (including both resonance and excited
states) at the top of Table 2 are constant in time within 2σ , except
Si ii∗ λ1309. However, the temporal variation of this line does
not match that of the stronger Si ii∗ λ1264 lines, which it should
follow. One possible explanation for this is that the uncertainty
on Si ii∗ λ1309 is probably underestimated, especially in the last
epoch.

The lines from the excited states of Fe ii and Ni ii, which are
not covered by GMOS, are weaker (and not saturated) and can
be fitted with Voigt profiles in the X-shooter spectra. We couple

z and b and fit one component to the lines of these levels in
the first X-shooter epoch. The redshift is consistent with the red
component of the resonance lines. With the obtained z and b
kept fixed, this fit is repeated on the second X-shooter epoch,
though none of the lines are clearly detected. Therefore, we
report 2σ upper limits on the population of these excited states
(see Table 2). Here again we see no evidence for time variation
for an individual excited state. We note that the upper limits on
the derived column densities are larger in the second X-shooter
epoch compared to the first X-shooter epoch, since the S/N is
lower in the second epoch.

From the measurements on the first X-shooter spectrum
we conclude that the column density of the metastable level
Fe ii 4F9/2 is, despite its higher energy, as high as that of the first

4
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GRBホスト銀河の吸収線解析

• 現在のサンプルに限れば、GRB-host DLAは
z~6まで遡っても、それなりに金属を含む 
（とはいえ、<0.1 solar） 
• z<~5では、QSO視線上の介在DLAと比較する
と系統的にmetal-richである可能性 
➡ GRB-DLAが銀河の内側の星形成領域を見て
いるのに対し、QSO視線の介在DLAは、前景
銀河の周辺部を見ていると考えると自然
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Fig. 5 HI column density
measurements for more than
12000 QSO DLAs and for
52 GRB absorbers. The QSO
histogram is plotted with a
full-drawn line relative to the
left-hand ordinate axis and with a
dotted line relative to the
right-hand ordinate axis. As seen,
typical GRBs probe column
densities that are extremely rare
or absent among QSO-DLAs

Fig. 6 Absorption-based
metallicity measurements as a
function of redshift for QSO
intervening-system DLAs (red
symbols) and GRB host DLAs
(blue symbols). The two
populations evolve differently
with redshift, probably because
they probe different locations
within the galaxy: with GRB
DLAs the metallicity of the inner
regions of star-forming galaxies
are probed, while QSO DLAs
typically probe more outlying
regions of foreground galaxies.
Data from Thöne et al. (2013)
and Sparre et al. (2014)

redshift. For example, X-shooter observations have succeeded in measuring the metallic-
ity of GRB 130606A at z = 5.9 (Hartoog et al. 2015; see also Chornock et al. 2013 and
Totani et al. 2014). By comparing systems at high redshift to others at more moderate red-
shifts, GRB DLAs allow us to probe the metallicity evolution of the ISM of star-forming
galaxies. The data collected to date show that GRBs explode generally in sub-solar metal-
licity environments—but measured metallicities are not extremely low, even at high redshift,
demonstrating that galaxies were already metal enriched (see Fig. 6).

3.3 Dust Depletion

Refractory elements, such as Fe, Ni, and Cr, can be heavily depleted into dust grains (e.g.
Savage and Sembach 1996), and thus can be missing from the gas-phase abundances. To
estimate the level of depletion in the ISM (and therefore the presence of dust), the relative
abundance of heavily depleted species into dust grains, as Fe, towards those undergoing little
depletion, as Zn, is used. Then, using different methods (e.g. Vladilo et al. 2006; Bohlin et al.
1978; Prochaska and Wolfe 2002; De Cia et al. 2013), it is possible to estimate the iron dust-
phase column density, the dust-to-gas ratio, and the flux attenuation. The depletion patterns
can be compared to the Galactic ones to estimate the origin of the gas and of dust, and/or
to look for evolution of the dust-to-metal ratio (e.g. De Cia et al. 2013; Zafar and Watson
2013).

Perley et al. 2016
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Fig. 5 Left: Simulated ELT 30-minute spectrum of a z = 8.0 GRB afterglow with J(AB) = 20 (typical after ⇠ 0.5 day). The S/N provides exquisite
abundance determinations from metal absorption lines (in this example, 1% solar metallicity), while fitting the Ly a damping wing simultaneously
fixes the IGM neutral fraction and the host HI column density, as illustrated by the two overlaid models, a pure 100% neutral IGM (green) and
a log(NHI/cm�2) = 21.2 host absorption with a fully ionized IGM (orange). A well-fitting combined model is shown in red. Right: The same
afterglow with a magnitude of 16 in a simulated IRT spectrum with a realistic spectral observing sequence at a total integration time of 1800 s,
illustrating that the most prominent metal lines are also clearly detected.
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Fig. 6 Absorption-line based metallicities relative to solar, corrected
for dust depletion as a function of redshift for Quasar Damped Ly a
absorbers (DLAs, grey symbols) and GRB-DLAs (blue symbols)
(adapted from [95], [96]). Open square symbols show representa-
tive expectations for THESEUS, assuming continued evolution of the
mass-metallicity relationship, and a dominant population of low mass
galaxies at z > 6 (green triangles and red squares assume faint-end
slopes of �1.8 and �1.4 for the galaxy luminosity function, respec-
tively). GRBs represent the unique way for probing evolution of ISM
absorption–based metallicities in the first billion years of cosmic his-
tory.

ground-based telescope follow-up observations, will provide
much more precise constraints on the fraction of ionizing ra-
diation that escaped galaxies during the epoch of reioniza-
tion.

Fig. 7 The host neutral hydrogen column densities measured from the
Ly a absorption line in the afterglows of 143 GRBs spanning a wide
range of redshift. Typically, the columns imply a high optical depth to
ionizing Ly-continuum radiation, and thus a low overall escape fraction
( fesc < 2%). Strikingly, there is little evolution in the running median
value (red line) or inter-quartile range (pink region) over the redshift for
which the distribution is well sampled, but there is a hint of a possible
downturn at the highest redshifts. THESEUS will enable us to extend
this plot with good statistics at z > 5 providing a direct estimate of the
escape fraction on the lines of sight to massive stars in this era.

6 Did stars reionize the Universe?

The evolution of the IGM from a completely neutral to a
fully ionized state is intimately linked to early structure for-
mation, and thus a central issue for cosmology. Answering

Tanvir+21

予測されるサンプル
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超高エネルギーGRB 
• Pop III星は非常に大質量 (数100Msun) と予想され、GRBも、
PopI/II星よりも数桁明るい可能性がある (E~1056‒1057 erg; e.g., 
Mészáros+10) 

長時間にわたるガンマ線放射 
• 外層の質量損失が少ないため、大きな半径のまま重力崩壊をする
と予想される。結果として、ジェットが外挿を貫通するまでに時
間がかかり放射が長時間持続する可能性がある (Yoon+15) 。 

アフターグロースペクトル： 
• PopIII星由来のGRBであれば、視線上のISMがZ<<10‒3Zsunを示
すと期待される。 
• PopI/II由来のアフターグローにPopIII的な元素合成の兆候が見ら
れる可能性。

PopIII stars and PopII/I GRBs 3009

Figure 3. Element abundance as produced by: SNII (upper panel), PISN
stars (middle) and SNIa (lower). The contribution from SNII depends on the
gas metallicity, Z, as indicated in the legend.

3.2 Metal signatures

We now discuss the metal signatures which could help in identifying
a GRBII→III. Since the contribution to the metal enrichment from
different stellar types is explicitly included in the simulations, the
final abundance of each heavy element can be computed from the
metal masses as traced at each output time.

We use abundances normalized to oxygen, because this species
is not very sensitive to theoretical yield uncertainties and
is widely adopted in the literature. Additional reference species
will be discussed in the following, though. For a given species
X, we calculate the abundance ratio [X/O] in equation (1) with
NX/NO = (AOmX)/(AXmO), where AX is the atomic mass num-
ber of element X and mX is the mass of X in a particle
as given by the simulation. Moreover, it is possible to write
log10(NX/NO)" = [log10(NX/NH)" − log10(NO/NH)"]. Since
GRBs are usually found in actively star-forming environments, only
gas particles with non-zero SFR are considered while performing
the calculations of the various chemical abundances.

Before discussing the element abundances obtained from the sim-
ulations, it is instructive to look at Fig. 3, which shows the metal
abundance of some elements from different stellar types of a simple
stellar population, as expected by averaging over the correspond-
ing IMF. More specifically, [X/O] in equation (1) is obtained using
NX/NO = [AO

∫
MX(m!)φ(m!)dm!]/[AX

∫
MO(m!)φ(m!)dm!], where

MX is the stellar mass yield of element X for a given stellar popula-
tion and the integration is performed over the relevant mass range

for each stellar type. In the figure, we do not show AGB stars, as
their contribution to the metal enrichment is negligible for all shown
elements, with the exception of C and O, which are produced in dif-
ferent amounts according to progenitor masses and metallicities,
although typically [C/O] ! 0.

It is evident that each stellar phase is characterized by specific
yields, that can be used to exclude or identify their contribution to
metal enrichment. In particular, a positive and large value of [Fe/O]
would indicate a strong contribution from SNIa, while a negative
value could be due both to SNII and to PopIII stars (PISN). On the
other hand, while SNII contribute with negative [Si/O] and [S/O],
PopIII stars and SNIa contribute with positive ratios of the same
elements. As mentioned above, AGB stars are the only ones to
contribute with a usually positive [C/O] ratio.

It is then clear that we can easily exclude gas enriched by SNIa
as the one with [Fe/O] > 0. Similarly, [S/O] < 0 and [Si/O] < 0
indicates gas enriched by SNII, and [C/O] > 0 by AGB stars. It
should be noted that the gas metallicity, Z, can affect the outflow of
SNII and of AGB stars,2 but the considerations above still apply. So,
to ensure that gas enriched by a stellar type other than PopIII stars
is excluded, criteria such as [Fe/O] < 0, [S/O] > 0, [Si/O] > 0 and
[C/O] < 0, could be adopted, although, as mentioned previously,
the more stringent condition [C/O] < −0.5 has been chosen (see
Section 3.1).

Fig. 4 shows the distribution at various redshifts of some rel-
evant elements in star-forming particles with Z > Zcrit. With the
exception of the highest redshift, when there are only a handful of
star-forming particles, two peaks can be clearly identified in each
curve. The broader peak increases with decreasing redshift, and its
metallicity abundance is similar to the one from SNII, so that metal
enrichment of the particles in this peak might be led by gas expelled
during SNII explosions. The increase of the peak with z is due to
the time and metallicity evolution of the involved stellar systems.
Indeed, the relative shift in carbon abundance [C/O] is due to the
metallicity-dependent carbon yields of massive stars augmented by
the delayed release of carbon from low- and intermediate-mass stars
(e.g. Akerman et al. 2004; Cescutti et al. 2009; Cooke et al. 2011).
Thus, the low values observed at z ∼ 17–13 are caused by SNII
exploding in increasingly enriched gas (i.e. producing increasingly
lower [C/O], as depicted in Fig. 3) and a subsequent rise at z ∼ 13–5
led by AGB stars. The similar trend observed in [Fe/O] is a results
of cosmic metal evolution as well, and at z ∼ 5–6 the ratio is sus-
tained also by the very first SNIa starting to explode after ∼1 Gyr
lifetime. Conversely, there is little variation in the distribution of
the α ratios ([Si/O], [S/O], [Mg/O]), as the nuclear reactions lead-
ing to their formation path are directly linked to O production. The
element abundance of the narrow peaks seems more consistent with
the yields from PopIII stars. Below z ∼ 9 the peak stops increasing
as a result of the extremely small PopIII SFR.

Because some metallicity limits are equivalent in excluding par-
ticles enriched by a specific stellar type (e.g. [Si/O], [S/O] and
[Mg/O] can be equally used to exclude particles with metallicity
dominated by SNII, while [C/O] or [Fe/O] can be used for SNIa),
GRBII→III can be identified also using less stringent criteria, and
typically only two conditions are enough, such as [C/O] plus [Si/O],
[C/O] plus [Mg/O], [Mg/O] plus [Fe/O] or [Si/O] plus [Fe/O]. We

2 SNIa yields are weakly dependent on metallicities because they all derive
from a white dwarf growing towards the Chandrasekhar mass and burning
(in electron-degenerate gas) C and O in equal proportions (Thielemann et al.
2004).

MNRAS 449, 3006–3014 (2015)
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• 高赤方偏移 (z~>7) のGRBを探査することを目的とした衛星ミッション 
• GRBを利用して初期宇宙の宇宙再電離や重元素合成、銀河形成・進化
の改名を目指す 
• 2030年ごろの打ち上げを予定 
• 広視野X線モニターでX線突発天体を検出し、自動的に可視光・近赤外
線望遠鏡によりアフターグローを追観測 
• GRB (z>6) 検出期待値は ~26/yr、アフターグロー検出は ~13/yr

ISAS/JAXA
詳しくは米徳さんの発表、HiZ GUNDAMチームのポスターなど
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Items Parameters
Energy band (keV) 0.4 – 4  keV
Telescope type: Lobster Eye Optics
Module aperture size 192 x 192 mm2

Number of module 24
Field of View > 1.0 str (total)
Focal length 300 mm
Focal plane detectors CMOS/pnCCD array
Number of detectors 24
Sensitivity ~ 1e-10 (erg/cm2/s)

For 100 sec
Position Accuracy ~ 3 arcmin

䝻䝤䝇䝍䞊䜰䜲ගᏛ⣔ (Micro Pore Optics)

CMOS/pnCCD ไᚚᇶᯈBBM

20ʅm

6ʅm

ᗈど㔝䠴⥺䝰䝙䝍䞊

䞉 X⥺䜲䝧䞁䝖ᢳฟ䠋䝣䝺䞊䝮᧜ീ (ᑠᆺ CMOS)
䞉 ⏬⣲䝡䝙䞁䜾ฎ⌮
䞉ᑠᆺ CMOS 䛾ᨺᑕ⥺⪏ᛶヨ㦂
䞉኱ᆺCMOS 䛾ᛶ⬟ホ౯

኱ᆺCMOS ᳨ฟჾ

60 x 60 mm2

HiZ-GUNDAM　観測の流れ
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① 広視野X線モニター (EAGLE) でX線突発天体を検出 
　　視野 約0.5 str (1640 deg2) 
　　⬇ 300秒以内に、自律的に姿勢変更 
② 可視・近赤外望遠鏡 (MONSTER) でGRBアフターグローを追観測 
　　10分積分限界等級 21mag 
　　⬇ 1時間以内に位置（精度~2秒）、明るさ、赤方偏移を 
　　　 アラート 
③ 地上の大型望遠鏡で詳細な分光観測 
 

NIR wavelengths by the beam splitter, with the visible component directed to a visible-light
detector. The NIR component is further split into four bands (0.9 to 1.3 μm, 1.3 to 1.7 μm,
1.7 to 2.1 μm, and 2.1 to 2.5 μm) by the Kösters prism and detected by an NIR detector.
Figure 7 presents the imaging performance of the current optical design at band 5 (2.1 to
2.5 μm). The results indicate that the image size remains below 3 pixels (54 μm at the detector),
and the encircled energy contained within 3 pixels in diameter almost reaches the theoretical limit

Table 2 Specifications of the MONSTER.

Item Description

Telescope type Offset Gregorian

Aperture size (A) 30 cm

Focal length 1800 mm

F number F6

Throughput (η) 0.6 (telescope throughput and quantum efficiency of the detector)

FoV 15 arcmin × 15 arcmin

FoV per pixel (Ω) 2 arcsec × 2 arcsec (9.2 × 10−11 sr)

Image size (n) 3 pixels × 3 pixels

Temperature (T ) Telescope: <200 K; detector: <120 K

Integration time (t ) 10 min (2 min×5 frames)

Imaging detector HyViSI HgCdTe (2.5-μm cut)

Readout noise (Nrn) 17 e−

Dark current (Idk ) 0.3 e−∕s

Thermal radiation (I th)
at 200 K

<10−23 e−∕s <10−12 e−∕s <10−7 e−∕s <10−3 e−∕s 0.17 e−∕s

Observation band 0.5 to 0.9 μm 0.9 to 1.3 μm 1.3 to 1.7 μm 1.7 to 2.1 μm 2.1 to 2.5 μm

Bandwidth (Δλ) 0.4 μm

Zodiacal light (λIZL) 900 nW∕m2∕sr 700 nW∕m2∕sr 500 nW∕m2∕sr 300 nW∕m2∕sr 200 nW∕m2∕sr

7.4 e−∕s 5.8 e−∕s 4.1 e−∕s 2.5 e−∕s 1.7 e−∕s

Sensitivity (S/N = 10) 21.3 AB mag 20.9 AB mag 20.6 AB mag 20.5 AB mag 20.4 AB mag

Fig. 6 Conceptual diagram of the optical design of MONSTER (a) and a magnified view of the
region around the detectors and Kösters prism (b).

Tsumura et al.: Concept of the MONSTER onboard the HiZ-GUNDAM satellite

J. Astron. Telesc. Instrum. Syst. 034002-9 Jul–Sep 2025 • Vol. 11(3)

Tsumura+25, SPIE

詳しくは津村さんのポスター参照
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Fig. 1 A realisation of the expected redshift distribution of long-
duration GRBs detected by THESEUS in 3.45 yr of scientific opera-
tions (orange and purple histograms) based on GRB population model-
ing [38], compared with the redshift distribution obtained to date (blue
and black histograms)

faint galaxies, the average fraction of ionizing radiation that
escapes from galaxies, together with the parallel build-up
of metals and their spreading throughout the galactic ISM
and the IGM by stellar and galactic winds, will still remain
highly challenging problems.

GRBs offer a unique route to detecting the death-throes
of individual massive stars to very high redshifts (Figure 1;
[32,33,34,35]), which in turn provides multiple powerful
probes of early star formation, metal enrichment and galaxy
evolution, potentially even before the main phase of reion-
ization (e.g. [36]). Indeed, they are detectable independently
of the luminosity of their underlying hosts and so can pin-
point the presence of massive star formation in distant galax-
ies below the sensitivity limit of even the most powerful fa-
cilities foreseen in the long-term future. Additionally, their
afterglow counterparts can be used as bright background
lighthouses probing in absorption both the IGM and the in-
terstellar medium (ISM) of faint galaxies otherwise non ac-
cessible with other observing techniques. The key to exploit-
ing this new window on the early universe will be the detec-
tion and follow-up of samples of tens of GRBs in the era of
reionization. The proposed THESEUS mission [37] is ex-
pected to identify and locate between 40 and 50 GRBs at
z > 6 in 3.45 years of scientific operations [38], and allow
on-board determination of photometric redshifts more ac-
curate than 10% thanks to the identification of the Lyman
break feature being shifted to the imaging sensitivity range
of its Infrared telescope (IRT, see [39]). In this white paper
we outline the range of high redshift science that will be en-
abled by this mission.

2 Global star formation rate from GRB rate as a
function of redshift

Long-duration GRBs are produced by massive stars, and
so track star formation, and in particular the populations
of UV-bright stars responsible for the bulk of ionizing ra-
diation production. This makes them important probes of
global star formation, and significant changes in stellar pop-
ulations, such as variations in the initial mass function (IMF).

However, there is growing observational evidence that
the situation is more complicated in the low-z universe. Pop-
ulation studies based on well selected, complete sub-samples
of long GRBs, have reported that their rate increases more
rapidly with z and peaks at higher redshift compared to cos-
mic star formation (e.g. [40,41,42]). Moreover, analyses of
the properties of galaxies hosting low-z GRB events have
shown that they are typically less luminous, less massive
and more metal poor than the normal field galaxy popu-
lations [43,44,45,46,47,48]. These findings are consistent
with a scenario in which GRBs form preferentially from
moderately metal-poor progenitors as indeed required by
some theoretical models [49,50], and inefficiently in super-
solar metallicity environments. While the exact metallicity
threshold at which GRB form efficiently is still debated,
ranging from 0.3Z� to nearly solar [51], there is general
consensus that at high redshifts, where most of the galax-
ies are still metal-poor, GRBs can be used as fair tracers
of the cosmic star formation (e.g. [52,53,54,55]). Recent
hydrodynamical simulations accounting for complex chemi-
cal enrichment (based on [56]) including self-consistent dust
production support this view at z � 4 [57], and are consis-
tent with the observed evolution of the dust-to-metals ratio
in high-redshift galaxies probed by GRB-DLAs [58]. Under
this assumption, their detected rate at z> 6 can be used to es-
timate the cosmic star formation in an independent way, pro-
vided that the proportionality factor between stars and GRB
event is calibrated. Even more directly, the evolution of the
GRB rate with z should be closely related to the decline of
the cosmic star formation rate with increasing redshift, after
the cosmic noon.

Intriguingly, analyses of this sort have consistently indi-
cated a higher star formation rate (SFR) density at redshifts
z > 6 than traditionally inferred from UV rest-frame galaxy
studies ([47,59]; see Figure 2), which rely on counting star-
forming galaxies and attempting to account for galaxies be-
low the detection threshold as well as the fraction of UV
light missed because of dust obscuration. Although this dis-
crepancy has been alleviated by the growing realisation of
the extremely steep faint-end slope of the galaxy Luminos-
ity Function (LF) at z > 6 (e.g. [60], it still appears that
this steep slope must continue to very faint magnitudes (e.g.
MAB > �11), in order to provide consistency with GRB
counts and indeed to achieve reionization (something that

Tanvir et al. 2021
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• TMT/IRIS (R~8000)、E-ELT/MICADO 
(R<20000) 観測（with AO）によって極め
て高いS/Nのスペクトルが得られる 
• 種々の金属吸収線に加えて、Lyαダンピン
グウィングの形からホストDLAの水素柱密
度も高い精度で制限可能 
• IGMも制限できる→明日の梅田さんTalk 
• 金属量 (X/H) や金属組成が高精度に測定で
きると期待できる

Tanvir et al. 2021

E-ELT/MICADO (w/MAORY) 観測により期待され
る残光スペクトル: 
z=8.0, JAB=20, 30-minutes, ~0.5日後

Exploration of the high-redshift universe enabled by THESEUS 7
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Fig. 5 Left: Simulated ELT 30-minute spectrum of a z = 8.0 GRB afterglow with J(AB) = 20 (typical after ⇠ 0.5 day). The S/N provides exquisite
abundance determinations from metal absorption lines (in this example, 1% solar metallicity), while fitting the Ly a damping wing simultaneously
fixes the IGM neutral fraction and the host HI column density, as illustrated by the two overlaid models, a pure 100% neutral IGM (green) and
a log(NHI/cm�2) = 21.2 host absorption with a fully ionized IGM (orange). A well-fitting combined model is shown in red. Right: The same
afterglow with a magnitude of 16 in a simulated IRT spectrum with a realistic spectral observing sequence at a total integration time of 1800 s,
illustrating that the most prominent metal lines are also clearly detected.
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Fig. 6 Absorption-line based metallicities relative to solar, corrected
for dust depletion as a function of redshift for Quasar Damped Ly a
absorbers (DLAs, grey symbols) and GRB-DLAs (blue symbols)
(adapted from [95], [96]). Open square symbols show representa-
tive expectations for THESEUS, assuming continued evolution of the
mass-metallicity relationship, and a dominant population of low mass
galaxies at z > 6 (green triangles and red squares assume faint-end
slopes of �1.8 and �1.4 for the galaxy luminosity function, respec-
tively). GRBs represent the unique way for probing evolution of ISM
absorption–based metallicities in the first billion years of cosmic his-
tory.

ground-based telescope follow-up observations, will provide
much more precise constraints on the fraction of ionizing ra-
diation that escaped galaxies during the epoch of reioniza-
tion.

Fig. 7 The host neutral hydrogen column densities measured from the
Ly a absorption line in the afterglows of 143 GRBs spanning a wide
range of redshift. Typically, the columns imply a high optical depth to
ionizing Ly-continuum radiation, and thus a low overall escape fraction
( fesc < 2%). Strikingly, there is little evolution in the running median
value (red line) or inter-quartile range (pink region) over the redshift for
which the distribution is well sampled, but there is a hint of a possible
downturn at the highest redshifts. THESEUS will enable us to extend
this plot with good statistics at z > 5 providing a direct estimate of the
escape fraction on the lines of sight to massive stars in this era.

6 Did stars reionize the Universe?

The evolution of the IGM from a completely neutral to a
fully ionized state is intimately linked to early structure for-
mation, and thus a central issue for cosmology. Answering
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• GRBアフターグローは、（クエーサーに加えて）そのホスト銀河内の星間物質 (ISM) や視
線上の介在吸収体の金属量や組成を、吸収線分光によって調べるための重要なツールであ
る。 
• （背景光源としてのクエーサーと比較して）GRBは、1) 宇宙最初期の星形成が始まった時
代にまで発生しうる、2) 極めて暗く低質量な銀河のガスを調べることができる、という点
で背景光源としてのクエーサーに対して重要な利点を持つ。 
• HiZ-GUNDAM (やTHESEUSなど）による迅速なアラートと大型 (特に30m) 級望遠鏡によ
るフォローアップ分光観測により、極めて高い精度で初期宇宙の化学進化やPopIIIの兆候の
探査が可能になる。


