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宇宙観測
Dark matter, Dark energy, Baryon asymmetry
Inflation, ....

(必ずしもTeVの物理と関係するとは限らない)

100% New Physics はある

比較的最近の話題 (anomaly?) から

DM direct detection

CMB： 特にdark radiation

DM indirect detection
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Energy content
74% Dark energy

22% Dark matter

4% Baryon
0.1% Radiation

Photon
Neutrino
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Neff
Parametrize radiation energy in the Universe
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Figure 1
The time-temperature
evolution of the
neutron-to-proton (n/p)
ratio. The solid red curve
indicates the true variation.
The steep decline at a few
hundred seconds is the
result of the onset of BBN.
The dashed blue curve
indicates the equilibrium
n/p ratio exp(−!m/T ), and
the dotted gray curve
indicates free-neutron decay
exp(−t/τn).

the n/p ratio continues to decrease from ∼1/6 at freeze out to ∼1/7 when BBN begins
at ∼200 s (T ≈ 80 keV). Because the neutrinos are extremely relativistic during these
epochs, they may influence BBN in several ways. The universal expansion rate (the
Hubble parameter H) is determined through the Friedman equation by the total
energy density, which, during these early epochs, is dominated by massless particles
in addition to those massive particles that are extremely relativistic at these epochs:
CMB photons, e± pairs, and neutrinos. The early Universe is radiation dominated
and the neutrinos constitute a significant component of the radiation. In addition,
through their charged-current weak interactions, the electron-type neutrinos help
control the fraction of free neutrons available, which, as we see below, effectively
limits the primordial abundance of 4He.

Although the e± pairs annihilate during the first few seconds when T ! me, the
surviving electrons (the excess of electrons over positrons), equal in number to the
protons to ensure charge neutrality, remain coupled to the CMB photons via Comp-
ton scattering. Only after the electrons and the nuclides (mainly protons and alphas)
combine to form neutral atoms at “recombination” are the CMB photons released
from the grasp of the electrons to propagate freely. This occurs when the Universe is
some 400,000 years old, and the relic photons—redshifted to the currently observed
black body radiation at T = 2.725 K—provide a snapshot of the Universe at this
early epoch. At this relatively late stage (in contrast to BBN) in the early evolution
of the Universe, the freely propagating, relativistic neutrinos contribute to the ra-
diation density, influencing the magnitude of the universal expansion rate (e.g., the
time-temperature relation). Note that if the neutrino masses are sufficiently large,
the neutrinos will have become nonrelativistic prior to recombination, and their free
streaming would have the potential to damp density fluctuations in the baryon fluid.
The important topic of neutrino masses is not addressed here (for recent reviews see
Reference 1); for our analysis, it is sufficient to assume that mν ! few eV.

The primordial abundances of the relic nuclei produced during BBN depend on
the baryon (nucleon) density and on the early-Universe expansion rate. The amplitude
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Fig. 1.— Linear regressions of the helium mass fraction Y vs. oxygen abundance for H ii regions in the HeBCD sample. The Y s are
derived with the He i emissivities from Porter et al. (2005). The electron temperature Te(He+) is varied in the range (0.95 – 1)×Te(O iii).
The oxygen abundance is derived adopting an electron temperature equal to Te(He+) in a) and to Te(O iii) in b).

Fig. 2.— a) Joint fits to the baryon-to-photon number ratio, η10, and the equivalent number of light neutrino species Nν , using a χ2

analysis with the code developed by Fiorentini et al. (1998). and Lisi et al. (1999). The value of the primordial He abundance has been
set to Yp = 0.2565 (this paper), that of (D/H)p is taken from Pettini et al. (2008) and that of (7Li/H)p from 5yr WMAP measurements
Dunkley et al. (2009). A neutron lifetime τn = 885.4 ± 0.9s from Arzumanov et al. (2000) has been adopted. Thin and thick solid lines
represent respectively 1σ and 2σ deviations. The experimental value Nν = 2.993 (Caso et al. 1998) is shown by the dashed line. b) The
same as in (a), but with a neutron lifetime τn = 878.5 ± 0.8s (Serebrov et al. 2005, 2008).
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Figure 1: CMB power spectra for the cases with Nν = 1 (blue dotted line), 3 (red solid
line) and 5 (green dashed line). Other cosmological parameters are taken as the mean
value from WMAP5 alone analysis for a power-law flat ΛCDM model.

the early integrated Sachs-Wolfe (ISW) effect in which fluctuations of the corresponding
scale, having crossed the sound horizon in the radiation-dominated epoch are boosted by
the decay of the gravitational potential. Thus a larger amount of relativistic species drives
the first peak higher. Another effect is the shift of the position of acoustic peaks due to the
change of the radiation-matter equality through the change of Nν . The position of acoustic
peaks is well captured by the so-called acoustic scale θA which is inversely proportional to
the peak position and written as

θA =
rs(zrec)

rθ(zrec)
(2)

where rθ(zrec) and rs(zrec) are the comoving angular diameter distance to the last scattering
surface and the sound horizon at the recombination epoch zrec, respectively. Although
rθ(zrec) almost remains the same for different values of Nν , rs(zrec) becomes smaller when
Nν is increased. Thus the positions of acoustic peaks are shifted to higher multipoles
(smaller scales) by increasing the value of Nν . Furthermore, since the position of the n-th
peak can be roughly written as ln ∼ nπ/θA, separations of the peaks become also greater
for larger Nν .

Another important effect is free-streaming of ultrarelativistic neutrinos [33]. The per-
turbation of ultrarelativistic neutrino propagates with the speed of light, which is faster
than the sound speed of acoustic oscillations of photon-baryon fluid. The coupled photon-
baryon component behaves to oscillate like a compressional fluid; on the other hand,
ultrarelativistic neutrinos free-stream to erase their fluctuations. These two components
are coupled via gravity; thus the fluctuations of photons can also be affected by the free-

3

Ichikawa, Sekiguchi, Takahashi, 2008

Ne� = 1
Ne� = 3
Ne� = 5

1. Shift of the peak position
2. Early ISW

Early ISW enhances
the 1st peak

Peak position shifts to
large l
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WMAP 7-year Cosmological Interpretation 21

TABLE 8
Improvements in Neff : 7-year versus 5-year

Parameter Year WMAP only WMAP+BAO+SN+HST WMAP+BAO+H0 WMAP+LRG+H0

zeq 5-year 3141+154
−157 3240+99

−97

7-year 3145+140
−139 3209+85

−89 3240 ± 90

Ωmh2 5-year 0.178+0.044
−0.041 0.160± 0.025

7-year 0.184+0.041
−0.038 0.157± 0.016 0.157+0.013

−0.014
Neff 5-year > 2.3 (95% CL) 4.4± 1.5

7-year > 2.7 (95% CL) 4.34+0.86
−0.88 4.25+0.76

−0.80

Fig. 9.— Constraint on the effective number of neutrino species, Neff . (Left) Joint two-dimensional marginalized distribution (68% and
95% CL), showing how a better determination of H0 improves a limit on Ωmh2. (Middle) A correlation between Neff and Ωmh2. The
dashed line shows the line of correlation given by equation (58). A better determination of H0 improves a limit on Ωmh2 which, in turn,
improves a limit on Neff . (Right) One-dimensional marginalized distribution of Neff from WMAP-only and WMAP+BAO+H0. The 68%
interval from WMAP+BAO+H0, Neff = 4.34+0.86

−0.88, is consistent with the standard value, 3.04, which is shown by the vertical line.

parametrize the relativistic degrees of freedom using the
effective number of neutrino species, Neff , given in equa-
tion (23). This quantity can be written in terms of
the matter density, Ωmh2, and the redshift of matter-
radiation equality, zeq, as (see equation (84) of Komatsu
et al. 2009b)

Neff = 3.04 + 7.44

(

Ωmh2

0.1308

3139

1 + zeq
− 1

)

. (58)

(Here, Ωmh2 = 0.1308 and zeq = 3138 are the 5-year
maximum likelihood values from the simplest ΛCDM
model.) This formula suggests that the variation in Neff
is given by

δNeff

Neff
" 2.45

δ(Ωmh2)

Ωmh2
− 2.45

δzeq
1 + zeq

. (59)

The equality redshift is one of the direct observables from
the temperature power spectrum. The WMAP data con-
strain zeq mainly from the ratio of the first peak to the
third peak. As the 7-year temperature power spectrum
has a better determination of the amplitude of the third
peak (Larson et al. 2010), we expect a better limit on
zeq compared to the 5-year one. For models where Neff

is different from 3.04, we find zeq = 3145+140
−139 (68% CL)

from the WMAP data only30, which is better than the
5-year limit by more than 10% (see Table 8).
However, the fractional error in Ωmh2 is much larger,

and thus we need to determine Ωmh2 using external

30 For models with Neff = 3.04, we find zeq = 3196+134
−133

(68% CL).

data. The BAO data provide one constraint. We also
find that Ωmh2 and H0 are strongly correlated in the
models with Neff #= 3.04 (see Figure 9). Therefore, an
improved measurement of H0 from Riess et al. (2009)
would help reduce the error in Ωmh2, thereby reducing
the error in Neff . The limit on Ωmh2 from the 7-year
WMAP+BAO+H0 combination is better than the 5-year
“WMAP+BAO+SN+HST” limit by 36%.
We find that the WMAP+BAO+H0 limit on Neff is

Neff = 4.34+0.86
−0.88 (68% CL),

while the WMAP+LRG+H0 limit is Neff =
4.25+0.76

−0.80 (68% CL), which are significantly bet-
ter than the 5-year WMAP+BAO+SN+HST limit,
Neff = 4.4± 1.5 (68% CL).
Reid et al. (2010) added the maxBCG prior,

σ8(Ωm/0.25)0.41 = 0.832 ± 0.033 (68% CL; Rozo et al.
2010), to the 5-year WMAP+BAO+SN+HST, and
found Neff = 3.5 ± 0.9 (68% CL). They also added the
above prior to the 5-year version of WMAP+LRG+H0,
finding Neff = 3.77± 0.67 (68% CL).
The constraint on Neff can also be interpreted as an

upper bound on the energy density in primordial gravita-
tional waves with frequencies > 10−15 Hz. Many cosmo-
logical mechanisms for the generation of stochastic gravi-
tational waves exist, such as certain inflationary models,
electroweak phase transitions, and cosmic strings. At
low frequencies (10−17 − 10−16 Hz), the background is
constrained by the limit on tensor fluctuations described
in Section 4.1. Constraints at higher frequencies come
from pulsar timing measurements at ∼ 10−8 Hz (Jenet
et al. 2006), recent data from the Laser Interferome-

Komatsu et al, 2010

WMAP 7yr
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WMAP 7-year Cosmological Interpretation 21
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parametrize the relativistic degrees of freedom using the
effective number of neutrino species, Neff , given in equa-
tion (23). This quantity can be written in terms of
the matter density, Ωmh2, and the redshift of matter-
radiation equality, zeq, as (see equation (84) of Komatsu
et al. 2009b)

Neff = 3.04 + 7.44

(

Ωmh2

0.1308

3139

1 + zeq
− 1

)

. (58)

(Here, Ωmh2 = 0.1308 and zeq = 3138 are the 5-year
maximum likelihood values from the simplest ΛCDM
model.) This formula suggests that the variation in Neff
is given by

δNeff

Neff
" 2.45

δ(Ωmh2)

Ωmh2
− 2.45

δzeq
1 + zeq

. (59)

The equality redshift is one of the direct observables from
the temperature power spectrum. The WMAP data con-
strain zeq mainly from the ratio of the first peak to the
third peak. As the 7-year temperature power spectrum
has a better determination of the amplitude of the third
peak (Larson et al. 2010), we expect a better limit on
zeq compared to the 5-year one. For models where Neff

is different from 3.04, we find zeq = 3145+140
−139 (68% CL)

from the WMAP data only30, which is better than the
5-year limit by more than 10% (see Table 8).
However, the fractional error in Ωmh2 is much larger,

and thus we need to determine Ωmh2 using external

30 For models with Neff = 3.04, we find zeq = 3196+134
−133

(68% CL).

data. The BAO data provide one constraint. We also
find that Ωmh2 and H0 are strongly correlated in the
models with Neff #= 3.04 (see Figure 9). Therefore, an
improved measurement of H0 from Riess et al. (2009)
would help reduce the error in Ωmh2, thereby reducing
the error in Neff . The limit on Ωmh2 from the 7-year
WMAP+BAO+H0 combination is better than the 5-year
“WMAP+BAO+SN+HST” limit by 36%.
We find that the WMAP+BAO+H0 limit on Neff is

Neff = 4.34+0.86
−0.88 (68% CL),

while the WMAP+LRG+H0 limit is Neff =
4.25+0.76

−0.80 (68% CL), which are significantly bet-
ter than the 5-year WMAP+BAO+SN+HST limit,
Neff = 4.4± 1.5 (68% CL).
Reid et al. (2010) added the maxBCG prior,

σ8(Ωm/0.25)0.41 = 0.832 ± 0.033 (68% CL; Rozo et al.
2010), to the 5-year WMAP+BAO+SN+HST, and
found Neff = 3.5 ± 0.9 (68% CL). They also added the
above prior to the 5-year version of WMAP+LRG+H0,
finding Neff = 3.77± 0.67 (68% CL).
The constraint on Neff can also be interpreted as an

upper bound on the energy density in primordial gravita-
tional waves with frequencies > 10−15 Hz. Many cosmo-
logical mechanisms for the generation of stochastic gravi-
tational waves exist, such as certain inflationary models,
electroweak phase transitions, and cosmic strings. At
low frequencies (10−17 − 10−16 Hz), the background is
constrained by the limit on tensor fluctuations described
in Section 4.1. Constraints at higher frequencies come
from pulsar timing measurements at ∼ 10−8 Hz (Jenet
et al. 2006), recent data from the Laser Interferome-

Ne� = 4.32+0.86
�0.88 (68%CL) WMAP+BAO+H0

WMAP+BAO+H0

WMAP only
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Fig. 5.— The power spectrum measured by ACT at 148GHz, scaled by !4, over the range dominated by primordial CMB (! < 3000).
The spectrum is consistent with the WMAP power spectrum over the scales 500 < ! < 1000, and gives a measure of the third to seventh
acoustic peaks. The best-fit ΛCDM cosmological model is shown, and is a good fit to the two datasets. At ! > 2000 the contribution
from point soures and SZ becomes significant (dashed shows the total best-fit theoretical spectrum; solid is lensed CMB). Three additional
theoretical models for the primordial CMB are shown with Neff=10 relativistic species, 4He fraction Yp = 0.5, and running of the spectral
index dns/d lnk = −0.075. They are consistent with WMAP but are excluded at least at the 95% level by the ACT data.

TABLE 3
Derived constraints on unresolved IR source emissiona

148GHz 218GHz

Poisson B3000 (µK2)b 7.8± 0.7± 0.7 90± 5± 10
C!(nK

2) 5.5± 0.5± 0.6 63 ± 3± 6
C! (Jy2 sr−1) 0.85± 0.08± 0.09 14.7± 0.7± 1.8

Clustered B3000 (µK2)c 4.6± 0.9± 0.6 54± 12 ± 5

Total IR B3000 (µK2) 12.5± 1.2 144± 13
aThe two errors indicate statistical uncertainty and a systematic

error due to clustered template uncertainty.
bEquivalent to the parameter Ad for 148GHz.
cEquivalent to the parameter Ac for 148GHz.

sion. The IR Poisson power is estimated to be Ad =
7.8±0.7 µK2, with derived Poisson IR power at 148GHz
and 218GHz given in Table 3. A clustered component is
required to fit the data, with Ac = 4.6± 0.9 µK2, corre-
sponding to power at 218GHz of B218

3000 = 54 ± 12 µK2.
A model with no clustered component has a poorer fit
to the data by ∆χ2 = 28, indicating a detection of clus-
tering at the 5σ level. It is the 218GHz power spectrum
that provides this detection; the 148GHz spectrum is
consistent with no clustered component.
In flux units, the effective index of unresolved IR emis-

sion is
αd = 3.69± 0.14 (19)

between 148GHz and 218GHz, where S(ν) ∝ να. The

dust index and Poisson amplitude are anti-correlated,
shown in Figure 4. This index estimate agrees with ob-
servations by SPT, who find α = 3.9± 0.3 for the Pois-
son component, and 3.8 ± 1.2 for the clustered compo-
nent over the same frequency range (Hall et al. 2010). A
property that can be derived from the effective index, α,
is the dust emissivity index, β. For galaxies at redshift
z = 0 the dust emission can be described by a modified
blackbody, S(ν) ∝ νβBν(Td), for dust temperature Td.
In the Rayleigh-Jeans (RJ) limit the flux then approx-
imates to S(ν) ∝ νβ+2Td, with β = α − 2. Using this
relation gives a dust emissivity index measured by ACT
of β = 1.7 ± 0.14, consistent with models (e.g., Draine
2003). However, the RJ limit is not expected to be as
good an approximation for redshifted graybodies (e.g.,
Hall et al. 2010), adding an uncertainty to β of up to
# 0.5. This should also be considered an effective in-
dex, given the likely temperature variation within each
galaxy.
We test the dependence of these constraints on choices

made in the likelihood, using the same set of tests de-
scribed in Sec 3.1. The estimated IR source parameters
do not depend strongly on the SZ template chosen, with
less than 0.1σ change if we use the Battaglia or TBO-1
SZ template. If the radio source index is set to αs = 0
instead of −0.5 there is a # 0.3σ reduction in the IR Pois-
son source power at 148GHz, and a 0.2σ increase in the
spectral index. As found in Sec 3.1, if the radio source

ACT

Dunkley et al., 1009.0866
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14 J. Dunkley et al.

Fig. 9.— Constraints on the effective number of relativistic species, Neff . Left: One-dimensional marginalized distribution for Neff , for
data combinations indicated in the right panel. The standard model assumes three light neutrino species (Neff=3.04, dotted line); the mean
value is higher, but 3.04 is within the 95% CL. Right: Two-dimensional marginalized distribution for Neff and equality redshift zeq, showing
that Neff can be measured separately from zeq. Neff is bounded from above and below by combining the small-scale ACT measurements of
the acoustic peaks with WMAP measurements. The limit is further tightened by adding BAO and H0 constraints, breaking the degeneracy
between Neff and the matter density by measuring the expansion rate at late times.

measured by ACT offers a probe of possible deviations
from this standard model.

4.3.1. Number of relativistic species

The CMB is sensitive to the number of relativistic
species at decoupling. Changing the effective number
of species affects the evolution of perturbations by alter-
ing the expansion rate of the universe. Neutrinos also
stream relativistically out of density fluctuations, with
additional species suppressing the CMB peak heights and
shifting the acoustic peak positions (Ma & Bertschinger
1995; Bashinsky & Seljak 2004).
The standard model of particle physics has three light

neutrino species, consistent with measurements of the
width of the Z boson, giving Nν = 2.984± 0.008 (Parti-
cle Data Book). Three neutrino species contribute about
11% of the energy density of the universe at z ≈ 1100,
with ρrel = [7/8(4/11)4/3Neff ]ργ . Cosmological datasets
are sensitive to ρrel, which can be composed of any
light particles produced during the Big Bang that do
not couple to electrons, ions, or photons; or any ad-
ditional contribution to the energy density of the uni-
verse such as gravitational waves. Three light neutrino
species correspond to Neff=3.04. Any deviation would
indicate either additional relativistic species, or evidence
for non-standard interactions or non-thermal decoupling
(Bashinsky & Seljak 2004).
Recent constraints on the number of relativistic species

have been explored with CMB data from WMAP com-
bined with low redshift probes by e.g., Spergel et al.
(2007); Ichikawa et al. (2007); Mangano et al. (2007);
Hamann et al. (2007); Dunkley et al. (2009); Komatsu
et al. (2010); Reid et al. (2010). With WMAP data a
detection was made of relativistic species with Neff> 2.7
(95% CL), but the upper level was unconstrained. By
combining with distance measures, Komatsu et al. (2010)
limit the number of species to Neff= 4.34±0.88, and Reid
et al. (2010) added optical cluster limits and LRG power

spectrum measures to find Neff= 3.77 ± 0.67. Mantz,
Allen, & Rapetti (2010a) include X-ray cluster gas frac-
tion and cluster luminosity measurements from ROSAT
and Chandra to estimate Neff= 3.4+0.6

−0.5, improving limits
by constraining the matter power spectrum at low red-
shift. BBN observations limit Neff to 3.24± 0.6 (Cyburt
et al. 2005).
By combining the ACT power spectrum measurement

with WMAP, the effective number of species is estimated
from the CMB to be

Neff = 5.3± 1.3 (68% CL). (26)

A universe with no neutrinos is excluded at 4σ from the
CMB alone, with the marginalized distribution shown
in Figure 9. We can now put an upper bound on Neff
from the CMB alone using ACT. This improved measure-
ment comes from the third to seventh peak positions and
heights. The right panel of Figure 9 shows the redshift
of equality, zeq, as a function of the number of species.
The relation of zeq to the number of species is given in
Eq. 53 of Komatsu et al. (2010). With large scale mea-
surements the observable quantity from the third peak
height is just zeq, leading to a strong degeneracy between
Neff and Ωch2. With small-scale information the CMB
data allow a measure of Neff in addition to zeq due to
the additional effects of anisotropic stress on the pertur-
bations. As an example, a model with Neff= 10 that
fits the WMAP data is shown in Figure 5. With a large
Neff the higher peaks are damped, and slightly shifted
to larger multipoles. The model is excluded by the ACT
spectrum in the 1000 < # < 2500 regime.
The central value for Neff preferred by the

ACT+WMAP data is 1.7σ above the concordance value,
with increased damping over the ΛCDM model; im-
proved measurements of the spectrum will help refine
this measurement. This is not interpreted as a statisti-
cally significant departure from the concordance value;
the best-fit χ2 is only 1.3 less than for Neff=3.04. The
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Fig. 10.— Constraint on the primordial helium mass fraction YP . Left: The one-dimensional marginalized distribution for YP derived
from the ACT+WMAP data compared to WMAP alone. The measurement of the Silk damping tail by ACT constrains the number of
free electrons at recombination, giving a 6σ detection of primordial helium consistent with the BBN-predicted YP = 0.25. Right: The
two-dimensional marginalized distribution (68% and 95% CL) for YP and the spectral index ns; the degeneracy is partly broken with the
ACT data.

degeneracy between Neff and Ωch2 results in a higher
mean value for σ8, 0.906± 0.059, with all estimated pa-
rameters given in Table 4. By adding the BAO and H0
data the Neff−Ωch2 degeneracy is further broken, with
Neff = 4.56±0.75 (68% CL). This central value is higher
than from joint constraints including X-ray and opti-
cal cluster measurements (Reid et al. 2010; Mantz et al.
2010a); improved CMB and low redshift measurements
will allow further constraints and consistency checks.

4.3.2. Primordial 4He abundance

In the standard BBN model, light nuclides are synthe-
sized in the first few minutes after the Big Bang. Mea-
surements of the abundance of helium are therefore sen-
sitive to the expansion rate of the universe during this
time (Peebles 1966; Steigman et al. 1977). In standard
BBN, the expected 4He mass fraction, YP , is related to
the baryon density, Ωbh2, and the number of neutrino
(or relativistic) species, Neff , by

YP = 0.2485+0.0016[(273.9Ωbh
2−6)+100(S−1)], (27)

where S2 = 1 + (7/43)(Neff − 3) (see e.g., Kneller &
Steigman 2004; Steigman 2007; Simha & Steigman 2008).
For the ΛCDM model, with baryon density 100Ωbh2 =
2.214 ± 0.050 and N = 3.04 effective species, the pre-
dicted helium fraction is YP = 0.2486 ± 0.0006, with
error dominated by the 0.02% uncertainty on the lin-
ear fit in Eq. 27 (Steigman 2010). When the neu-
trino species are allowed to vary (as in Section 4.3.1),
the current prediction from ACT+WMAP+BAO+H0 is
YP = 0.267±0.009. For comparison, the prediction from
the baryon density derived from deuterium abundance
measurements is YP = 0.2482 ± 0.0007 (see Steigman
2010, for a review). A measurement of any deviation
from this prediction could point the way to non-standard
models, in particular those that affect the timing of
BBN (Steigman et al. 1977; Boesgaard & Steigman 1985;
Jedamzik & Pospelov 2009). This includes modifications

to the Hubble expansion rate during BBN, energy injec-
tion due to annihilation or decay of heavy particles, parti-
cle catalysis of BBN reactions, and time variations in fun-
damental constants (see, e.g., Peimbert (2008); Jedamzik
& Pospelov (2009) for discussions).
The 4He abundance estimated from observations of

metal poor extragalactic regions (see Steigman 2007; Pe-
imbert 2008, for example) is YP = 0.252 ± 0.004 and
0.252±0.001 (Izotov et al. 2007), although a higher mea-
surement of YP = 0.2565±0.0010(stat)±0.0050(syst) has
recently been made (Izotov & Thuan 2010). There are
systematic uncertainties in the astrophysically derived
abundances, as helium is depleted in stars.
The CMB provides an alternative probe of the helium

abundance when the universe was "400,000 years old.
Helium recombines earlier than hydrogen, at z ≈ 1800
rather than z ≈ 1100, reducing the number density of
electrons at recombination to ne = nb(1− YP ), where nb
is the baryon number density (Hu et al. 1995). It affects
the CMB at small scales by modifying the recombina-
tion process. A larger YP decreases the electron number
density, increasing the mean free path of Compton scat-
tering. This leads to decreased power on small scales,
due to enhanced Silk damping, as shown in Trotta &
Hansen (2004) and Komatsu et al. (2010).
For CMB analysis the primordial helium abundance

is usually assumed to be YP = 0.24. Constraints on a
varying abundance from the CMB have been presented
in Trotta & Hansen (2004); Huey et al. (2004); Ichikawa
& Takahashi (2006); Ichikawa et al. (2008); Dunkley et al.
(2009); Komatsu et al. (2010), with a > 3σ detection of
YP = 0.33 ± 0.08 reported in Komatsu et al. (2010) for
the seven-year WMAP data combined with small-scale
CMB observations from ACBAR (Reichardt et al. 2009)
and QUAD (Pryke et al. 2009). We now find

YP = 0.313± 0.044 (68% CL) (28)

with the ACT+WMAP data combination, a significant
detection of primordial helium from the CMB alone. The
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Fig. 9.— Constraints on the effective number of relativistic species, Neff . Left: One-dimensional marginalized distribution for Neff , for
data combinations indicated in the right panel. The standard model assumes three light neutrino species (Neff=3.04, dotted line); the mean
value is higher, but 3.04 is within the 95% CL. Right: Two-dimensional marginalized distribution for Neff and equality redshift zeq, showing
that Neff can be measured separately from zeq. Neff is bounded from above and below by combining the small-scale ACT measurements of
the acoustic peaks with WMAP measurements. The limit is further tightened by adding BAO and H0 constraints, breaking the degeneracy
between Neff and the matter density by measuring the expansion rate at late times.

measured by ACT offers a probe of possible deviations
from this standard model.

4.3.1. Number of relativistic species

The CMB is sensitive to the number of relativistic
species at decoupling. Changing the effective number
of species affects the evolution of perturbations by alter-
ing the expansion rate of the universe. Neutrinos also
stream relativistically out of density fluctuations, with
additional species suppressing the CMB peak heights and
shifting the acoustic peak positions (Ma & Bertschinger
1995; Bashinsky & Seljak 2004).
The standard model of particle physics has three light

neutrino species, consistent with measurements of the
width of the Z boson, giving Nν = 2.984± 0.008 (Parti-
cle Data Book). Three neutrino species contribute about
11% of the energy density of the universe at z ≈ 1100,
with ρrel = [7/8(4/11)4/3Neff ]ργ . Cosmological datasets
are sensitive to ρrel, which can be composed of any
light particles produced during the Big Bang that do
not couple to electrons, ions, or photons; or any ad-
ditional contribution to the energy density of the uni-
verse such as gravitational waves. Three light neutrino
species correspond to Neff=3.04. Any deviation would
indicate either additional relativistic species, or evidence
for non-standard interactions or non-thermal decoupling
(Bashinsky & Seljak 2004).
Recent constraints on the number of relativistic species

have been explored with CMB data from WMAP com-
bined with low redshift probes by e.g., Spergel et al.
(2007); Ichikawa et al. (2007); Mangano et al. (2007);
Hamann et al. (2007); Dunkley et al. (2009); Komatsu
et al. (2010); Reid et al. (2010). With WMAP data a
detection was made of relativistic species with Neff> 2.7
(95% CL), but the upper level was unconstrained. By
combining with distance measures, Komatsu et al. (2010)
limit the number of species to Neff= 4.34±0.88, and Reid
et al. (2010) added optical cluster limits and LRG power

spectrum measures to find Neff= 3.77 ± 0.67. Mantz,
Allen, & Rapetti (2010a) include X-ray cluster gas frac-
tion and cluster luminosity measurements from ROSAT
and Chandra to estimate Neff= 3.4+0.6

−0.5, improving limits
by constraining the matter power spectrum at low red-
shift. BBN observations limit Neff to 3.24± 0.6 (Cyburt
et al. 2005).
By combining the ACT power spectrum measurement

with WMAP, the effective number of species is estimated
from the CMB to be

Neff = 5.3± 1.3 (68% CL). (26)

A universe with no neutrinos is excluded at 4σ from the
CMB alone, with the marginalized distribution shown
in Figure 9. We can now put an upper bound on Neff
from the CMB alone using ACT. This improved measure-
ment comes from the third to seventh peak positions and
heights. The right panel of Figure 9 shows the redshift
of equality, zeq, as a function of the number of species.
The relation of zeq to the number of species is given in
Eq. 53 of Komatsu et al. (2010). With large scale mea-
surements the observable quantity from the third peak
height is just zeq, leading to a strong degeneracy between
Neff and Ωch2. With small-scale information the CMB
data allow a measure of Neff in addition to zeq due to
the additional effects of anisotropic stress on the pertur-
bations. As an example, a model with Neff= 10 that
fits the WMAP data is shown in Figure 5. With a large
Neff the higher peaks are damped, and slightly shifted
to larger multipoles. The model is excluded by the ACT
spectrum in the 1000 < # < 2500 regime.
The central value for Neff preferred by the

ACT+WMAP data is 1.7σ above the concordance value,
with increased damping over the ΛCDM model; im-
proved measurements of the spectrum will help refine
this measurement. This is not interpreted as a statisti-
cally significant departure from the concordance value;
the best-fit χ2 is only 1.3 less than for Neff=3.04. The
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10

Fig. 4.— The SPT power spectrum is shown in the left panel. The peak at ⇤ � 800 is the third acoustic peak. For comparison we show
in the right panel other recent measurements of the CMB damping tail from ACBAR (Reichardt et al. 2009), QUaD (Friedman et al. 2009;
Brown et al. 2009), ACT (Das et al. 2011a), and SPT (Shiroko� et al. 2010). The bandpower errors shown in these panels do not include
beam or calibration uncertainties. The ACT spectrum extends to ⇤ = 10, 000. The previous SPT spectra, from Lueker et al. (2010) and
Shiroko� et al. (2010), spanned the angular range 2000 < ⇤ < 10, 000 and targeted secondary CMB anisotropy.

12

Fig. 5.— The SPT bandpowers, WMAP bandpowers, and best-fit �CDM theory spectrum shown with dashed (CMB) and solid
(CMB+foregrounds) lines. The bandpower errors do not include beam or calibration uncertainties.

Fig. 6.— The one-dimensional marginalized constraints on the six cosmological parameters in the baseline model. The constraints from
SPT+WMAP are shown by the blue solid lines, while the constraints from WMAP alone are shown by the orange dashed lines.
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Ne� = 3.85± 0.62 (1�) : WMAP + SPT
Ne� = 3.86± 0.42 (1�) : WMAP + SPT + BAO + H0

19

Fig. 11.— The one-dimensional marginalized constraint on the e⌅ective number of relativistic species Ne� . The standard value of
Ne� = 3.046 is shown by the vertical dotted line.

TABLE 6
Constraints on Cosmological Parameters using

SPT+WMAP+H0+BAO+Clusters

⇥CDM ⇥CDM ⇥CDM
+ dns/d ln k + Yp + Ne�

Primary 100⇤bh2 2.23± 0.040 2.26± 0.045 2.24± 0.041
Parameters ⇤ch2 0.111± 0.0020 0.111± 0.0020 0.116± 0.0054

100�s 1.04± 0.0016 1.04± 0.0019 1.04± 0.0017
ns 0.9751± 0.0110 0.9787± 0.0123 0.9757± 0.0116
⇤ 0.0897± 0.015 0.0852± 0.014 0.0821± 0.014

109�2
R 2.33± 0.092 2.35± 0.082 2.37± 0.081

Extension dns/d ln k �0.017± 0.012 — —
Parameters Yp (0.2478± 0.0002) 0.288± 0.029 (0.2526± 0.004)

Ne� (3.046) (3.046) 3.42± 0.32
Derived ⇥8 (0.809± 0.014) (0.819± 0.016) (0.823± 0.019)

⌅2
min 7509.3 7509.3 7510.3

The constraints on cosmological parameters using
SPT+WMAP7+H0+BAO+Clusters, where “Clusters” refers to the local
cluster abundance measurement of Vikhlinin et al. (2009). We report the mean
of the likelihood distribution and the symmetric 68% confidence interval about
the mean.
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Fig. 12.— The two-dimensional marginalized constraint on the primordial helium abundance Yp and the e⇥ective number of relativistic
species Ne� for a model in which both parameters are free. The two-dimensional contours show the 68% and 95% confidence intervals.
The relation between the two quantities in standard BBN theory is shown by the dashed line, with the point (Ne� = 3.046, Yp = 0.2478)
shown by the square. The constraint on Ne� shown in Figure 11 is essentially a cut through this likelihood along the BBN curve, while
the constraint on Yp shown in Figure 10 is a cut along Ne� = 3.046.

Fig. 13.— The two-dimensional marginalized constraints on spectral running, primordial helium, or the e⇥ective number of relativistic
species versus the combination �8(�M/0.25)0.47, which is well constrained by the cluster abundance measurement of Vikhlinin et al. (2009).
“CMB” corresponds to SPT+WMAP7. The two-dimensional contours show the 68% and 95% confidence intervals. The constraint on
�8(�M/0.25)0.47 from the clusters and the corresponding 1� uncertainties are shown by the vertical lines. The standard values of the
spectral running, primordial helium, and the e⇥ective number of relativistic species are shown by the dotted horizontal lines. Adding the
cluster abundance information moves the constraints on these parameters closer to their standard values.
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FIG. 1. Degeneracy between Neff and the Hubble constant H0, the age of the universe t0, and the amplitude of mass fluctuations
σ8.

Ωbh
2 0.02229 ± 0.00038 0.02206 ± 0.00081

Ωch2 0.1333 ± 0.0086 0.1313 ± 0.0094

τ 0.082 ± 0.012 0.083 ± 0.014

H0 74.3± 2.2 74.2 ± 2.1

ns 0.977 ± 0.011 0.972 ± 0.021

log(1010As) 3.195 ± 0.035 3.196 ± 0.035

ASZ < 1.2 < 1.4

AC [µK
2] < 14.3 < 14.6

AP [µK
2] < 25.2 < 24.7

Neff 4.08+0.18+0.71
−0.18−0.68 3.89+0.19+0.70

−0.19−0.70

c2eff 1/3 0.312+0.008+0.026
−0.007−0.026

c2vis 1/3 0.29+0.04+0.21
−0.06−0.16

χ2
min 7594.2 7591.5

TABLE I. MCMC estimation of the cosmological parameters
assuming Neff relativistic neutrinos. Upper bounds at 95%
c.l. are reported for foregrounds parameters. We quote both
68% and 95% c.l. for the neutrino parameters.

It is interesting to consider the possible degeneracies
between Neff and other ”indirect” (i.e. not considered
as primary parameters in MCMC runs) model param-
eters. In Figure 1 we therefore plot the 2D likelihood
constraints on Neff versus the Hubble constant H0, the
age of the universe t0 and the amplitude of r.m.s. mass
fluctuations on spheres of 8Mpch−1, σ8.
As we can see from the three panels in the figure, there

is a clear degeneracy betweenNeff and those three param-
eters. Namely, an extra radiation component will bring
the cosmological constraints (respect to the standard 3
neutrino case) to higher values of the Hubble constant
and of σ8 and to lower values of the age of the universe
t0. These degeneracies have been already discussed in
the literature (see e.g. [33]) and could be useful to esti-
mate the effect of additional datasets on our result. The
3% determination of the Hubble constant from the anal-
ysis of [15] plays a key role in our analysis in shifting

the constraints towards larger values of Neff . If future
analyses will point towards lower values of the Hubble
constant, this will make the standard 3 neutrino case
more consistent with observations. If future observations
will point towards values of the age of the universe signif-
icantly larger than 13 Gyrs, this will be against an extra
dark radiation component, since it prefers t0 ∼ 12.5Gyrs.
Clearly, adding cluster mass function data as presented
in [34] and that points towards lower values of σ8 ren-
ders the standard Neff = 3.046 case more consistent with
observations. A future and precise determination of σ8

from clusters or Lyman-α surveys could be crucial in rul-
ing out dark radiation.

B. Varying only the excess in the relativistic
component NS

ν and assuming 3 standard neutrinos.

In Table II we report the constraints considering only
an excess NS

ν in the number of relativistic degrees of
freedom over a standard 3 neutrinos background.
As we can see for the results in the table, the evidence

for an extra background is solid with NS
ν = 1.46+0.76

−0.74

at 95% c.l. when only variations in the c2vis component
are considered, while the constraint is NS

ν = 1.10+0.79
−0.72

when also variations in c2eff are considered. Again, the
data provide a good determination for c2eff with c2eff =
0.24+0.08

−0.13 at 95% c.l., in reasonable agreement with the
standard c2eff = 1/3 value, while no significant constraint
is obtained on c2vis.
In Figure 2 we show the degeneracy between the pa-

rameters NS
ν , c

2
eff , and c2vis by plotting the 2D likelihood

contours between them. As we can see a degeneracy is
present between c2eff and NS

ν : models with lower values
of NS

ν are more compatible with c2eff = 0 since the effect
of c2eff on the CMB spectrum is smaller. No apparent
degeneracy is present between c2vis and the remaining pa-
rameters since c2vis is weakly constrained by current data.
Since oscillation experiments have clearly established

WMAP+ACT+SPT+SDSS-DR7+H0
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The Case for Dark Radiation

Maria Archidiaconoa, Erminia Calabresea, and Alessandro Melchiorria
a Physics Department and INFN, Università di Roma “La Sapienza”, Ple Aldo Moro 2, 00185, Rome, Italy

Combined analyses of recent cosmological data are showing interesting hints for the presence of
an extra relativistic component, coined Dark Radiation. Here we perform a new search for Dark
Radiation, parametrizing it with an effective number of relativistic degrees of freedom parameter,
Neff . We show that the cosmological data we considered are clearly suggesting the presence for
an extra relativistic component with Neff = 4.08+0.71

−0.68 at 95% c.l.. Performing an analysis on Dark
Radiation sound speed ceff and viscosity cvis parameters, we found c2eff = 0.312 ± 0.026 and c2vis =
0.29+0.21

−0.16 at 95% c.l., consistent with the expectations of a relativistic free streaming component
(c2eff=c2vis=1/3). Assuming the presence of 3 relativistic neutrinos we constrain the extra relativistic
component with NS

ν = 1.10+0.79
−0.72 and c2eff = 0.24+0.08

−0.13 at 95% c.l. while c2vis results as unconstrained.
Assuming a massive neutrino component we obtain further indications for Dark Radiation with
NS

ν = 1.12+0.86
−0.74 at 95% c.l. . We discuss the impact on our results of possible foreground systematics

in Cosmic Microwave Background data, the compatibility with other datasets and prior-dependence.

I. INTRODUCTION

Since almost a decade, observations from Cosmic Mi-
crowave Background (CMB hereafter) satellite, balloon-
borne and ground based experiments ([1], [2], [3], [4]),
galaxy redshift surveys [5] and luminosity distance mea-
surements, are fully confirming the theoretical predic-
tions of the standard ΛCDM cosmological model. This
not only permits to place stringent constraints on the
parameters of the model but can be fruitfully used to
constrain non standard physics at the fundamental level,
such as classes of elementary particle models predicting
a different radiation content in the Universe.
One of the major theoretical predictions of the stan-

dard scenario is the existence of a relativistic energy com-
ponent ( see e.g. [6]), beside CMB photons, with a cur-
rent energy density given by :

ρrad =
[

1 +
7

8

( 4

11

)4/3
Neff

]

ργ , (1)

where ργ is the energy density of the CMB photons
background at temperature Tγ = 2.728K and Neff is in
principle a free parameter, defined as the effective num-
ber of relativistic degrees of freedom. Assuming standard
electroweak interactions, three active massless neutrinos
and including the (small) effect of neutrino flavour oscil-
lations the expected value is Neff = 3.046 with a devia-
tion from Neff = 3 that takes into account effects from
the non-instantaneous neutrino decoupling from the pri-
mordial photon-baryon plasma (see e.g. [7]).
In recent years, thanks to the continuous experimen-

tal advancements, the value of Neff has been increas-
ingly constrained from cosmology ([8], [9], [10], [1], [11],
[12],[13], [14], [15], [16]), ruling out Neff = 0 at high sig-
nificance.
However, especially after the new ACT [2] and SPT

[4] CMB results, the data seem to suggest values higher
than the ”standard” one, with Neff ∼ 4− 5 (see e.g. [11],
[12], [15], [16], [17]) in tension with the expected standard
value at about two standard deviations.

The number of relativistic degrees of freedom obviously
depends on the decoupling process of the neutrino back-
ground from the primordial plasma. However, a value of
Neff = 4 is difficult to explain in the three neutrino frame-
work since non-standard neutrino decoupling is expected
to maximally increase this value up to Neff ∼ 3.12 (see
e.g. [18]). A possible explanation could be the existence
of a fourth (or fifth) sterile neutrino. The hypothesis
of extra neutrino flavour is interesting since recent re-
sults from short-baseline neutrino oscillation data from
LSND [19] and MiniBooNE [20] experiments are con-
sistent with a possible fourth (or fifth) sterile neutrino
specie (see [11, 12] and references therein). Moreover, a
larger value for Neff ∼ 4 could arise from a completely
different physics, related to axions (see e.g. [21]), gravity
waves ([22]), decay of non-relativistic matter ([23]), ex-
tra dimensions [24], and dark energy (see e.g. [25] and
references therein). As a matter of fact, any physical
mechanism able to produce extra ”dark” radiation pro-
duces the same effects on the background expansion of
additional neutrinos, yielding a larger value for Neff from
observations.
Since there is a large number of models that could en-

hance Neff it is clearly important to investigate the pos-
sible ways to discriminate among them. If Dark Radia-
tion is made of relativistic particles as sterile neutrinos it
should behave as neutrinos also from the point of view of
perturbation theory, i.e. if we consider the set of equa-
tions that describes perturbations in massless neutrino
(following the definition presented in [26]):

δ̇ν =
ȧ

a
(1− 3c2eff)

(

δν + 3
ȧ

a

qν
k

)

− k

(

qν +
2

3k
ḣ

)

, (2)

q̇ν = kc2eff

(

δν + 3
ȧ

a

qν
k

)

−
ȧ

a
qν −

2

3
kπν , (3)

π̇ν = 3c2vis

(

2

5
qν +

8

15
σ

)

−
3

5
kFν,3, (4)

2l+ 1

k
Ḟν,l − lFν,l−1 = −(l+ 1)Fν,l+1, l ≥ 3 , (5)

12年3月21日水曜日



that of standard ⇥CDM, albeit at the cost of admitting �Nml ⇥ 1.5 additional massless
degrees of freedom. For a 2 eV sterile mass, we find �Nml ⇥ 2.6 and �2

e� = 12.8. This
last result can be compared with the wCDM+⇤k model of reference [12], for which
��2

e� = 12 assuming a lighter 1.33 eV sterile neutrino. Therefore, introducing extra
radiation appears to be somewhat superior to modifying the dark energy sector at
resolving the sterile mass conundrum.

3. Even more improvement is available if, in addition, we allow the dark energy equation
of state parameter w to di⌅er from �1 (wCDM+�N). In this class of models, we see
that a scenario with one species of 1 eV sterile neutrinos in fact provides a better fit
to the data than does standard ⇥CDM, with ��2

e� = �0.78, at the expense of two
additional free parameters.

Table 2. Best-fit ��2
e� relative to the standard ⇥CDM framework for the models described in

section 2.2, using the data sets of section 2.1. We also show the best-fit values and 95%-credible
upper and lower limits on ⇥cdm, and, where appropriate, on �Nml and w.

Framework Neutrino sector ��2
e� �Nml w ⇥cdm

⇥CDM 3 massless 0 – – 0.1132+0.0036
�0.0082

3 massless + 1 sterile (0 eV) �3.16 – – 0.1299+0.0069
�0.0066

3 massless + 1 sterile (1 eV) 4.20 – – 0.1398+0.0061
�0.0074

3 massless + 1 sterile (2 eV) 21.41 – – 0.1473+0.0075
�0.0064

⇥CDM+�N 3+�Nml massless + 1 sterile (0 eV) �3.54 0.01+1.12
�0.01 – 0.133+0.023

�0.005

3+�Nml massless + 1 sterile (1 eV) 2.26 1.49+1.11
�0.73 – 0.166+0.026

�0.017

3+�Nml massless + 1 sterile (2 eV) 12.82 2.57+1.24
�0.59 – 0.192+0.031

�0.015

wCDM+�N 3+�Nml massless + 1 sterile (0 eV) �5.38 0.09+1.61
�0.09 �1.00+0.18

�0.12 0.132+0.032
�0.006

3+�Nml massless + 1 sterile (1 eV) �0.78 1.23+1.61
�0.75 �1.11+0.18

�0.21 0.164+0.035
�0.015

3+�Nml massless + 1 sterile (2 eV) 7.80 2.48+1.71
�0.79 �1.17+0.23

�0.22 0.198+0.032
�0.019

2.4 E�ects on other cosmological parameters

We have seen that precision cosmological observations can reasonably accommodate one fully
thermalised species of massive sterile neutrinos if we allow also for additional massless degrees
of freedom and/or a non-standard dark energy equation of state. An interesting consequence
is that the preferred values of other free parameters of the model also shift accordingly.

The most notable example in this regard is the cold dark matter density ⇥cdm. Figure 1
illustrates the shift in ⇥cdm as a function of the sterile neutrino mass within the ⇥CDM+�N
framework. Figure 2 is similar, but for the wCDM+�N models. See also table 2 for the
best-fit values and credible regions. Clearly, the larger the sterile neutrino mass, the larger
the preferred value of ⇥cdm. In the case of a 2 eV sterile neutrino, the upward shift in ⇥cdm

can be as large as 75% in the wCDM+�N model, relative to the standard ⇥CDM inferred
value. This shift in the cold dark matter density can have importance consequences for, e.g.,
the SUSY dark matter parameter space.

Another a⌅ected parameter is the scalar spectral index ns, whose preferred region widens
in the presence of additional light species, as was also seen in our previous analysis [7].

– 4 –

Hamann, Hannestad, Raffelt, Wong, 1108.4136

WMAP+ACBAR+QuAD+SDSS-DR7+SN

Dark radiation mass
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Future constraint

massive neutrinos, the above mentioned references should be consulted.
Our results are summarized in Tables 3 and 4. As seen from the Table 3, the constraint

is most stringent when the BBN relation is adopted, and in this case, we obtained a future
constraint as 2.68 ≤ Nν ≤ 3.44 at 95 % C.L. Another point which should be noted is that
fixing of Yp = 0.24 can bias the determination of some other cosmological parameters such
as ωb and ns, which was already pointed out in Refs. [51,52]. However, when we vary the
value of Nν , the effect of fixing of Yp = 0.24 is partly cancelled by the change in Nν . In
fact, this in turn results in biases of other cosmological parameters such as ωc and θs which
are strongly correlated with Nν . Therefore, Yp should be carefully treated in investigating
cosmological constraints with future CMB data.

Planck Planck Planck
parameters (Yp: free) (Yp: BBN relation) (Yp = 0.24)
ωb 0.02275+0.00025

−0.00028 0.02275+0.00026
−0.00027 0.02273+0.00027

−0.00026

ωc 0.1108+0.0046
−0.0056 0.1101+0.0028

−0.0028 0.1120+0.0033
−0.0036

θs 1.0404+0.0014
−0.0014 1.04060+0.00044

−0.00049 1.04000+0.00055
−0.00062

τ 0.0881+0.0050
−0.0064 0.0881+0.0053

−0.0063 0.0880+0.0056
−0.0059

ns 0.964+0.009
−0.010 0.964+0.010

−0.010 0.963+0.010
−0.009

ln(1010As) 3.066+0.016
−0.016 3.065+0.014

−0.015 3.068+0.015
−0.015

Yp 0.246+0.020
−0.018 0.2488+0.0027

−0.0027 —
Nν 3.11+0.33

−0.39 3.06+0.20
−0.19 3.19+0.24

−0.24

Ωm 0.256+0.010
−0.010 0.256+0.009

−0.010 0.255+0.009
−0.010

Age[Gyr] 13.63+0.34
−0.31 13.67+0.20

−0.21 13.56+0.22
−0.25

H0 72.3+2.2
−2.4 72.0+1.7

−1.6 72.7+1.8
−1.9

Table 4: Forecasts on mean values and 68% errors of Nν and other cosmological parameters.

We would like in the end to comment on how our discussion so far can be affected
by theoretical uncertainties in the recombination process [58–66]. Since the change of Yp

can influence the recombination process, its uncertainties might affect the cosmological
parameter determination in some way. Thus it may be worth mentioning here on the
effects. For this purpose, we proceed with the same analysis as have been done in Ref. [52]
but varying Nν here. Two parameters FH and bHe, which represent the uncertainties in
the recombination modeling, are included among other free parameters. (See Ref. [52]
and references therein for more details). We impose top-hat priors, 0 < FH < 2 and
0 < bHe < 1.5, which are very conservative ones, to take into account the uncertainties
in the recombination theory. We made the analyses for the two cases where Yp is given
from the BBN relation and Yp is treated as a free parameter. In both cases, we found that
the constraints on other cosmological parameters including Nν are scarcely affected even
by very conservative prior on FH and bHe. The mean values are unchanged and errors
increase only very slightly (no more than 10% for any parameters other than FH and bHe).
Therefore we can say that the uncertainties parametrized with FH and bHe do not change

12
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10 J. Dunkley et al.

Fig. 5.— The power spectrum measured by ACT at 148GHz, scaled by !4, over the range dominated by primordial CMB (! < 3000).
The spectrum is consistent with the WMAP power spectrum over the scales 500 < ! < 1000, and gives a measure of the third to seventh
acoustic peaks. The best-fit ΛCDM cosmological model is shown, and is a good fit to the two datasets. At ! > 2000 the contribution
from point soures and SZ becomes significant (dashed shows the total best-fit theoretical spectrum; solid is lensed CMB). Three additional
theoretical models for the primordial CMB are shown with Neff=10 relativistic species, 4He fraction Yp = 0.5, and running of the spectral
index dns/d lnk = −0.075. They are consistent with WMAP but are excluded at least at the 95% level by the ACT data.

TABLE 3
Derived constraints on unresolved IR source emissiona

148GHz 218GHz

Poisson B3000 (µK2)b 7.8± 0.7± 0.7 90± 5± 10
C!(nK

2) 5.5± 0.5± 0.6 63 ± 3± 6
C! (Jy2 sr−1) 0.85± 0.08± 0.09 14.7± 0.7± 1.8

Clustered B3000 (µK2)c 4.6± 0.9± 0.6 54± 12 ± 5

Total IR B3000 (µK2) 12.5± 1.2 144± 13
aThe two errors indicate statistical uncertainty and a systematic

error due to clustered template uncertainty.
bEquivalent to the parameter Ad for 148GHz.
cEquivalent to the parameter Ac for 148GHz.

sion. The IR Poisson power is estimated to be Ad =
7.8±0.7 µK2, with derived Poisson IR power at 148GHz
and 218GHz given in Table 3. A clustered component is
required to fit the data, with Ac = 4.6± 0.9 µK2, corre-
sponding to power at 218GHz of B218

3000 = 54 ± 12 µK2.
A model with no clustered component has a poorer fit
to the data by ∆χ2 = 28, indicating a detection of clus-
tering at the 5σ level. It is the 218GHz power spectrum
that provides this detection; the 148GHz spectrum is
consistent with no clustered component.
In flux units, the effective index of unresolved IR emis-

sion is
αd = 3.69± 0.14 (19)

between 148GHz and 218GHz, where S(ν) ∝ να. The

dust index and Poisson amplitude are anti-correlated,
shown in Figure 4. This index estimate agrees with ob-
servations by SPT, who find α = 3.9± 0.3 for the Pois-
son component, and 3.8 ± 1.2 for the clustered compo-
nent over the same frequency range (Hall et al. 2010). A
property that can be derived from the effective index, α,
is the dust emissivity index, β. For galaxies at redshift
z = 0 the dust emission can be described by a modified
blackbody, S(ν) ∝ νβBν(Td), for dust temperature Td.
In the Rayleigh-Jeans (RJ) limit the flux then approx-
imates to S(ν) ∝ νβ+2Td, with β = α − 2. Using this
relation gives a dust emissivity index measured by ACT
of β = 1.7 ± 0.14, consistent with models (e.g., Draine
2003). However, the RJ limit is not expected to be as
good an approximation for redshifted graybodies (e.g.,
Hall et al. 2010), adding an uncertainty to β of up to
# 0.5. This should also be considered an effective in-
dex, given the likely temperature variation within each
galaxy.
We test the dependence of these constraints on choices

made in the likelihood, using the same set of tests de-
scribed in Sec 3.1. The estimated IR source parameters
do not depend strongly on the SZ template chosen, with
less than 0.1σ change if we use the Battaglia or TBO-1
SZ template. If the radio source index is set to αs = 0
instead of −0.5 there is a # 0.3σ reduction in the IR Pois-
son source power at 148GHz, and a 0.2σ increase in the
spectral index. As found in Sec 3.1, if the radio source

38 CHAPTER 2 PRIMARY CMB ANISOTROPIES

FIG 2.11.—The solid lines in the upper panels of these figures show the power spectrum of the concordance
ΛCDM model with an exactly scale invariant power spectrum, nS = 1. The points, on the other hand, have been
generated from a model with nS = 0.95 but otherwise identical parameters. The lower panels show the residuals
between the points and the nS = 1 model, and the solid lines show the theoretical expectation for these residuals.
The left and right plots show simulations for WMAP and Planck, respectively.

point of view, since it should generally be of second order in the slow-roll parameters (equa-
tions 2.16 and 2.19). Although it is possible to construct inflationary models which can match
these results, the parameters of such models are far from natural.*

Figure 2.12 shows an analogous plot to Figure 2.11, but now illustrating how well WMAP
and Planck can distinguish between a model with a pure power law spectrum nS = 0.95 (zero
run), and a model with nS = 0.95 and a run of −0.03, as claimed from WMAP. As this figure
shows, WMAP has neither the lever-arm of a large range in !, nor the sensitivity, to distinguish
between these models. Any detection of a run from WMAP must therefore rely on other data.
In contrast, Planck has both the lever-arm and sensitivity to detect deviations from a pure
power-law spectrum of this order, without recourse to any other astrophysical data.

The examples given in this sub-section have been chosen to show that Planck can easily
distinguish between certain types of inflationary model. A more detailed analysis, properly
accounting for degeneracies between cosmological parameters, is given in § 2.3.4. But first we
discuss the prospects of testing inflationary models using CMB polarization measurements with
Planck.

2.3.3 Planck and Polarization of the CMB

As mentioned in § 2.2, Thomson scattering of anisotropic radiation at last scattering gives rise
to linear polarization in the microwave background (Rees 1968). The polarization of the CMB
was first detected by the DASI experiment (Kovac et al. 2002). A further indirect detection,
via the cross-correlation with temperature anisotropies, has been measured from the one-year
WMAP data (Kogut et al. 2003) as shown in Figure 2.4. The first full-sky polarization maps
from WMAP are expected to be released shortly.

The CMB polarization signal is predicted to have an rms of ∼ 5 µK, peaking at multipoles
! ∼ 1000 (the angle subtended by the photon mean free path at last scattering). The polar-
ization signal depends more directly than the temperature signal on the fluctuations at the
last scattering surface and thus encodes a wealth of cosmological information, some of which
is complementary to the temperature anisotropies. In addition, large-angle polarization is gen-

* Consistent with this general level of skepticism, two new analyses of the matter power spectrum from Lyα lines
appeared during the final editing of this chapter and both fail to confirm any evidence for a run in the spectral index
(Viel et al. 2004; Seljak et al. 2004).
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(Far) Future
We have also considered a model with an extra background of relativistic non-interacting particles, N e�

�

and a model in which the Helium abundance Yp is allowed to vary. 1 COrE will improve the constraints on
these parameters by a factor ⇤ 3 with respect to PLANCK.

Parameter
uncertainty Planck COrE Planck COrE Planck COrE

�(�bh2) 0.00011 0.000034 (3.3) 0.00017 0.000049 (3.6) 0.00016 0.000048 (3.3)
�(�ch2) 0.00087 0.00037 (2.4) 0.0022 0.00073 (3.1) 0.0009 0.00036 (2.5)
�(H0) 0.0039 0.0014 (2.8) 0.011 0.0034 (3.3) 0.0046 0.0016 (3.1)
�(⇥) 0.0040 0.0022 (1.8) 0.004 0.0022 (1.8) 0.0040 0.0023 (1.8)
�(ns) 0.0027 0.0014 (1.9) 0.0056 0.0025 (2.3) 0.0053 0.0024 (2.3)

�(1010As) 0.18 0.10 (1.8) 0.23 0.11 (2.1) 0.19 0.10 (1.9)
�(Ne�) � � � 0.14 0.044 (3.3) � � �
�(Yp) � � � � � � 0.0083 0.0027 (3.1)

Table 3: Improvement of CORE relative to PLACNK on measuring cosmological parameters.
1� errors on cosmological parameters. In parenthesis we give the improvement factor in the confidence level
for the corresponding COrE configuration with respect to PLANCK. The second set of columns correspond
to the case of an extra background of relativistic particles Ne� . The third set of columns consider variations
in the primordial 4He fraction abundance, Yp = 4He/(H + 4He).

COrE will provide valuable constraints on the physics of the neutrino decoupling from the photon-
baryon primordial plasma. As it is well known, the standard value of neutrino parameters Neff = 3 should
be increased to Neff = 3.04 due to an additional contribution from a partial heating of neutrinos during
the electron-positron annihilations. This e⇥ect, expected from standard physics, can be tested by the COrE
experiment, albeit at just one standard deviation. However, the presence of nonstandard neutrino-electron
interactions (NSI) may enhance the entropy transfer from electron-positron pairs into neutrinos instead of
photons, up to a value of Neff ⇤ 3.15. This value would be distinguished by COrE from Neff = 3 at ⇤ 3,
shedding new light on NSI models.

COrE will also provide an independent determination of the primordial Helium abundance. Current
astrophysical measurements of primordial Helium converge towards a conservative estimate of Yp = 0.250±
0.003. Table 3 shows that the COrE experiment will reach a precision comparable to current astrophysical
measurements, opening a new window for testing systematics in current primordial helium determinations
and further testing Big Bang Nucleosynthesis.

COrE will also be able to test the adiabaticity of the primordial scalar perturbation by probing for the
presence of isocurvature perturbations of various types. (See for example [186, 187] and references therein.)
This is an important point because although the simplest possibility is that the perturbations were completely
adiabatic, a myriad of models have been proposed that include some degree of isocurvature perturbations
as well and the only way to rule out these models is through better observations [189, 190, 191]. COrE will
improve constraints on isocurvature perturbations to the total CMB power spectrum. Considering a generic
cosmological model with the addition of CDM, neutrino density and neutrino velocity isocurvature modes,
a Fisher forecast of COrE shows an improvement of these constraints by approximately a factor of two over
PLANCK. The most improved constraints will be those on the contribution of the neutrino density and
velocity isocurvatures, which will be more than double that of PLANCK [188].

2.4.2 Reionization history of the Universe

One of the most striking contributions of the WMAP space mission was its measurement of the reionization
optical depth ⇥ of the microwave photons through its characterization of the E mode polarization on very

1When variations in the neutrino e�ective number and the primordial Helium abundance are considered, the constraints on
the remaining parameters are also a�ected; however, the improvement respect to PLANCK is similar.

22

COrE, arXiv:1102.2181

COrE : �Ne� � 0.04
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Origin of dark radiation
• Observations : ΔNeff ~ 1

“Thermal” dark radiation 

“Nonthermal” dark radiation 

The presence of dark radiation ?
What’s the candidate ?

Once they were in thermal equilibrium

They are produced by 
decay of heavy particles
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Recent Model
Thermal relic

Nonthermal relic
Ichikawa, Kawasaki, KN, Senami, F.Takahashi (2007)

Fischler, Meyers, 1011.3501

Kawasaki, Kitajima, KN, 1104.1262

J.Hasenkamp, 1107.4319

Menestrina, Scherrer, 1111.0605

KN, F.Takahashi, Yanagida, 1010.5693

Kobayashi, F.Takahashi, T.Takahashi, Yamaguchi, 1111.1336

de Holanda, Smirnov, 1012.5627

Jaeckel, Redondo, Ringwald, 0804.4157

K.S.Jeong, F.Takahashi, 1201.4816
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“Thermal”dark radiation

• (1) Extremely light (m << 1eV)

• (2) As abundant as neutrino

Condition :

What kind of particles naturally satisfy these conditions?

(1) Some kind of symmetry

(2) Sizable interaction with SM particles

Assumption : It is once in thermal equilibrium
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Td � 10MeV
�

�
1TeV

�4/3

Decoupling temperature 

Effective number of neutrinos �Ne� =
�

10.75
g�(Td)

�4/3

Constraint from 
SN cooling

� � 6TeV G.G.Raffelt (1999)

New cosmological mass limit on thermal relic axions 7

Figure 2. Effective number of thermal degrees of freedom in the early universe during
the post-QCD epoch, assuming the particle content listed in Table 1. Upper panel: g∗.
Lower Panel: g∗S/g∗.

we assume that all particles are in thermal equilibrium at the same temperature, there

will be a difference between g∗ and g∗S because some of the contributing particles are not
massless. In the lower panel of Fig. 2 we show the ratio g∗S/g∗. Since the deviation of g∗
from g∗S is at most a few percent for the conditions of interest, we will henceforth ignore

the difference between the two quantities and always use g∗. Moreover, since axions

themselves contribute only a single degree of freedom we neglect their contribution to

g∗ for simplicity.

3.3. Freeze-out conditions

We now combine our result for the cosmic expansion rate in the post-QCD epoch

with that for the axion absorption rate and determine the freeze-out conditions from

Eq. (6). As an example we show H(T ) and 〈Γa〉T in Fig. 3, assuming a PQ scale of

Le� =
1
�2

(f̄�µf)(�̄�µ�)Assume 4-fermi interaction

�ql � 4� 5TeV

cf. LHC bound

ATLAS, 1112.4462

CMS, 1202.5535

�qq � 4� 5TeV
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SO(10)× U(1)ψ SU(5)× U(1)ψ × U(1)χ
ψ(SM)
10 (1, 1)

Ψ16(1) ψ(SM)
5̄

(1,−3)

ψ(SM)
1 (1, 5) = νR

Ψ10(−2) ψ(10)
5 (−2,−2)

ψ(10)
5̄

(−2, 2)
Ψ1(4) ψ1(4, 0)

φ(16)
10 (1, 1)

Φ16(1) φ(16)
5̄

(1,−3)

φ(16)
1 (1, 5)

Φ10(−2) φ5(−2,−2) ⊃ SM Higgs
φ5̄(−2, 2) ⊃ SM Higgs

Φ1(4) φ1(4, 0) = φX

Table 1: Notation and charge assignments on the fields in the model.

3 An example : E6-inspired GUT

We have seen that a chiral fermion is a suitable candidate for the extra radiation of the

Universe. Now we discuss a possible origin of the new U(1) gauge symmetry and the extra

fermion.

We need an additional gauge symmetry to forbid a bare mass for a chiral fermion, and

the simplest one is a U(1) gauge symmetry. The U(1) symmetry must be spontaneously

broken at TeV scale to produce the right abundance of extra radiation. An important

constraint on such U(1) is that it must be free from the quantum anomaly. One of

the anomaly-free U(1)s is U(1)B−L, which naturally appears in the SO(10) GUT. Actu-

ally, however, the U(1)B−L symmetry should be spontaneously broken at a scale much

higher than the weak scale, in order to explain tiny neutrino masses through the seesaw

mechanism [28]. Then, we need to enlarge the gauge group, and in fact, an additional

anomaly-free U(1) often appears in the breaking pattern of a GUT gauge group with a

higher rank.

Here we consider a gauge group of two additional anomaly-free U(1)’s, SU(5)×U(1)ψ×

U(1)χ, where SU(5) includes the SM gauge groups. This is inspired by the E6 model

of the GUT [29], since it has a symmetry breaking pattern, E6 → SO(10) × U(1)ψ

9

�27

�27

E6

A model
anomaly-free U(1)
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fermion.

We need an additional gauge symmetry to forbid a bare mass for a chiral fermion, and
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mechanism [28]. Then, we need to enlarge the gauge group, and in fact, an additional
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higher rank.

Here we consider a gauge group of two additional anomaly-free U(1)’s, SU(5)×U(1)ψ×

U(1)χ, where SU(5) includes the SM gauge groups. This is inspired by the E6 model

of the GUT [29], since it has a symmetry breaking pattern, E6 → SO(10) × U(1)ψ
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higher rank.
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U(1)χ, where SU(5) includes the SM gauge groups. This is inspired by the E6 model

of the GUT [29], since it has a symmetry breaking pattern, E6 → SO(10) × U(1)ψ
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Extra radiation

SM particles

U(1) Higgs

anomaly-free U(1)

12年3月21日水曜日



Light fermion
L � �X�X��

M

m� � ��X�2

M
� 10�3eV for ��X� � 1TeV

Fermion mass

U(1) boson mass mA = gA�X � 1TeV

has desired properties for extra radiation !�

KN, F.Takahashi, T.T.Yanagida, Phys.Lett.B 697, 275 (2011)

� has weak scale interaction
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Signatures at LHC
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Figure 9: Integrated luminosity needed for a 5⇤ discovery of Z⌅ ⇤ e+e� as a function of the Z⌅ mass. Left:
for various benchmark models with statistical uncertainties only; right: for the Z⌅� with systematic uncertainties
included.

of ±3.6% to ±0.6% from the event selection. This is small as compared to the theoretical uncertainties,
which range from±8.5% to±14%. The effect of these combined uncertainties on the luminosity needed
to discover 1, 2 and 3 TeV Z⌅s is +9

�10%, +14
�10%, +15

�13% (respectively).
The uncertainty in backgrounds other than the Drell-Yan process is another type of uncertainty. How-

ever, given that the Drell-Yan contribution is at the level of about 1% of the signal, any variation of the
level of non-Drell-Yan background, which is more than ten times smaller, is negligible.

The uncertainty in the electron energy resolution is another type of uncertainty. In addition to the
expected uncertainties in the energy resolution as measured in the calorimeter (see section 4), we have
conservatively assumed that there was no increase in precision on the measured dielectron invariant mass
coming from the angle measurement provided by the tracker. In this case, the resolution of invariant
mass increases from about 1% (see section 2.1) to about 1.5%. The effect of these uncertainties on the
luminosity needed for a discovery is +5

�2%, independent of the Z⌅ mass.
The last type of uncertainty which has been considered is the electron energy scale. When varied

within the expected uncertainties, the discovery luminosity varies by +2.5
�0 %, independent of the Z⌅ mass.

Combining all the above systematic uncertainties, the luminosity needed to discover, for example, a
Z⌅� is shown in Fig. 9 (right). It must be noted that the systematic effect coming from the fact that we
do not know a priori the mass of the signal was not taken into account. This is adressed separately in
appendix A.

5.3 Z⌅ ⇤ µµ Using a Parameterized Fit Approach

The dimuon channel represents an important complement to the dielectron channel. Although the reso-
lution is expected to be up to an order of magnitude worse in the kinematic regime of interest, reducible
backgrounds are expected to be considerably lower as discussed in Section 4.1. This feature makes the
dimuon channel competitive, especially with early data where the design background rejection may not
be achieved. In this section we consider two signal models decaying into dimuons - the Z⌅SSM and the Z⌅�
boson.

EXOTICS – DILEPTON RESONANCES AT HIGH MASS

1712

arXiv:0901.0512

5σ discoveryU(1) boson with TeV

Z � search at LHC

Within the reach for

10fb�1int. luminosity of

LHC may be able 
to exclude some 

DR model
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“Nonthermal” 
dark radiation

The condition for dark radiation

It is relativistic before recombination

Its interaction is very weak

same effect on CMB as neutrinos

They do not need to have thermal distribution

They may be produced by decay of heavy 
particles
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Basic idea
Consider the process �� XX

� : scalar field having non-negligible energy
X : light particles with very weak interaction

�Ne� =
43
7

�X

�tot
=

43
7

B��X��

�tot

Neff ~ 1 for �� � �tot at the � decay

X is relativistic until CMB epoch if m� � mX

12年3月21日水曜日



Nonthermal axion
Supersymmetric axion model

Axion
Saxion

Axino

Axion supermultiplet

Saxion has mass of gravitino

Saxion decays into axions

�s =
�

1
64�

m3
s

f2
a

��1

� 1.3� 102sec
�

1GeV
ms

�3 �
fa

1012GeV

�2

s� 2a

(1eV � 100TeV)

s
a ã
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Hadronic axion

Saxion mainly decays into axions s� 2a

DFSZ axion

R = (3��/4�tot)d � 0.2

s� hhSaxion mainly decays into higgs

Br(s� aa) =
1
8

�
ms

µ

�4

�Ne� =
43
7

Br

1�Br

�
10.75
g�(Td)

�1/3

�Ne� =
43
7

R

1�R

�
10.75
g�(Td)

�1/3

If the saxion dominates the universe,

Kawasaki, Kitajima, KN, 1104.1262; K.S.Jeong, F.Takahashi, 1201.4816

Ichikawa, Kawasaki, KN, Senami, F.Takahashi (2007)
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Isocurvature perturbation
in dark radiation

• Can we distinguish nonthermal scenario 
from thermal scenario?

• If the decaying scalar has isocurvature 
fluctuation, dark radiation also does.

• This “dark radiation isocurvature mode” 
may be useful to prove the scenario.

Kawasaki, Miyamoto, KN, Sekiguchi,1107.4962
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Isocurvature mode

radiation

dark rad

x

�(x)
radiation

dark rad

x

�(x)

Adiabatic fluctuation Isocurvature fluctuation
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Setup

� : inflaton
� : curvaton like scalar

X : dark radiation
r : radiation

�

t

�

�
r, X

r, X

� a�3

� a�4

Inflaton + light scalar

�

�

r

X

r�

1� r�

1� r�

r� r

X

decay pattern
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Setup
epoch component energy transfer

H < Γe± X, ν, γ (DR = X + ν)
Γe± < H < Γν X, ν, re (DR = X + ν) e± → γ
Γν < H < Γσ X, r r → ν + re

Γσ < H < Γφ X(φ), r(φ), σ σ → X(σ) + r(σ)

Γφ < H φ, σ φ → X(φ) + r(φ)

Table 1: Energy component of the Universe at each epoch except for CDM and baryon.
Here Γφ(Γσ) is the decay rate of the inflaton (curvaton), and Γν denotes the neutrino
interaction rate at the neutrino freezeout. Γe± denotes the Hubble parameter at the e±

annihilation. Here re denotes the plasma consisting of γ and e±.

where we have defined

R ≡ 3Rσ

4 − Rσ
↔ Rσ =

4R

3 + R
. (26)

Note that ζX and ζr are conserved quantities on the over horizon scale [31]. In general,
the curvature perturbation ζ is not conserved in the presence of non-adiabatic pressure.
In the present case, both X and r behave as radiation, and hence one may consider that
ζ is conserved on sufficiently large scales. More precisely, however, the radiation energy
density ρr does not scale as a(t)−4 because of the changes in the relativistic degrees of
freedom g∗. Therefore, ζ is not conserved even after the curvaton decay. The changes in
ζ at the changes in g∗ depends on the fraction in which the X dominates the Universe.

2.2.2 At the neutrino freezeout

Next let us take the uniform density slice at the freezeout of neutrinos H = Γν (T ∼
1MeV).On this slice we have the following relations

(1 − cν)ρr('x) = ργ('x), (27)

cνρr('x) = ρν('x), (28)

ρr('x) + ρX('x) = ρtot('x)(= ρ̄tot), (29)

where cν is the energy fraction of neutrinos. For the standard three neutrino species, it
is given by

cν =
ρν

ρr
=

21

43
at neutrino freezeout. (30)

Here the symbol γ should be interpreted as a thermal plasma consisting of photons elec-
trons and positrons. The curvature perturbations of each component is related to its
background value as

ρν('x) = ρ̄νe
4(ζν−ζ̃), (31)

ργ('x) = ρ̄γe
4(ζγ−ζ̃), (32)

6

� : inflaton � : curvaton like scalar
�� : neutrino freezeout �e± : e± annihilation
�� : inflaton decay rate �� : curvaton decay rate

X : dark radiation

time
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Uncorrelated cases

r�

R�

� = �� Br(�� X) = 0Inflaton

favored region

excluded 
region

WMAP
+

ACT

Br(� � X) = 1� r�

� =
����
SDR

�

���� .
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Anti-correlated case

R�

r�

Br(� � X) = 0� = ��Curvaton

excluded 
regionWMAP

+
ACT

Br(�� X) = 1� r�

� =
����
SDR

�

���� .
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Constraint
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Figure 4: 68 % and 95 % CL constraints in Ne�-� plane from the CMB (red solid) and
ALL (green dashed) datasets. From top to bottom, shown are the constraints for the
uncorrelated (⇥ = 0), totally correlated (⇥ = 1) and totally anti-correlated (⇥ = �1)
cases. Note that the scales are not same among three panels.
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Non-Gaussianity
1202.4890E.Kawakami, M.Kawasaki, K.Miyamoto, KN, T.Sekiguchi
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Figure 4: 2d marginalized constraints on the non-Gaussianity parameters f (a)
NL expected

for Planck (solid red) and CVL (dashed green) surveys. Nν is fixed to 4. Inner and outer
contours correspond to constraints at 1 and 2 σ levels.
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Red : Planck

Green : CVL
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· · ·
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Summary on DR

• There are increasing evidence for the 
existence of dark radiation (DR).

• “Thermal” DR may be related to TeV-scale 
physics. It may be tested/excluded by LHC.

• “Nonthermal” DR models also exist.         
A good example is SUSY axion model.

• DR is adiabatic. Isocuvature component is 
small. Some constraint on DR production.
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Dark matter
direct detection
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Typical recoil energy

v � 10�3c

“DM wind”

E �
m2

�mN

(m� + mN )2
v2 � O(10)keV

�� � 0.3 GeV/cm3

図 1 暗黒物質直接検出実験の概念図。黒丸が暗黒物質粒子を、青丸が
検出器中の原子核を表す。mχ, mN はそれぞれ暗黒物質、原子核の質量、
vχ は暗黒物質の入射速度、ER は原子核の反跳エネルギー。

限されてしまう。

L = fq q̄qχ̄χ + aq(q̄γµγ5q)(χ̄γµγ5χ). (6)

ここで、γ はディラックのガンマ行列、場の量子論の言葉
で qはクォーク場、χは暗黒物質場を表す。簡単のため、暗
黒物質がマヨラナフェルミオンであることを仮定した3。暗
黒物質の模型に依存する情報は係数の fq, aq の中だけに押
し込められており、一般的な解析をする上で便利な表式と
なっている。ラグランジアンに馴染みのない読者は、単に
暗黒物質と通常の物質間の相互作用の大きさを fq, aq とい
う量によってパラメータ化したものと思って貰えればよい。
さて、式 (6)はクォークレベルでの相互作用であり、実

際には原子核との相互作用に興味がある。ここで第１項と
第２項の相違が重要になる。実は式 (6)を原子核との実効
的な相互作用に換算すると、第１項のクォーク部分は原子
核中の核子数を、第２項は原子核のスピンを表す演算子に
対応している。そこで第１項をスピン非依存項、第２項を
スピン依存項、と呼称する。
ここではスピン非依存部分に着目する。この相互作用か

ら、スピン非依存な暗黒物質・原子核散乱断面積は以下の
式で与えられる。

σχN =
4
π

µ2
χN (npfp + nnfn)2. (7)

ここで µχN = mχmN/(mχ + mN )は換算質量、npは標的
原子核中の陽子の個数（原子番号）、nn は中性子の個数で
ある。fp は次式で与えられる。

fp =
∑

q=u,d,s

fq

mq
mpf

p
Tq

+
2
27

fTG

∑

q=c,b,t

fq

mq
mp. (8)

3ディラックフェルミオンの場合は、(q̄γµq)(χ̄γµχ) に比例する項が一
般に存在し、スピン非依存散乱断面積に大きく寄与する場合がある。

ここでmq は各クォークの質量、mpは陽子の質量、fp
Tq
は

陽子中に qという種類のクォークが占める割合を表す。ス
トレンジの割合に関しては若干曖昧な部分があり、核子と
の散乱断面積計算の不定性の要因となっている4。fTG =
1−

∑
u,d,s fp

Tq
である。fnも同様に計算される。結局、(6)

式の係数 fq によって暗黒物質・原子核散乱断面積が決定さ
れることになる。これで断面積が与えられると、式 (4)か
ら検出器でのイベント数を見積もることが出来る。
後に見るように、実験で使用される標的原子核は多様で

あり、各実験結果の間の比較のため暗黒物質・陽子散乱断
面積 (σχp と書く) に換算されることが多い。スピン非依
存散乱断面積に関しては、fp ∼ fn とすると、式 (7)から
σχN = (µχN/µχp)2σχpA2 のように、標的原子核の質量数
A(= np +nn)の２乗に比例して増大することが分かる。一
方、スピン依存部分に関しては基本的に原子核の大きさと
は無関係であり、質量数の大きな原子核に対しては、相対
的にスピン非依存項の効果が際立ってくる。

4. 直接検出実験の現状
それでは、代表的な直接検出実験に関して、最近の結果

を紹介しよう。世界中には数多の実験があり、それらを網
羅することは出来ない。ここでは、その中でも比較的耳目
を集めているもの、顕著な成果を挙げているものを列挙し
たつもりであるが、筆者の偏見が介在している可能性があ
ることを注意しておく。

4.1. DAMA実験
イタリアのGran Sassoで進行中のDAMA実験では、原

子核反跳によるシンチレーション光の信号を捉える。標的
としてはヨウ化ナトリウム (NaI)を利用している。この実
験は、これから紹介する他の実験とは異なり、シンチレー
ション信号の季節変動を探している点で特徴的である。
ここで季節変動について説明しておこう。地球は一年周

期で太陽の周囲を公転しており、更に太陽系は銀河中心の
周りを公転している。従って、例えば１月と７月では地球
に入射する暗黒物質のフラックスに差異がある。一方、暗
黒物質以外の原因による背景事象は、実験装置が注意深く
制御されていれば、季節変動の影響を受けないはずである。
DAMA実験では、膨大な背景事象の中から季節変動成分を
抽出するという作業を行ない、暗黒物質起源であると同定
する（図 2参照）。1.17 ton-yearに上るデータ解析の結果、
DAMA実験は 8.9σの信頼度で以て、暗黒物質由来の季節
変動成分の検出に成功したことを報告している6)。これが

4但し、格子ゲージ理論における計算が進んでおり、改善がなされてい
る。これに関しては過去の記事を参照されたい5)。

解説 暗黒物質直接検出の現状と展望 3

Direct detection

的に生成する。衝突エネルギーが暗黒物質の質量より大き
ければ、原理的には生成可能である。実際に暗黒物質が生
成される過程は模型に依存し、途中で色々な副産物を生成
しながら、最終的には暗黒物質粒子は検出器を通り抜ける。
このとき、暗黒物質は大きなエネルギーを持ち去るので、
見えないエネルギー（Missing energy）として検出される
ことになる。LHC実験が稼動中であり、暗黒物質を含めた
新たな物理の発見に期待が高まっている。2) （２）間接検出
実験：銀河に蓄積した暗黒物質同士が時折対消滅し、ガン
マ線や電子・陽電子、ニュートリノといった高エネルギー粒
子を生成する。この粒子は宇宙線として地球に到達するの
で、暗黒物質起源の宇宙線特有のシグナルを観測しようと
いう試みである。特に電子・陽電子において、最近興味深
い観測結果が報告されているが、3) これに関しては最近の解
説記事を参照されたい。4) （３）直接検出実験：暗黒物質に
よる原子核の反跳を捉える方法。本節で詳述する。いずれ
の手法も暗黒物質の典型的な予言に肉薄してきており、関
連分野の理論・実験共に非常に活気づいている。
さて、まずは暗黒物質がどの程度、身の回りに潜伏して

いるか、その感覚を掴んでおこう。銀河の回転曲線等の天
文学的な観測事実からは、太陽系近辺での平均的な暗黒物
質の質量密度は凡そ ρχ ! 0.3GeV/cm3 であると推定され
ている。100GeV程度の質量の暗黒物質を仮定すると、１
リットル中に暗黒物質粒子が１個程度存在している見積も
りである。これら暗黒物質粒子は、銀河形成の際に重力に
より十分緩和された結果、vχ ! 220km/s程度の速度分散
を持ったマクスウェル分布に従っている。従って、単位面積
辺りの暗黒物質フラックスは 105cm−2s−1 程度となる。普
段気付くことはないが、地球ではこうした暗黒物質の風が
常時吹き荒んでいるのである。そこで、検出器としての任
意の標的を用意すると、そこには暗黒物質粒子が上記の流
量で入射し、低い確率ではあるが、標的中の原子核と散乱
反応をすることがある。原子核と暗黒物質の散乱断面積を
σχN と書くと、単位時間辺り、検出器の単位重量辺りの散
乱反応の数 Rは、R = σχNρχvχ/(mχmN )で計算される。
具体的には

R ! 3× 10−4/day/kg
( σχN

10−40cm2

) (
100GeV

mχ

)(
1GeV
mN

)

(4)
と見積もられる。ここでmχ,mN はそれぞれ暗黒物質、標
的原子核の質量を表す。これに検出器の実効的な重さと観
測時間を乗じたものが、期待されるシグナルイベント数と
なる。逆に一定の重量の検出器で一定期間内にイベントが
発見されなければ、暗黒物質の質量および原子核との散乱
断面積に対する制限となる（図 3）2。

2実際には、検出器によって検出可能な反跳エネルギー（式 (5)）に対
する下限がある。暗黒物質の質量が小さい場合には反跳エネルギーも小さ

ここでのシグナルイベントとは、暗黒物質との散乱過程
において、反跳した原子核が発する信号のことである。こ
の反跳原子核の信号を捕捉するのが、直接検出実験の基本
的なアイデアである。反跳エネルギーは以下の式で計算さ
れる。

ER =
mχmN

(mχ + mN )2
mχv2

χ(1 − cos θ). (5)

ここで vχは暗黒物質の速度、θは重心系での散乱角度を表
す。例えば mχ = mN = 100GeV とすると、反跳エネル
ギーは 10keV程度となる。散乱過程におけるエネルギーの
移流は質量に比べて小さく、基本的には原子核中の陽子・
中性子との個別の散乱というよりは、暗黒物質粒子と原子
核全体との散乱と見做せる。
原子核の反跳エネルギーは、主に以下の３つの方法で検

出される。（a）電離信号：反跳された原子核は、周囲の原子
を電離しながらエネルギーを損失する。このときの電離電
子を捕らえる。（b）シンチレーション光：反跳原子核が、周
囲の原子を励起させる。励起状態の電子がよりエネルギー
の低い準位に落ち込む際、特徴的な光を発する。これを捕
らえる。（c）フォノン：反跳エネルギーによる検出器から
のフォノンをセンサーの温度上昇で捕らえる。概念図を図
1に記した。
背景事象としては、検出器や周囲の物質中の放射性同位

体による電子や中性子の反跳事象があり、こうした事象か
ら暗黒物質起源の信号を選別することが、実験を成功裏に
遂行する上での鍵となる。実際にどのような物質を用いて、
どの信号に着目するかの判断は実験家の領分だが、多くの
場合は（a）～（c）のうち１つ若しくは２つを組み合わせ
て利用している。現在進行中の実験と最近の結果について
は次節で紹介する。

3.2. 暗黒物質・核子相互作用
このように、直接検出実験では暗黒物質による核子の反

跳事象を探索している。そうした反応が誘起されるには当
然、暗黒物質・核子間の相互作用が必要になる。しかし、相
互作用の型や大きさは暗黒物質の模型に依存する。もう少
し具体的には、素粒子レベルでの暗黒物質とクォークとの
相互作用を規定するラグランジアンを定義せずには、暗黒
物質と原子核との散乱断面積を予言することは出来ない。
巷には無数の暗黒物質模型が横行しており、それに応じて
ラグランジアンも様々である。しかし暗黒物質・核子散乱
過程を記述するのに必要な低エネルギーでの相互作用に関
する限り、実効的なラグランジアンは以下の簡便な形に制

くなり（式 (5) 参照）、検出効率が落ちる。このため、暗黒物質が軽い場
合には散乱断面積に対する制限が弱くなる（図 3 参照）。式 (4) はこの効
果を考慮していない大雑把な見積もりである。
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Low-BG analysis

Annual modulation analysis

Event discrimination by combining two signals

CDMS : Ionization + Phonon
XENON : Ionization + Scintillation

正しければ、比較的軽い質量 (mχ ∼ 10GeV)の暗黒物質が
要求される。
また、米国 Soudan鉱山のCoGeNT実験でも、同様の軽

い暗黒物質に対応するシグナルが報告された7)。これらの
結果により、質量 10GeV程度の軽い暗黒物質の存在が囁か
れた。多くの研究者が俄に色めき立ったが、これから紹介
する実験との整合性が問題として残っている。

図 2 DAMA 実験での季節変動信号検出の概念図。暗黒物質起源のイベ
ントは季節変動を示す（赤色部分）。

4.2. CDMS実験
米国 Soudan鉱山では CDMS (Cryogenic Dark Matter

Search)実験が成果を挙げている。標的はゲルマニウム (Ge)
で、イオン化とフォノン信号の合わせ技で暗黒物質起源事
象の選別を行なう。DAMA 実験とは異なり、この選別に
より背景事象を実質的にゼロにまで落とすことが出来る。
何度かアップグレードを繰り返しており、暗黒物質・核子
散乱への制限としては世界最高の数字を叩き出してきた。
612kg-dayのデータによる最新の解析では信号領域に２イ
ベントが残ったが、背景事象の期待値が 0.8イベントで、有
意な検出であるとは結論されていない8)。いずれにしても
CDMS実験は暗黒物質に対して厳しい制限を課しており、
DAMA実験の結果を説明するほとんどのパラメータ領域を
排除している。フランスのEDELWEISS実験でも類似の手
法で探索が行なわれており、CDMSに匹敵する制限を付け
ている9)。

4.3. XENON実験
現在、直接検出実験の中で世界最高の感度を達成している

のが、Gran SassoのXENON実験である10)。標的は液体キ
セノン (Xe)で、イオン化とシンチレーションの組み合わせ
で暗黒物質の信号を探索している。10kg標的のXENON10
から 100kgのXENON100へのアップグレードの結果、最も
感度のよい質量領域では、100日間のデータにより、CDMS

実験名称 方法 標的
DAMA シンチレーション NaI
CoGeNT 電離 Ge
CDMS フォノン、電離 Ge
EDELWEISS フォノン、電離 Ge
XENON シンチレーション、電離 Xe
XMASS シンチレーション Xe

表 1: 暗黒物質直接実験での検出手法及びターゲット核種のまとめ。

と比較して一桁程度の強い制限に至った11)。原稿執筆時点
では、直接検出実験の中では頭一つ抜けている様子である。
図 3に XENON100を始めとする実験におけるスピン非

依存暗黒物質・核子散乱断面積に対する上限を示す。前述
のように、実験により使用する標的原子核は異なるが、比
較のため陽子との散乱断面積 (σχp)に換算してある。これ
により、DAMAや CoGeNT実験の結果を再現する軽い質
量領域がほぼ棄却され、冷や水を浴びせる恰好となってい
る。また、例えばニュートラリーノ暗黒物質（後述）で予
言される現実的なパラメータ領域の一部が、棄却され始め
た。換言すると、いつ暗黒物質が発見されても不思議では
ないレベルにまで実験の感度が到達したということである。
暗黒物質の正体が白日の下に晒される日はそう遠くないの
かもしれない。

4.4. XMASS実験
最後に、日本の計画について紹介しておこう。東京大学

宇宙線研究所の XMASS実験（神岡鉱山）では、800kgの
液体キセノンを標的として使用する。シンチレーション光
を利用するが、背景事象を除外するために自己遮蔽と呼ば
れる技術を駆使する点で、独特である。XENON100と並
ぶ世界最高の感度が予定されており、成果に期待したい。

5. 太陽からの高エネルギーニュートリノ観測
ここでやや脇道に逸れるが、第３節の分類に追従すれば

間接検出の枠に収まるものの、暗黒物質・核子散乱過程に
感度のある実験として、直接検出と相補的な役割を果たす
ニュートリノ観測について紹介しておこう。暗黒物質が太
陽系近辺に密度約 0.3GeV/cm3で分布していることは既に
説明した通りである。この暗黒物質粒子が度々太陽を貫通
することは想像に難くないであろう。実際、暗黒物質と核
子との散乱断面積は小さいので、殆どの暗黒物質粒子は灼
熱の中を素通りする。しかし中には、太陽を構成している
核子（大部分は水素）との散乱によってエネルギーを損失
し、脱出速度以下まで運動量が落ちた結果、太陽に重力的
に束縛されてしまう粒子も存在する。このような過程を通
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FIG. 3: Low-energy spectrum after all cuts, prior to efficiency
corrections. Arrows indicate expected energies for all viable
cosmogenic peaks (see text). Inset: Expanded threshold re-
gion, showing the 65Zn and 68Ge L-shell EC peaks. Over-
lapped on the spectrum are the sigmoids for triggering ef-
ficiency (dotted), trigger + microphonic PSD cuts (dashed)
and trigger + PSD + rise time cuts (solid), obtained via high-
statistics electronic pulser calibrations. Also shown are ref-
erence signals (exponentials) from 7 GeV/c2 and 10 GeV/c2

WIMPs with spin-independent coupling σSI = 10−4pb.

Fig. 3 displays Soudan spectra following the rise time
cut, which generates a factor 2-3 reduction in background
(Fig. 2). Modest PSD cuts applied against microphonics
are as described in [1]. This residual spectrum is domi-
nated by events in the bulk of the crystal, like those from
neutron scattering, cosmogenic activation, or dark mat-
ter particle interactions. Several cosmogenic peaks are
noticed, many for the first time. All cosmogenic prod-
ucts capable of producing a monochromatic signature are
indicated. Observable activities are incipient for all.

We employ methods identical to those in [1] to ob-
tain Weakly Interacting Massive Particle (WIMP) and
Axion-Like Particle (ALP) dark matter limits from these
spectra. The energy region employed to extract WIMP
limits is 0.4-3.2 keVee (from threshold to full range of
the highest-gain digitization channel). A correction is
applied to compensate for signal acceptance loss from
cumulative data cuts (solid sigmoid in Fig. 3, inset).
In addition to a calculated response function for each
WIMP mass [1], we adopt a free exponential plus a
constant as a background model to fit the data, with
two Gaussians to account for 65Zn and 68Ge L-shell
EC. The energy resolution is as in [1], with parameters
σn=69.4 eV and F=0.29. The assumption of an irre-
ducible monotonically-decreasing background is justified,
given the mentioned possibility of a minor contamination
from residual surface events and the rising concentration

FIG. 4: Top panel: 90% C.L. WIMP exclusion limits from
CoGeNT overlaid on Fig. 1 from [6]: green shaded patches
denote the phase space favoring the DAMA/LIBRA annual
modulation (the dashed contour includes ion channeling).
Their exact position has been subject to revisions [7]. The
violet band is the region supporting the two CDMS candi-
date events. The scatter plot and the blue hatched region
represent the supersymmetric models in [8] and their uncer-
tainties, respectively. Models including WIMPs with mχ ∼7-
11 GeV/cm2 provide a good fit to CoGeNT data (red contour,
see text). The relevance of XENON10 constraints in this low-
mass region has been questioned [14]. Bottom panel: Limits
on axio-electric coupling gaēe for pseudoscalars of mass ma

composing a dark isothermal galactic halo (see text).

towards threshold that rejected events exhibit. A sec-
ond source of possibly unaccounted for low-energy back-
ground are the L-shell EC activities from observed cos-
mogenics lighter than 65Zn. These are expected to con-
tribute < 15% of the counting rate in the 0.5-0.9 keVee
region (their L-shell/K-shell EC ratio is ∼ 1/8 [5]). A
third possibility, quantitatively discussed below, consists
of recoils from unvetoed muon-induced neutrons.

Fig. 4 (top) displays the extracted sensitivity in spin-
independent coupling (σSI) vs. WIMP mass (mχ). For
mχ in the range ∼7-11 GeV/c2 the WIMP contribu-
tion to the model acquires a finite value with a 90%
confidence interval incompatible with zero. The bound-
aries of this interval define the red contour in Fig. 4.
However, the null hypothesis (no WIMP component in
the model) fits the data with a similar reduced chi-
square χ2/dof =20.4/20 (for example, the best fit for
mχ = 9 GeV/c2 provides χ2/dof =20.1/18 at σSI =
6.7 × 10−41cm2). It has been recently emphasized [6]
that light WIMP models [1, 8, 9] provide a common ex-

(2) CoGeNT @ Soudan
Ge
Ionization

3

FIG. 3: Low-energy spectrum after all cuts, prior to efficiency
corrections. Arrows indicate expected energies for all viable
cosmogenic peaks (see text). Inset: Expanded threshold re-
gion, showing the 65Zn and 68Ge L-shell EC peaks. Over-
lapped on the spectrum are the sigmoids for triggering ef-
ficiency (dotted), trigger + microphonic PSD cuts (dashed)
and trigger + PSD + rise time cuts (solid), obtained via high-
statistics electronic pulser calibrations. Also shown are ref-
erence signals (exponentials) from 7 GeV/c2 and 10 GeV/c2

WIMPs with spin-independent coupling σSI = 10−4pb.

Fig. 3 displays Soudan spectra following the rise time
cut, which generates a factor 2-3 reduction in background
(Fig. 2). Modest PSD cuts applied against microphonics
are as described in [1]. This residual spectrum is domi-
nated by events in the bulk of the crystal, like those from
neutron scattering, cosmogenic activation, or dark mat-
ter particle interactions. Several cosmogenic peaks are
noticed, many for the first time. All cosmogenic prod-
ucts capable of producing a monochromatic signature are
indicated. Observable activities are incipient for all.

We employ methods identical to those in [1] to ob-
tain Weakly Interacting Massive Particle (WIMP) and
Axion-Like Particle (ALP) dark matter limits from these
spectra. The energy region employed to extract WIMP
limits is 0.4-3.2 keVee (from threshold to full range of
the highest-gain digitization channel). A correction is
applied to compensate for signal acceptance loss from
cumulative data cuts (solid sigmoid in Fig. 3, inset).
In addition to a calculated response function for each
WIMP mass [1], we adopt a free exponential plus a
constant as a background model to fit the data, with
two Gaussians to account for 65Zn and 68Ge L-shell
EC. The energy resolution is as in [1], with parameters
σn=69.4 eV and F=0.29. The assumption of an irre-
ducible monotonically-decreasing background is justified,
given the mentioned possibility of a minor contamination
from residual surface events and the rising concentration

FIG. 4: Top panel: 90% C.L. WIMP exclusion limits from
CoGeNT overlaid on Fig. 1 from [6]: green shaded patches
denote the phase space favoring the DAMA/LIBRA annual
modulation (the dashed contour includes ion channeling).
Their exact position has been subject to revisions [7]. The
violet band is the region supporting the two CDMS candi-
date events. The scatter plot and the blue hatched region
represent the supersymmetric models in [8] and their uncer-
tainties, respectively. Models including WIMPs with mχ ∼7-
11 GeV/cm2 provide a good fit to CoGeNT data (red contour,
see text). The relevance of XENON10 constraints in this low-
mass region has been questioned [14]. Bottom panel: Limits
on axio-electric coupling gaēe for pseudoscalars of mass ma

composing a dark isothermal galactic halo (see text).

towards threshold that rejected events exhibit. A sec-
ond source of possibly unaccounted for low-energy back-
ground are the L-shell EC activities from observed cos-
mogenics lighter than 65Zn. These are expected to con-
tribute < 15% of the counting rate in the 0.5-0.9 keVee
region (their L-shell/K-shell EC ratio is ∼ 1/8 [5]). A
third possibility, quantitatively discussed below, consists
of recoils from unvetoed muon-induced neutrons.

Fig. 4 (top) displays the extracted sensitivity in spin-
independent coupling (σSI) vs. WIMP mass (mχ). For
mχ in the range ∼7-11 GeV/c2 the WIMP contribu-
tion to the model acquires a finite value with a 90%
confidence interval incompatible with zero. The bound-
aries of this interval define the red contour in Fig. 4.
However, the null hypothesis (no WIMP component in
the model) fits the data with a similar reduced chi-
square χ2/dof =20.4/20 (for example, the best fit for
mχ = 9 GeV/c2 provides χ2/dof =20.1/18 at σSI =
6.7 × 10−41cm2). It has been recently emphasized [6]
that light WIMP models [1, 8, 9] provide a common ex-

CoGeNT,1002.4703

Excess caused by DM?

DAMA & CoGeNT
suggest light DM?

(m~10GeV)
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FIG. 1: Time-binned data in various energy ranges. Specifically (left) [0.5–1.5] keVee, (right) [1.5–

3.1] keVee. Overlaid are the best-fit to the modulation, as derived using the binned analysis, with

free phase (solid red curve) and peak set at 152 days (dashed blue). The best-fit points correspond to

A0 = 7.4 (7.5) events/day/kg/keVee, A1 = 0.14 (0.09) and t0 = 107 (152) days, for the phase free (t0 = 152

days) for the lower bin and A0 = 2.7 (2.7) events/day/kg/keVee, A1 = 0.18 (0.14) and t0 = 116 (152) days

for the higher.

A simple algorithm is used to merge any bin that contains fewer than ten events with the next

highest bin.3 This procedure is repeated until no bin has fewer than ten events. In addition,

the centers of the bins are shifted to take into account any deadtime in the experiment. Finally,

the bin contents are e⇤ciency-adjusted, the L-shell background in every bin is subtracted o�, and

the contents of the bin are converted to units of events/day/keVee. The error is based on the

total (pre-subtraction) bin contents. This error is important for determining the weighting factors

Wi. The power observed in the frequency ⇥0 = 2�/year can be converted to a significance for an

oscillating signal. The probability of observing power P at any particular frequency in data that

do not contain an oscillating signal is e�P , whereas the probability for observing power P at any

frequency (including the appropriate trial factor) is approximately 1� (1� e�P )N , where N is the

number of time bins [28].

III. A STUDY OF MODULATION

The central goal of this work is to understand the properties of a potential modulation in the

CoGeNT data. Therefore, we begin by applying the statistical techniques presented above to

analyze the properties of the modulation, without any assumptions of its origin. We reproduce the

results in [2], where a time-binned analysis is done in the energy ranges 0.5–0.9 keVee and 0.5–

3 If the last bin has fewer than ten events, it is merged with the penultimate bin.

CoGeNT modulation analysis CoGeNT, 1107.0717

Evidence of annual modulation
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FIG. 11: Preferred regions and exclusion limits at 90% and 3� confidence level in the m�–� plane for spin-

independent dark matter–nucleon scattering assuming a standard Maxwell-Boltzmann halo with escape

velocity vesc = 550 km/s and velocity dispersion v0 = 220 km/s. Filled red (dark gray in B/W) contours are

obtained from an unbinned maximum likelihood fit to the CoGeNT data, using both the energy and timing

information for each event. (A fit using only energy information gives practically identical results.) The

unfilled red (gray) contours are from a binned ⇥2 analysis, using only the timing information and leaving the

energy spectrum completely unconstrained (light red/light gray contours), or requiring the predicted energy

spectrum to remain below the observed one (dark red/dark gray exlcusion limits). The orange (light gray)

region shows the masses and cross sections preferred by DAMA [7] if the quenching factors are assigned

a 10% uncertainty [30, 34, 35], and the blue and green contours indicate the 90% exclusion limits from

CDMS [16] and XENON100 [10], respectively.

B. Varying the Halo Parameters

Next, we explore whether the CoGeNT data are compatible with a general class of equilib-

rium velocity distributions that extend beyond Maxwell-Boltzmann. In particular, we consider

distributions of the form

f(v) ⇥ (e�v2/v20 � e�v2esc/v
2
0 )k �(vesc � v) , (7)

where k is a power-law index, vesc is the escape velocity, and v0 is the dispersion. Note that k = 1

is just the Maxwell-Boltzmann-like halo. This velocity distribution models the behavior of double
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 (3) CRESST @ Gran Sasso

CaWO4
Scintillation + Phonon

67 events observed in signal regionCRESST,  1109.0702

~730 kg day6 G. Angloher et al.: Results from 730 kg days of the CRESST-II Dark Matter Search

Fig. 6. (Color online) The data of one detector module (Ch20),
shown in the light yield vs. recoil energy plane. The large num-
ber of events in the band around a light yield of 1 is due to
electron and gamma background events. The shaded areas in-
dicate the bands, where alpha (yellow), oxygen (violet), and
tungsten (gray) recoil events are expected. Additionally high-
lighted are the acceptance region used in this work (orange),
the reference region in the �-band (blue), as well as the events
observed in these two regions. See text for discussion.

most of its energy in the clamp before reaching the target
crystal, it can appear at low energy. The rate of such
�-events di�ers by some factor of two among the detector
modules (see Section 4.2).

Secondly, Fig. 6 shows a characteristic event popula-
tion in and below the tungsten band around 100 keV. This
is present in all detector modules, albeit the number of
events varies. This population can be attributed to the
lead nuclei from 210Po �-decays on the holding clamps
(see Section 2.4). The distribution of these events exhibits
a low-energy tail, with decreasing density towards lower
energies. In spite of this decrease, there are detector mod-
ules (the ones with a high population of such lead events)
in which the tail visibly reaches down to energies as low
as a few tens of keV.

Finally, low energy events are present in the oxygen,
(calcium,) and tungsten bands at energies up to a few tens
of keV, i.e. in the region of interest for the WIMP search.
These events will be the main focus of our discussion in
the following. We start by defining the acceptance region
on which the discussion will be based.

3.3 Acceptance Region

Depending on the mass of a possible WIMP, any of the
nuclei in CaWO4 can be a relevant target for WIMP scat-
tering as discussed above. We therefore choose our accep-
tance region such that it includes all three kinds of nu-
clear recoils: it is located between the upper boundary of
the oxygen band and the lower boundary of the tungsten
band. This selection automatically includes the calcium
band.

module Emin
acc [keV] acc. events

Ch05 12.3 11

Ch20 12.9 6

Ch29 12.1 17

Ch33 15.0 6

Ch43 15.5 9

Ch45 16.2 4

Ch47 19.0 5

Ch51 10.2 9

total - 67

Table 1. Lower energy limits Emin
acc of the acceptance regions

and the number of observed events in the acceptance region of
each detector module.

We restrict the accepted recoil energies to below
40 keV, since as a result of the incoming WIMP veloc-
ities and nuclear form factors, no significant WIMP signal
is expected at higher energies. On the other hand, to-
wards low energies the finite detector resolution leads to
an increasing leakage of e/⇥-events into the nuclear recoil
bands. We limit this background by imposing a lower
energy bound Emin

acc in each detector module, chosen such
that the expected e/⇥-leakage into the acceptance region
of this module is one event in the whole data set. Due to
the di�erent resolutions and levels of e/⇥-background in
the crystals, each module is characterized by an individ-
ual value of Emin

acc . Table 1 lists the values of Emin
acc for all

modules.
An example of the resulting acceptance region is shown

(orange) in Fig. 6 and the events observed therein are
highlighted. In the sum over all eight detector modules,
we then find 67 accepted events, the origin of which we
will discuss in the following. Table 1 shows the distribu-
tion of these events among the di�erent detector modules.
Since Emin

acc as well as the width of the bands are module-
dependent, di�erent modules have di�erent sized accep-
tance regions and thus di�erent expectations with respect
to background and signal contributions.

3.4 Backgrounds in the Acceptance Region

With the above choice of the acceptance region, four
sources of background events can be identified:

1. leakage of e/⇥-events at low energies,
2. �-events due to overlap with the �-band,
3. neutron scatterings which mainly induce oxygen recoils

in the energy range of interest, and
4. lead recoils from �-decays at the surface of the clamps,

degraded to low energy.

In the following, we estimate the contribution of each of
these backgrounds and finally investigate a possible excess
above this expectation. When present, such an excess may
be the result of WIMP scatterings in our detectors, or of
course an unsuspected background.
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Fig. 12. (Color online) Light yield distribution of the accepted
events, together with the expected contributions of the back-
grounds and the possible signal. The solid and dashed lines
correspond to the parameter values in M1 and M2, respec-
tively.

6.2 Significance of a Signal

As described in Section 5.1, the likelihood function can be
used to infer whether our observation can be statistically
explained by the assumed backgrounds alone. To this end,
we employ the likelihood ratio test. The result of this test
naturally depends on the best fit point in parameter space,
and we thus perform the test for both likelihood maxima
discussed above. The resulting statistical significances, at
which we can reject the background-only hypothesis, are

for M1: 4.7⇥
for M2: 4.2⇥.

In the light of this result it seems unlikely that the
backgrounds which have been considered can explain the
data, and an additional source of events is indicated.
Dark Matter particles, in the form of coherently scatter-
ing WIMPs, would be a source with suitable properties.
We note, however, that the background contributions are
still relatively large. A reduction of the overall background
level will reduce remaining uncertainties in modeling these
backgrounds and is planned for the next run of CRESST
(see Section 7).

6.3 WIMP Parameter Space

In spite of this uncertainty, it is interesting to study the
WIMP parameter space which would be compatible with
our observations. Fig. 13 shows the location of the two
likelihood maxima in the (m�,⇥WN)-plane, together with
the 1⇥ and 2⇥ confidence regions derived as described in
Section 5.1. The contours have been calculated with re-
spect to the global likelihood maximum M1. We note that
the parameters compatible with our observation are con-
sistent with the CRESST exclusion limit obtained in an
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Fig. 13. The WIMP parameter space compatible with the
CRESST results discussed here, using the background model
described in the text, together with the exclusion limits from
CDMS-II [12], XENON100 [13], and EDELWEISS-II [14], as
well as the CRESST limit obtained in an earlier run [1]. Ad-
ditionally, we show the 90% confidence regions favored by Co-
GeNT [15] and DAMA/LIBRA [16] (without and with ion
channeling). The CRESST contours have been calculated with
respect to the global likelihood maximum M1.

earlier run [1], but in considerable tension with the limits
published by the CDMS-II [12] and XENON100 [13] ex-
periments. The parameter regions compatible with the ob-
servation of DAMA/LIBRA (regions taken from [16]) and
CoGeNT [15] are located somewhat outside the CRESST
region.

7 Future Developments

Several detector improvements aimed at a reduction of the
overall background level are currently being implemented.
The most important one addresses the reduction of the al-
pha and lead recoil backgrounds. The bronze clamps hold-
ing the target crystal were identified as the source of these
two types of backgrounds. They will be replaced by clamps
with a substantially lower level of contamination. A sig-
nificant reduction of this background would evidently re-
duce the overall uncertainties of our background models
and allow for a much more reliable identification of the
properties of a possible signal.

Another modification addresses the neutron back-
ground. An additional layer of polyethylene shielding
(PE), installed inside the vacuum can of the cryostat, will
complement the present neutron PE shielding which is
located outside the lead and copper shieldings.

The last background discussed in this work is the leak-
age from the e/�-band. Most of these background events
are due to internal contaminations of the target crystals
so that the search for alternative, cleaner materials and/or
production procedures is of high importance. The mate-
rial ZnWO4, already tested in this run, is a promising
candidate in this respect.

CRESST,  1109.0702
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FIG. 2: Ionization yield versus recoil energy for events pass-
ing all cuts, excluding yield and timing. The top (bottom)
plot shows events for detector T1Z5(T3Z4). The solid red
lines indicate the 2� electron and nuclear recoil bands. The
vertical dashed line represents the recoil energy threshold and
the sloping magenta dashed line is the ionization threshold.
Events that pass the timing cut are shown with round mark-
ers. The candidate events are the round markers inside the
nuclear-recoil bands. (Color online.)

ever, a detailed study revealed that an approximation
made during the ionization pulse reconstruction degrades
the timing-cut rejection of a small fraction of surface
events with ionization energy below ⇤6 keV. The can-
didate event in T3Z4 shows this e�ect. Such events
are more prevalent in WIMP-search data than in the
data sets used to generate the pre-blinding estimate of
misidentified surface events. A refined calculation, which
accounts for this reconstruction degradation, produced a
revised surface-event estimate of 0.8±0.1(stat)±0.2(syst)
events. The systematic uncertainty is dominated by our
assumption that the pass-fail ratio for multiple scatter
events is the same as that for single scatter events. Based
on this revised estimate, the probability to have observed
two or more surface events in this exposure is 20%; in-
clusion of the neutron background estimate increases this
probability to 23%. These expectations indicate that the
results of this analysis cannot be interpreted as significant
evidence for WIMP interactions, but we cannot reject ei-
ther event as signal.

To quantify the proximity of these events to the
surface-event rejection threshold, we varied the timing
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FIG. 3: Normalized ionization yield (number of standard de-
viations from mean of nuclear recoil band) versus normalized
timing parameter (timing relative to acceptance region) for
events passing all cuts, excluding yield and timing. The top
(bottom) plot shows events for detector T1Z5(T3Z4). Events
that pass the phonon timing cut are shown with round mark-
ers. The solid red box indicates the signal region for that
detector. The candidate events are the round markers inside
the signal regions. (Color online.)

cut threshold of the analysis. Reducing the revised ex-
pected surface-event background to 0.4 events would re-
move both candidates while reducing the WIMP expo-
sure by 28%. No additional events would be added to
the signal region until we increased the revised estimate
of the expected surface-event background to 1.7 events.

We calculate an upper limit on the WIMP-nucleon
elastic scattering cross-section based on standard galactic
halo assumptions [10] and in the presence of two events
at the observed energies. We use the Optimum Interval
Method [22] with no background subtraction. The result-
ing limit shown in Fig. 4 has a minimum cross section of
7.0 � 10�44 cm2 (3.8 � 10�44 cm2 when combined with
our previous results) for a WIMP of mass 70GeV/c2 .
The abrupt feature near the minimum of the new limit
curve is a consequence of a threshold-crossing at which
intervals containing one event enter into the optimum in-
terval computation [22]. An improved estimate of our
detector masses was used for the exposure calculation of
the present work; a similar correction (resulting in a ⇤9%
decrease in exposure) was applied to our previous CDMS
result [11] shown in Fig. 4. While this work represents
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FIG. 1. (color online). Comparison of the energy spectra
for the candidate events and background estimates, co-added
over the 8 detectors used in this analysis. The observed event
rate (error bars) agrees well with the electron-recoil back-
ground estimate (solid), which is a sum of the contributions
from zero-charge events (dashed), surface events (+), bulk
events (dash-dotted), and the 1.3 keV line (dotted). The se-
lection efficiencies have been applied to the background es-
timates for direct comparison with the observed rate, which
does not include a correction for the nuclear-recoil acceptance.
The inset shows the measured nuclear-recoil acceptance effi-
ciency, averaged over all detectors.

all selection cuts is shown in Fig. 1. Although the shape
of the observed spectrum is consistent with a WIMP sig-
nal, we expect that a significant number of the candidates
are due to unrejected electron recoils. Figure 2 shows
the distribution of candidates in the ionization-yield ver-
sus recoil-energy plane for T1Z5. Several populations of
events which can leak into the signal region at low energy
are apparent. For each population described below, we
measure the rate and energy spectrum in sidebands where
the contribution from low-mass WIMPs would be negligi-
ble, and extrapolate the observed spectrum to lower ener-
gies to estimate the leakage. The systematic errors intro-
duced by these extrapolations are potentially large and
are difficult to quantify. However, as shown in Fig. 1 and
discussed below, these simple extrapolations can plausi-
bly explain all the observed candidates.

Events with ionization energies consistent with noise
are seen below the nuclear-recoil band. Most or all
of these “zero-charge” events arise from electron recoils
near the edge of the detector, where the charge carri-
ers can be completely collected on the cylindrical wall
rather than on the readout electrodes. At recoil energies
!10 keV, these events can be rejected using a phonon-
based fiducial-volume cut. At lower energies, reconstruc-
tion of the event radius using phonon information is un-
reliable. To maintain acceptance of low-energy nuclear
recoils, some zero-charge events are not rejected at ener-
gies "5 keV where the ionization signal for nuclear recoils
becomes comparable to noise. By extrapolating the expo-
nential spectrum observed for zero-charge events above
5 keV, we estimate that they contribute ∼50% of the
candidate events.
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FIG. 2. (color online). Events in the ionization-yield
versus recoil-energy plane for T1Z5. Events within the
(+1.25,−0.5)σ nuclear-recoil band (solid) are WIMP candi-
dates (large dots). Events outside these bands (small, dark
dots) pass all selection criteria except the ionization-energy
requirement. The widths of the band edges denote variations
between data runs. Events from the 252Cf calibration data
are also shown (small, light dots). The recoil-energy scale as-
sumes the ionization signal is consistent with a nuclear recoil,
causing electron recoils to be shifted to higher recoil energies
and lower yields.

A second source of misidentified electron recoils comes
from events interacting near the detector surfaces, where
ionization collection may be incomplete. These events
are primarily concentrated just above the nuclear-recoil
band, with an increased fraction leaking into the sig-
nal region at low energies. For recoil energies !10 keV,
nearly all such surface events can be rejected [12] be-
cause they have faster-rising phonon pulses than nuclear
recoils in the bulk of the detector. This analysis does
not use phonon timing to reject these events since the
signal-to-noise is too low for this method to be effective
for recoil energies "5 keV. Extrapolating the exponen-
tial spectrum of surface events identified above 10 keV
implies that ∼15% of the candidates are surface electron
recoils.
At recoil energies "5 keV, the primary ionization-

based discrimination breaks down as the ionization sig-
nal becomes comparable to noise even for electron recoils
with fully collected charge. Extrapolating the roughly
constant electron-recoil spectrum observed above 5 keV
indicates that ∼10% of the observed candidates arise
from leakage of this background into the signal region.
Just above threshold, there is an additional contribution
to the constant electron-recoil spectrum from the 1.3 keV
line, which leaks above the 2 keV analysis threshold since
our recoil-energy estimate assumes the ionization signal
is consistent with a nuclear recoil. The measured in-
tensity of this line at ionization yields above the signal
region indicates that the 1.3 keV line accounts for ∼10%
of the observed candidates. T1Z5 has less expected leak-
age from these fully-collected electron-recoil backgrounds
than the average detector since it has the best ionization
resolution.
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FIG. 1. (color online). Comparison of the energy spectra
for the candidate events and background estimates, co-added
over the 8 detectors used in this analysis. The observed event
rate (error bars) agrees well with the electron-recoil back-
ground estimate (solid), which is a sum of the contributions
from zero-charge events (dashed), surface events (+), bulk
events (dash-dotted), and the 1.3 keV line (dotted). The se-
lection efficiencies have been applied to the background es-
timates for direct comparison with the observed rate, which
does not include a correction for the nuclear-recoil acceptance.
The inset shows the measured nuclear-recoil acceptance effi-
ciency, averaged over all detectors.

all selection cuts is shown in Fig. 1. Although the shape
of the observed spectrum is consistent with a WIMP sig-
nal, we expect that a significant number of the candidates
are due to unrejected electron recoils. Figure 2 shows
the distribution of candidates in the ionization-yield ver-
sus recoil-energy plane for T1Z5. Several populations of
events which can leak into the signal region at low energy
are apparent. For each population described below, we
measure the rate and energy spectrum in sidebands where
the contribution from low-mass WIMPs would be negligi-
ble, and extrapolate the observed spectrum to lower ener-
gies to estimate the leakage. The systematic errors intro-
duced by these extrapolations are potentially large and
are difficult to quantify. However, as shown in Fig. 1 and
discussed below, these simple extrapolations can plausi-
bly explain all the observed candidates.

Events with ionization energies consistent with noise
are seen below the nuclear-recoil band. Most or all
of these “zero-charge” events arise from electron recoils
near the edge of the detector, where the charge carri-
ers can be completely collected on the cylindrical wall
rather than on the readout electrodes. At recoil energies
!10 keV, these events can be rejected using a phonon-
based fiducial-volume cut. At lower energies, reconstruc-
tion of the event radius using phonon information is un-
reliable. To maintain acceptance of low-energy nuclear
recoils, some zero-charge events are not rejected at ener-
gies "5 keV where the ionization signal for nuclear recoils
becomes comparable to noise. By extrapolating the expo-
nential spectrum observed for zero-charge events above
5 keV, we estimate that they contribute ∼50% of the
candidate events.
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FIG. 2. (color online). Events in the ionization-yield
versus recoil-energy plane for T1Z5. Events within the
(+1.25,−0.5)σ nuclear-recoil band (solid) are WIMP candi-
dates (large dots). Events outside these bands (small, dark
dots) pass all selection criteria except the ionization-energy
requirement. The widths of the band edges denote variations
between data runs. Events from the 252Cf calibration data
are also shown (small, light dots). The recoil-energy scale as-
sumes the ionization signal is consistent with a nuclear recoil,
causing electron recoils to be shifted to higher recoil energies
and lower yields.

A second source of misidentified electron recoils comes
from events interacting near the detector surfaces, where
ionization collection may be incomplete. These events
are primarily concentrated just above the nuclear-recoil
band, with an increased fraction leaking into the sig-
nal region at low energies. For recoil energies !10 keV,
nearly all such surface events can be rejected [12] be-
cause they have faster-rising phonon pulses than nuclear
recoils in the bulk of the detector. This analysis does
not use phonon timing to reject these events since the
signal-to-noise is too low for this method to be effective
for recoil energies "5 keV. Extrapolating the exponen-
tial spectrum of surface events identified above 10 keV
implies that ∼15% of the candidates are surface electron
recoils.
At recoil energies "5 keV, the primary ionization-

based discrimination breaks down as the ionization sig-
nal becomes comparable to noise even for electron recoils
with fully collected charge. Extrapolating the roughly
constant electron-recoil spectrum observed above 5 keV
indicates that ∼10% of the observed candidates arise
from leakage of this background into the signal region.
Just above threshold, there is an additional contribution
to the constant electron-recoil spectrum from the 1.3 keV
line, which leaks above the 2 keV analysis threshold since
our recoil-energy estimate assumes the ionization signal
is consistent with a nuclear recoil. The measured in-
tensity of this line at ionization yields above the signal
region indicates that the 1.3 keV line accounts for ∼10%
of the observed candidates. T1Z5 has less expected leak-
age from these fully-collected electron-recoil backgrounds
than the average detector since it has the best ionization
resolution.
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FIG. 3. (color online). Top: comparison of the spin-
independent (SI) exclusion limits from these data (solid) to
previous results in the same mass range (all at 90% C.L.).
Limits from a low-threshold analysis of the CDMS shallow-
site data [15] (dashed), CDMS II Ge results with a 10 keV
threshold [12] (dash-dotted), recalculated for lower WIMP
masses, and XENON100 with constant (+) or decreasing (!)
scintillation-efficiency extrapolations at low energy [17] are
also shown. The filled regions indicate possible signal regions
from DAMA/LIBRA [6, 8] (dark), CoGeNT (light) [7, 8], and
a combined fit to the DAMA/LIBRA and CoGeNT data [8]
(hatched). Bottom: comparison of the WIMP-neutron spin-
dependent (SD) exclusion limits from these data (solid),
CDMS II Ge results with a 10 keV threshold (dash-dotted),
XENON10 [18] (!), and CRESST [19] (!). The filled re-
gion denotes the 99.7% C.L. DAMA/LIBRA allowed region
for neutron-only scattering [20]. An escape velocity of 544
km/s was used for the CDMS and XENON100 exclusion lim-
its, whereas the other results assume an escape velocity from
600–650 km/s. Using the same halo parameters as assumed
for the allowed regions would lead to slightly stronger limits
(dotted).

These estimates indicate that we can claim no evi-
dence for a WIMP signal. However, since the back-
ground model involves sufficient extrapolation that sys-
tematic errors are difficult to quantify, we do not sub-
tract backgrounds but instead set upper limits on the
allowed WIMP-nucleon scattering cross section by con-
servatively assuming all observed events could be from
WIMPs. Limits are calculated using the high statistics
version of Yellin’s optimum interval method [21]. Data
from multiple detectors are concatenated as described
in [15]. This method allows the choice of the most con-
straining energy interval on the lowest background de-
tector while applying the appropriate statistical penalty

for the freedom to choose this interval. The method and
the ordering of detectors by position within the tower
were specified with no knowledge of the WIMP candi-
dates to avoid bias. For WIMP masses from 5–8 GeV/c2,
the most constraining interval contains events only from
T1Z5 and has no dependence on the detector ordering
used. The standard halo model described in [22] is used,
with specific parameters given in [15, 23]. The candidate
event energies and selection efficiencies for each detector
are given in [23].
The limits do not depend strongly on the extrapola-

tion of the ionization yield used at low energies since the
Neganov-Luke phonon contribution is small for recoil en-
ergies below 4 keV. Conservatively assuming 25% lower
ionization yield near threshold would lead to only ∼5%
weaker limits in the 5–10 GeV/c2 mass range.
Figure 3 (upper panel) shows the resulting 90% up-

per confidence limit on the spin-independent WIMP-
nucleon scattering cross section. This analysis provides
stronger limits than previous CDMS II Ge results for
WIMP masses below ∼9 GeV/c2, and excludes param-
eter space previously excluded only by the XENON10
and XENON100 experiments for a constant extrapola-
tion of the liquid xenon scintillation response for nuclear
recoils below 5 keV [17, 24, 25]. Our analysis provides
stronger constraints than XENON10 and XENON100 be-
low ∼7 GeV/c2 under conservative assumptions for the
scintillation response [8, 17, 26].
Spin-dependent limits on the WIMP-neutron cross sec-

tion are shown in Fig. 3 (lower panel), using the form fac-
tor from [27]. XENON10 constraints, calculated assum-
ing a constant extrapolation of the scintillation response
at low energy [18, 26], are stronger than these results for
WIMP masses above ∼7 GeV/c2.
These results exclude interpretations of the

DAMA/LIBRA annual modulation signal in terms
of spin-independent elastic scattering of low-mass
WIMPs (e.g., [8, 25]). We ignore the effect of ion
channeling on the DAMA/LIBRA allowed regions since
recent analyses indicate channeling should be negligi-
ble [25, 28]. These results are also incompatible with a
low-mass WIMP explanation for the low-energy events
seen in CoGeNT [7, 8].
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CDMS modulation analysis @ Soudan
CDMS, 1203.1309

4

0 200 400 600
����

0

���

����	������������

�
�
��
��
��
�
��
��


��
��
�

FIG. 1. (color online) The rate of CDMS II nuclear-recoil
band events is shown for the 5.0–11.9 keVnr interval (dark
blue), after subtracting the best-fit unmodulated rate, �d,
for each detector. The horizontal bars represent the time
bin extents, the vertical bars show ±1� statistical uncertain-
ties (note that one CDMS II time bin is of extremely short
duration). The CoGeNT rates (assuming a nuclear-recoil en-
ergy scale) and maximum-likelihood modulation model in this
energy range (light orange) are shown for comparison. The
CDMS exposure starts in late 2007, while the CoGeNT expo-
sure starts in late 2009.

rates in this energy range with amplitudes greater than
0.06 [keVnr kg day]�1 are excluded at the 99% C.L.

For comparison, a similar analysis was carried out us-
ing the publicly available CoGeNT data [19]. Our analy-
sis of CoGeNT data is consistent with previously pub-
lished analyses [6, 7, 14]. Figure 3 shows the modu-
lated spectrum of both CDMS II and CoGeNT, assum-
ing the phase (106 days) which best fits the CoGeNT
data over the full CoGeNT energy range. Compatibil-
ity between the annual modulation signal of CoGeNT
and the absence of a significant signal in CDMS is de-
termined by a likelihood-ratio test, which involves cal-
culating � ⇤ L0/L1, where L0 is the combined max-
imum likelihood of the CoGeNT and CDMS data as-
suming both arise from the same simultaneous best-fit
values of M and ⇥, while L1 is the product of the maxi-
mum likelihoods when the best-fit values are determined
for each dataset individually. The probability distribu-
tion function of �2 ln� was mapped using simulation,
and agreed with the ⇤2 distribution with two degrees
of freedom, as expected in the asymptotic limit of large
statistics and away from physical boundaries. The simu-
lation found only 82 of the 5⇥103 trials had a likelihood
ratio more extreme than was observed for the two ex-
periments, confirming the asymptotic limit computation
which indicated 98.3% C.L. incompatibility between the
annual-modulation signals of CoGeNT and CDMS for the
5.0–11.9 keVnr interval.

We extend this analysis by applying the same method
to CDMS II single-scatter and multiple-scatter events
without applying the ionization-based nuclear-recoil cut.
These samples are both dominated by electron recoils.
Figure 4 shows the confidence intervals for the allowed
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FIG. 2. (color online) Allowed regions for annual modulation
of CoGeNT (light orange) and the CDMS II nuclear-recoil
sample (dark blue), for the 5.0–11.9 keVnr interval. In this
and the following polar plot, a phase of 0 corresponds to Jan-
uary 1st, the phase of a modulation signal predicted by generic
halo models (152.5 days) is highlighted by a dashed line, and
68% (thickest), 95%, and 99% (thinnest) C.L. contours are
shown.
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FIG. 3. (color online) Amplitude of modulation vs. energy,
showing maximum-likelihood fits for both CoGeNT (light or-
ange circles, 68% confidence interval shown with vertical line)
and CDMS nuclear-recoil singles (dark blue rectangles, 68%
confidence interval given by rectangle height). The phase that
best fits CoGeNT over all energies (106 days) was chosen for
this representation. The upper horizontal scale shows the
electron-recoil-equivalent energy scale for CoGeNT events.
The 5–11.9 keVnr energy range over which this analysis over-
laps with the low-energy channel of CoGeNT has been divided
into 3 (CDMS) and 6 (CoGeNT) equal-sized bins.

No evidence for annual modulation

Oct.2006 - Sep.2008

Same energy range for CoGeNT
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Figure 3: Ionization yield vs recoil energy of fiducial events recorded by EDELWEISS-II in an
exposure of 427 kg·d. The WIMP search region is defined by recoil energies between 20 and
200 keV, and an ionization yield inside the 90% acceptance band (full red lines, corresponding
to an effective exposure of 384 kg·d). WIMP candidates are highlighted in red. The average
(resp. worst) one-sided 99.99% rejection limits for electron recoils are represented with a
continuous (resp. dashed) blue line. The average (resp. worst) ionization thresholds are
represented with a continuous (resp. dashed) green line.
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Figure 4: Limits on the cross-section for spin-independent scattering of WIMPs on the nucleon
as a function of WIMP mass, derived from the present work, together with the limits from
CDMS [19], ZEPLIN [26] and XENON100 [20]. The shaded area correspond to the 68% and
95% probability regions of the cMSSM scan from Ref. [25].
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 (6) XENON100 
         @ Gran-Sasso

~1500 kg day

Scintillation
+ Ionization

Figure 1: (Left) Working principle of the XENON two-phase liquid-
gas time projection chamber (TPC). See text for details. (Right)
Sketch of the waveforms of two type of events. The different ratio
of the charge (S2) and the light (S1) signal allows for the discrimina-
tion between nuclear recoils fromWIMPs and neutrons and electronic
recoils from gamma- and beta-background.

operating principle of the XENON two-phase TPC,
the specific design choices and implementation in the
XENON100 experiment are detailed in Section 3. Sec-
tion 4 deals with raw data processing and basic-level
data analysis, followed by results from calibration runs
in Section 5. The paper closes with an outlook in Sec-
tion 6.

2. Principle of the XENON Two-Phase TPC

A schematic of the XENON two-phase (liquid-gas)
time projection chamber (TPC) is shown in Fig. 1. A
particle interaction in the liquid xenon (LXe) produces
direct scintillation photons and ionization electrons. An
electric field is applied across the LXe volume with
appropriate potentials on a series of electrodes, drift-
ing ionization electrons away from the interaction site.
Electrons which reach the liquid-gas interface are ex-
tracted into the Xe gas, where the process of propor-
tional scintillation takes place [31, 32, 33]. Both the
direct (S1) and the proportional (S2) scintillation light,
with 178 nm wavelength, are detected by photomulti-
plier tubes (PMTs) with optimized response in the vac-
uum ultraviolet (VUV) regime.
The electric field in the LXe volume is produced be-

tween a cathode at negative potential and a grounded
gate grid, a few mm below the liquid-gas interface, see
Fig. 1. A stronger electric field in the Xe gas above the
liquid is produced between the gate grid and an anode
grid placed a fewmm above the liquid-gas interface. For
a field larger than 10 kV/cm in the Xe gas, the electron
extraction yield is close to 100% [13, 14].
The time difference between the S1 and the S2 sig-

nals, caused by the finite electron drift velocity in LXe

at the given drift field [12, 34], is proportional to the
z-coordinate (measured along the drift field direction)
of the interaction vertex. The x- and y-coordinates can
be inferred from the proportional scintillation hit pat-
tern on the PMTs placed in the gas (top array). Thus,
the XENON TPC provides full 3-dimensional vertex re-
construction on an event-by-event basis allowing for the
fiducialization of the target to reduce radioactive back-
grounds.
The different S2/S1 ratio of signals produced by

electronic recoils (from gamma and beta background
events) and by nuclear recoils (from WIMPs and neu-
trons) provides additional background discrimination
[11, 19]. The level of discrimination is found to be de-
pendent on energy and electric field strength [17] and
continues to be subject of experimental investigations.

3. The XENON100 Experiment

The design goal of XENON100 was to increase the
target mass by a factor of ten with respect to XENON10,
and to achieve an electromagnetic background reduc-
tion of two orders of magnitude. In this section, we give
a detailed description of the detector design and its re-
alization, including all relevant sub-systems.

3.1. Detector Design

The almost cylindrical XENON100 TPC of 30.5 cm
height and of 15.3 cm radius contains the 62 kg LXe
target (see Fig. 2). The walls delineating the cylindri-
cal volume and separating it from an active LXe veto
shield, which is surrounding the target, are made of 24
panels of 1/4 inch-thick polytetrafluorethylen (PTFE,
Teflon). PTFE is chosen for its properties both as in-
sulator and good reflector for the VUV scintillation
light [35]. When cooled down to the LXe temperature of
−91◦C, the PTFE panels shrink by about 1.5%. To avoid
scintillation light to leak from the active target volume
to the shield region, the panels are made interlocking.
The TPC is closed on the bottom by the cathode, and on
the top by the gate grid (see Sect. 3.2).
The two-phase (liquid-gas) operation requires a pre-

cisely controlled liquid level just covering the gate grid.
To minimize the impact of liquid density variations due
to temperature changes as well as fluctuations in the gas
recirculation rate, a diving bell design was chosen to
keep the liquid at a precise level. Outside the bell, the
liquid in the detector vessel can be at an arbitrarily high
level. This made it possible to fill the vessel to a height
of about 4 cm above the bell, enabling a 4π coverage of
the TPC with a LXe veto.

3

4

threshold in the active LXe veto, the overall prediction
is (0.31+0.22

�0.11) single scatter NRs in the 100.9 days data
sample before a S2/S1-cut, in the energy region of in-
terest and 48 kg fiducial mass, of which (0.11+0.08

�0.04) are
expected in the benchmark WIMP search region.
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FIG. 3: Observed event distribution using the discrimina-
tion parameter log10(S2b/S1), flattened by subtracting the
ER band mean, as a function of NR equivalent energy (keVnr).
All quality cuts, including those defined after unblinding, are
used. Gray points indicate the NR distribution as measured
with an 241AmBe neutron source. The WIMP search region is
defined by the energy window 8.4�44.6 keVnr (4�30PE) and
the lower bound of the software threshold S2 > 300PE (blue
dashed). The optimum interval analysis additionally uses the
99.75% rejection line from above and the 3� contour of the
NR distribution from below (green dotted). Three events fall
into this WIMP search region (red circles), with (1.8 ± 0.6)
events expected from background.

The normalized ER band, obtained by subtracting its
mean as inferred from 60Co calibration data, is well
described by a Gaussian distribution in log10(S2b/S1)
space. Gaussian leakage, dominated by the 85Kr back-
ground, is predicted from the number of background
events outside the blinded WIMP search region, taking
into account the blinding cut e⇤ciency and the ER re-
jection level. It is (1.14± 0.48) events in the benchmark
WIMP search region, where the error is dominated by the
statistical uncertainty in the definition of the discrimina-
tion line. Non-Gaussian (anomalous) leakage can be due
to double-scatter gamma events with one interaction in a
charge insensitive region, e.g. below the cathode, and one
in the active target volume. Such events have a lower ef-
fective S2/S1 ratio, since only one interaction contributes
to the S2, but both to the S1. Their contribution has
been estimated using 60Co calibration data, taking into
account the di�erent exposure compared to background
data, and accounting for the fact that the background of
this data set is dominated by 85Kr which �-decays and
does not contribute to such event topologies. The spatial
distribution of leakage events for background and calibra-
tion data is similar within 10%. This is verified by Monte

Carlo simulations and by data, selecting potential leak-
age candidates by their S1 PMT hit pattern. Anomalous
leakage is estimated to give (0.56+0.21

�0.27) events, where the
uncertainty takes into account the di�erence in the back-
ground and calibration distributions, and that the leak-
age might be overestimated because of the uncertainty
in the 85Kr concentration. In summary, the total back-
ground prediction in the WIMP search region for 99.75%
ER rejection, 100.9 days of exposure and 48 kg fiducial
mass is (1.8± 0.6) events. This expectation was verified
by unblinding the high energy sideband from 30�130PE
before unblinding the WIMP search region. The Pro-
file Likelihood analysis employs the same data and back-
ground assumptions to obtain the prediction for Gaus-
sian, non-Gaussian and neutron background for every
point in the log10(S2b/S1) parameter space.
After unblinding the pre-defined WIMP search region,

a population of events was observed that passed the S1
coincidence requirement only because of correlated elec-
tronic noise that is picked up from an external 100 kHz
source, as verified by inspection of the digitized PMT sig-
nals. These events are mostly found below the S1 analysis
threshold, with 3 events from this population leaking into
the WIMP search region close to the 4 PE lower bound.
This population can be identified and rejected with a cut
on the S1 PMT coincidence level, that takes into account
correlated pick-up noise, and by cutting on the width
of the S1 candidate. These post-unblinding cuts have a
combined acceptance of 99.75% for NRs while removing
the entire population of noise events.
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FIG. 4: Distribution of all events (gray dots) and events be-
low the 99.75% rejection line (black dots) in the TPC observed
in the 8.4 � 44.6 keVnr energy range during 100.9 live days.
All cuts are used here, including the ones introduced post-
unblinding to remove a population due to electronic noise.
The 48 kg fiducial volume (dashed, blue) and the TPC di-
mensions (gray) are also indicated.

With these additional cuts, 3 events pass all quality cri-
teria for single-scatter NRs and fall in the WIMP search
region, see Fig. 3. This observation remains unchanged

LXe

Observed 3 events 
after all cuts

Expected BG : 
1.8 +- 0.6 events
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tion light (S1) and ionization electrons, the latter being
detected through the process of proportional scintilla-
tion (S2) in the gaseous xenon above the liquid. Both
S1 and S2 signals are registered by photomultiplier tubes
(PMTs), at the bottom of the LXe target for optimal
light collection, and placed above in the gas phase. The
interaction vertex is reconstructed in 3 dimensions, with
the (x, y)-position determined from the hit pattern of the
localized S2 signal on the top PMT array, and the z-
coordinate deduced from the drift time between the S1
and S2 signals. This allows the fiducialization of the tar-
get volume to exploit the excellent self-shielding capabil-
ities of LXe. Due to their di�erent ionization densities,
ERs (⇥, � background) and NRs (WIMP signal or neu-
tron background) have a di�erent S2/S1 ratio, which is
used as discrimination parameter.

The 242 PMTs used in XENON100 are 1⇥⇥-square
Hamamatsu R8520-AL PMTs with a quantum e⌅ciency
of ⇤30% at the Xe light wavelength of 178 nm, and low
intrinsic radioactivity [8]. The measured average energy
threshold of the LXe veto is ⇤ 100 keVee.

The TPC is installed inside a vacuum insulated stain-
less steel cryostat which is surrounded by a passive shield
made of high purity copper, polyethylene, lead and water
in order to suppress external backgrounds. A constant
flow of high-purity nitrogen boil-o� gas keeps the 222Rn
level inside the shield < 1Bq/m3. A 200 W pulse tube
refrigerator, installed outside the shield structure, keeps
the detector at its operating temperature of �91�C, with
excellent stability over time (fluctuations <0.05%). To
bring calibration sources (60Co, 137Cs, 241AmBe) close
to the target, a copper tube penetrates the shield and
winds around the cryostat. XENON100 is installed un-
derground at the Italian Laboratori Nazionali del Gran
Sasso (LNGS) below an average 3600m water equivalent
rock overburden, which reduces the muon flux by a fac-
tor ⇤ 106.

At low energies, the event trigger is provided by the S2
signal. The summed signal of 84 central PMTs is shaped
and fed into a low-threshold discriminator. The trigger
e⌅ciency has been measured to be > 99% at 300 photo-
electrons (PE) in S2.

Three algorithms are used to reconstruct the (x, y) co-
ordinates of the events. They yield consistent results out
to a radius of 14.2 cm, with the active TPC radius be-
ing 15.3 cm. The (x, y) resolution was measured with
a collimated source and is <3 mm (1⌅). The algorithm
based on a Neural Network gives the most homogeneous
response and thus is used for event positioning, while
the information from the other algorithms is used for
consistency checks. The drift time measurement gives a
z-position resolution of 0.3mm (1⌅) and allows to dis-
tinguish of two interaction vertices if separated by more
than 3 mm in z. The positions are corrected for non-
uniformities of the drift field, as inferred from a finite-
element simulation and validated by data.

XENON100 uses continuous xenon purification
through a hot getter. The mean electron lifetime ⇧e is
indicative of the amount of charge lost to impurities [11].
It increased from 230µs to 380µs for the data reported
here, as measured weekly with 137Cs calibrations. A
linear fit to the ⇧e time evolution yields the z-correction
for the S2 signals with negligible systematic uncer-
tainty (< 2.5%). (x, y) variations of the S2 signal are
corrected using a map obtained with the 662 keVee line
from 137Cs.
The spatial dependence of the S1 signal due to the

non-uniform light collection is corrected for using a map
obtained with the 40 keVee line from neutrons scatter-
ing inelastically on 129Xe. It agrees within 3% with
maps inferred from data using the 662 keVee line and the
164 keVee line, from neutron-activated 131mXe. The light
yield Ly(122 keVee) = (2.20± 0.09)PE/keVee at the ap-
plied drift field of 530V/cm in the LXe is determined
by a fit to the light yields measured with all available
calibration lines [7].
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FIG. 1: All direct measurements of Le� [12, 13] described by
a Gaussian distribution to obtain the mean (solid line) and
the uncertainty band (1� and 2�). Below 3 keVnr the trend
is logarithmically extrapolated to Le� = 0 at 1 keVnr.

The NR energy Enr is inferred from the S1 signal us-
ing Enr=(S1/Ly)(1/Le�)(See/Snr). The scintillation ef-
ficiency Le� of NRs relative to that of 122 keVee ⇥-rays
at zero field is taken from the parametrization shown in
Fig. 1, which is strongly supported by the most recent
measurements by the Columbia group [12] but includes
all direct measurements of this quantity [13]. Le� is log-
arithmically extrapolated below the lowest measured en-
ergy of 3 keVnr, motivated by the trend in the data points
as well as studies which simultaneously take into account
light and charge signal [14]. The electric field scintillation
quenching factors for ERs See = 0.58 and NRs Snr = 0.95
are taken from [15].
The dark matter data presented here was acquired be-

tween January 13 and June 8, 2010. About 2% of the
exposure was rejected due to variations in detector op-
eration parameters. In addition, 18 live days of data
taken in April were rejected due to an increased elec-
tronic noise level. With an average data acquisition live
time of ⇤ 90%, and regular calibration runs during the

Scintillation efficiency at low energy

XENON collab., 1005.2615)( J.I.Collar, 1005.0838, 1006.2031,

Discussions on scintillation efficiency

Uncertainty below 3keVnr is negligible for m~10GeV
XENON, 1104.2549
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FIG. 3. Curves indicate 90% C.L. exclusion limits on spin-
independent �n for elastic dark matter scattering, obtained by
CDMS (dotted [11], and dashed [12]) and XENON100 (dash-
dot [26]). The region consistent with assumption of a positive
detection by CoGeNT is shown (hatched) [2], and (shaded)
[4]; the latter assumes a 30% exponential background. Also
shown is the 3� allowed region for the DAMA annual modu-
lation signal (solid contour) [40].

The exclusion limits and allowed regions shown in Fig.
3 assume a simple Maxwell-Boltzman distribution for the
dark matter halo. Given the likelihood of significant de-
partures from this distribution [43], it is important to
understand if astrophysical uncertainties could alter the
incompatibility of our results with the positive detec-
tion scenarios shown in Fig. 3. A method for doing
so is described in [44], and predicts that not less than
⇠ 5 counts keV�1 kg�1 day�1 should be observed in
a xenon detector, if the unexplained low-energy rise ob-
served by the CoGeNT detector [2] were due to dark mat-
ter scattering. It can be seen from Table I that we observe
an event rate of ⇠ 0.2 counts keV�1 kg�1 day�1 on the
interval 1.4 < E

nr

< 10 keV, indicating that the order
of magnitude exclusion of the CoGeNT regions shown in
Fig. 3 is robust against astrophysical uncertainties. Due
to the preliminary nature of the CRESST-II results we
do not show a corresponding allowed region, although it
appears likely to lie above the DAMA region, as shown
in Fig. 3 of Ref. [45].

We have shown for the first time that it is possible to
perform a sensitive search for dark matter with a liquid
xenon time-projection chamber, using only the electron
signal. The advantage of this analysis is an increased
sensitivity to light (. 10 GeV) dark matter candidate
particles, due to the approximate factor ⇥5 decrease in
the detector energy threshold. For larger particle masses,
standard analyses [15, 26, 46] o↵er superior sensitivity.
The present work appears to severely constrain recent
light elastic dark matter interpretations of the excess low-
energy events observed by CoGeNT and CRESST-II, as
well as interpretations of the DAMA modulation signal.
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5

for moderate variations in the definition of any of the data
quality cuts. These events were observed on January 23,
February 12, and June 3, at 30.2 keVnr, 34.6 keVnr, and
12.1 keVnr, respectively. The event distribution in the
TPC is shown in Fig. 4. Given the background expecta-
tion of (1.8±0.6) events, the observation of 3 events does
not constitute evidence for dark matter, as the chance
probability of the corresponding Poisson process to re-
sult in 3 or more events is 28%.
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FIG. 5: Spin-independent elastic WIMP-nucleon cross-section
� as function of WIMP mass m�. The new XENON100 limit
at 90% CL, as derived with the Profile Likelihood method tak-
ing into account all relevant systematic uncertainties, is shown
as the thick (blue) line together with the expected sensitivity
of this run (yellow/green band). The limits from XENON100
(2010) [7], EDELWEISS (2011) [6], CDMS (2009) [5] (re-
calculated with vesc = 544 km/s, v0 = 220 km/s), CDMS
(2011) [19] and XENON10 (2011) [20] are also shown. Ex-
pectations from CMSSM are indicated at 68% and 95% CL
(shaded gray [21], gray contour [22]), as well as the 90% CL ar-
eas favored by CoGeNT [23] and DAMA (no channeling) [24].

The statistical analysis using the Profile Likelihood
method [17] does not yield a significant signal excess ei-
ther, the p-value of the background-only hypothesis is
31%. A limit on the spin-independent WIMP-nucleon
elastic scattering cross-section ⇥ is calculated where
WIMPs are assumed to be distributed in an isothermal
halo with v0 = 220 km/s, Galactic escape velocity vesc =
(544+64

�46) km/s, and a density of �� = 0.3GeV/cm3. The
S1 energy resolution, governed by Poisson fluctuations of
the PE generation in the PMTs, is taken into account.
Uncertainties in the energy scale as indicated in Fig. 1,
in the background expectation and in vesc are profiled
out and incorporated into the limit. The resulting 90%
confidence level (CL) limit is shown in Fig. 5 and has
a minimum ⇥ = 7.0 � 10�45 cm2 at a WIMP mass of
m� = 50GeV/c2. The impact of Le� data below 3 keVnr

is negligible at m� = 10GeV/c2. The sensitivity is the
expected limit in absence of a signal above background
and is also shown in Fig. 5. Due to the presence of
two events around 30 keVnr, the limit at higher m� is

weaker than expected. Within the systematic di�erences
of the methods, this limit is consistent with the one from
the optimum interval analysis, which calculates the limit
based only on events in the WIMP search region. Its
acceptance-corrected exposure, weighted with the spec-
trum of a m� = 100GeV/c2 WIMP, is 1471 kg � days.
This result excludes a large fraction of previously unex-
plored WIMP parameter space, and cuts into the region
where supersymmetric WIMP dark matter is accessible
by the LHC [21]. Moreover, the new result challenges
the interpretation of the DAMA [24] and CoGeNT [23]
results as being due to light mass WIMPs.
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XMASS

● single phase LXe detector
 

● 800kg total, 100kg fiducial mass
 

● 60% of surface covered with 
  642 hexagonal PMTs
 

● very high LY (~7x higher than Xe100)
 

● located in Kamioka (JP)
 

● running since end of 2010; 
  ultra low Kr85 background
 

● higher Rn background reported at    
  TAUP2011; study on S1 PSD published 
  (92% rej @ 50% acc)
 

  first results will be announced at the 
  Japanese Physical Society meeting, 
  March 23, 2012
  → expect results from 1 year exposure
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Inelastic DM

Isospin violating DM

�� + p� �+ + p �m � m�+ �m��

�m <
v2m�mN

2(m� + mN )kinematical condition :

�m � 10keV CDMS(Ge)can be suppressed, 
but XENON, ZEPLIN (Xe)...

��N � [Zfp + (A� Z)fn]2

fn/fp = �0.7 : avoid XENON constraint

CoGeNT (Ge) = CDMS (Ge) ?
Kopp, Schwetz, Zupan, 1110.2721Farina et al., 1107.0715

McCullough, Fairbairn 1001.2737White dwarf constraint 
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Constraint from LHC
2

an upper bound on the Higgs mass [28], the scale of
fermion mass generation [29], and on the dark matter
mass [30].) In the presence of O, DM can be produced
at the LHC via pp ⌅ XX + · · ·, where the dots stand
for SM particles. The hard process contributing to these
events is qq ⌅ XX, and will be probed up to an en-
ergy

 
s⇥ that generally depends on the selection crite-

ria imposed on the SM particles involved in the event.
The amplitude for the process qq ⌅ XX increases as
a power of the center of mass energy

 
s of the quark-

antiquark system, and its probability eventually exceeds
unity, signaling a loss of confidence in our contact inter-
action assumption. We find that the strongest energy
dependence arises in the scattering of opposite helicity,
color-singlet states. Specifically, the properly normalized
initial and final states we consider are defined respec-
tively as

⇤
�(|q�Lq�R⌥+ |q�Rq�L⌥)/

 
2Nc, with � = 1, . . . , Nc

the color index, and (|XLXR⌥+ |XRXL⌥)/
 
2, for which

the (parton-level) amplitude in the center of mass frame
reads

M = 2
⇧

Nc
s

�2
⇥(s), (2)

with ⇥(s) =
⇧

1� 4m2
X/s the dark matter velocity. Up

to a normalization, this amplitude coincides with the ze-
roth order partial wave

a0(s) =
1

32⌅

⌅ +1

�1
d cos ⇤ M (3)

=

 
3

8⌅

s

�2
⇥(s).

Unitarity of the S-matrix imposes the bound |a0(s)| <⇤
1/2 for elastic as well as inelastic processes (as a reference
see, for example, [31]). We thus see that O provides
a sensible, e⇥ective description of DM-quark interaction
only if � >⇤ 0.4

⇧
s⇥⇥(s⇥).

Happily, this result is consistent with the guess ob-
tained from näıve dimensional analysis. But we still have
to find an estimate for

 
s⇥. Intuitively, at the 7 TeV

LHC we can assume that
 
s⇥ ⇤ 7 TeV, such that the

operator is e⇥ectively contact irrespective of the search
it is involved in. But the reader may think that this is
too strong of an assumption since the parton distribution
functions (PDF) will inevitably suppress the characteris-
tic scale probed by O compared to the maximum center
of mass energy of the hadron collider. 1 It would there-
fore be useful and instructive to have an estimate of

 
s⇥

that also takes this e⇥ect into account.
With this aim in mind, let us assume that qq ⌅ XX is

mediated by an hypothetical field of mass MNP and ask:
what is the minimum value of MNP at which the process

1 An argument against this objection, however, is that while the
q, q PDF suppress the probability that events with highly ener-
getic qq pairs are produced, they do not prohibit them.

7 T
eV
Un
itar
ity

7 T
eV
Mo
noj
ets

DAMACoGeNT

CRESST�II

XENON�100

14
TeV

Mo
noj
ets

14
TeV

Un
itar
ity

0.1 0.5 1.0 5.0 10.0 50.0 100.0

10�44

10�43

10�42

10�41

10�40

10�39

10�38

mX �GeV⇥

D
M
�
nu
cl
eo
n
cr
os
ss
ec
tio
n
⇥
SI
�cm2 ⇥

FIG. 1: Here we compare the direct detection bounds ob-
tained from ATLAS monojets [23, 24, 26] (solid blue) and the
unitarity constraint (4) with

⇥
s� = 5 TeV (solid red line)

and
⇥
s� = 9 TeV (dashed red). We have also included the

optimistic 5� LHC reach at 14 TeV [23] (dashed blue). All
bounds are derived under the assumption that the quark-DM
interaction O remains contact at LHC energies and with uni-
versal quark coupling. For reference we include the DAMA
3� [1, 32], CoGeNT 90 % CL [2], and CRESST-II 1� and 2�
preferred regions [3] as well as the XENON-100 bound [33].

qq ⌅ XX can be considered point-like? This value will
provide a measure of the maximum energy scale probed
by the quark-antiquark system at the 7 TeV LHC, and
will hence be our

 
s⇥. Explicit computation shows that

for s-channel exchange, the propagator of the mediator is
approximately contact when MNP

>⇤ 5 TeV. The bound
is weaker if the mediation occurs via a t-channel. But,
since the assumption of a contact interaction must apply
to generic completions we take

 
s⇥ ⇤ 5 TeV. This re-

quirement is consistent with the results of [24, 26] (but
is much stronger than MNP > 2mX , as imposed for ex-
ample in [20]).
Finally, putting our results together we conclude that

consistency of the contact operator assumption at the
LHC requires

� >⇤ 1.9 TeV

�⇧
s⇥⇥(s⇥)

5 TeV

⇥
. (4)

Strikingly, this bound is stronger than that obtained from
missing energy searches [20, 21, 23, 24, 26], and has been
found for free, so to speak. While in the above we chose
to focus on the operator O, it is easy to see that one
would obtain similar results for operators with di⇥erent
Lorentz structures, as well as for dark matter with dif-
ferent spin. Analogous constraints also apply to dark
matter interactions with gluons.

Shoemaker,  Vecchi, 1112.5457

LA-UR-11-12298

Unitarity and Monojet Bounds on Models for DAMA, CoGeNT, and CRESST-II

Ian M. Shoemaker� and Luca Vecchi†

Theoretical Division T-2, MS B285, Los Alamos National Laboratory, Los Alamos, NM 87545, USA

If dark matter interacts with quarks or gluons, the mediator of these interactions is either directly
accessible at the LHC or is so heavy that its e�ects are encoded in contact operators. We find that
the self-consistency of a contact operator description at the LHC implies bounds on the mediator
scale stronger than those found from missing energy searches. This translates into spin-independent
elastic scattering cross-sections at a level <� 10�40 cm2, with direct implications for the DAMA,
CoGeNT, and CRESST-II anomalies. We then carefully explore the potential of monojet searches
in the light mediator limit, focusing on a Z0 model with arbitrary couplings to quarks and dark
matter. We find that the Tevatron data currently provides the most stringent bounds for dark
matter and Z0 masses below 100 GeV, and that these searches can constrain models for the DAMA,
CoGeNT, and CRESST-II anomalies only if the mediator can decay to a pair of dark matter particles.

I. INTRODUCTION

If dark matter (DM) couples to quarks or gluons, its in-
teractions can be discovered or constrained by LHC and
Tevatron data in missing energy (MET) searches. This
has an interesting connection to direct detection exper-
iments since the same couplings are probed. There is
therefore the possibility that a one-to-one correspondence
can be established between MET rates at colliders and
scattering rates at direct detection experiments. Indeed,
the status of DM direct detection, with the three exper-
iments DAMA [1], CoGeNT [2], and CRESST-II [3] re-
porting excesses consistent with a 10 GeV DM candidate,
cries out for an independent, astrophysics-free verifica-
tion. This has recently stimulated significant work aim-
ing at a consistent explanation of these experiments [4–
17].

A rather general way of addressing this problem is the
construction of an “e⇥ective theory” of DM that can be
probed at colliders [18–27]. If the mediators of quark-
DM or gluon-DM interactions are su⌅ciently heavy, then
their e⇥ects can be safely integrated out and described by
higher-dimensional contact operators. In direct detection
experiments the elastic scattering of WIMPs on nuclei is
well-described by a contact interaction so long as the me-
diator mass is above a few MeV. In contrast, colliders like
the LHC probe much higher momentum scales, and the
validity of the e⇥ective description comes into question
when the new physics is lighter than a few TeV.

Here we will see that the very assumption that the DM
interaction be consistently described by a contact oper-
ator up to LHC energies implies perturbative unitarity
bounds on the mediator scale that turn out to be much
stronger than those imposed by MET constraints. Im-
portantly, this assumption is also shown to be at odds
with both the DAMA and the uncontaminated (surface
event-free) CoGeNT regions.

⇤Electronic address: ianshoe@lanl.gov
†Electronic address: vecchi@lanl.gov

The implication of this result is that if DAMA, Co-
GeNT, and CRESST-II are indeed detecting DM, then
the physics responsible for it must be directly accessi-
ble at the LHC and thus not amenable to a contact de-
scription. This gives hope to the prospect of confirming
or ruling out the direct detection anomalies in the near
term. To this end we analyze in detail constraints arising
from monojet searches at the Tevatron and the LHC in
models where the mediator is a new massive vector bo-
son Z ⇥ with arbitrary couplings to the standard model
quarks and the DM.

II. UNITARITY BOUNDS ON CONTACT
INTERACTIONS

To quantitatively assess the range of validity of a con-
tact interaction at the LHC, consider adding to the SM
Lagrangian the operator

O =
q�µq X�µX

�2
, (1)

where q is a SM quark andX the dark matter, assumed to
be a Dirac fermion for definiteness. Clearly, this is a very
simplified picture: a complete, unambiguous description
of the theory necessarily contains additional operators.
These are expected to become relevant before the energy
probed E is such that the coupling E2/�2 becomes large.
By näıve dimensional analysis our simplified e⇥ective de-
scription obtained by considering only the SM plus O is
valid when � > E

⇥
Nc/4⇥.

Although this simple consideration already provides a
useful determination of the range of validity of our con-
tact interaction assumption, it relies on the somewhat
arbitrary definition of “non-perturbativity.” Moreover, it
is not yet clear what an appropriate choice for E would
be at the LHC. We will address these issues in turn.
We can be slightly more precise regarding the valid-

ity of the 1/� expansion by requiring that our sim-
plified description be consistent with perturbative uni-
tarity. (Analogous arguments are familiar from pion
scattering, and have similarly been used to find, e.g.,
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(B̃, W̃ , H̃1, H̃2) (�̃0, �̃1, �̃2, �̃3)

Bino, Wino, Higgsino Neutralino

Mass 
eigenstate

Le� � fq
¯̃��̃q̄q + aq( ¯̃��µ�5�̃)(q̄�µ�5q)

Effective Lagrangian

Good DM candidate
(R-parity conservation)

Neutralino DM
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q q

h0 ,H0

Dominant contribution :
Higgs exchange diagram
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�p =
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=

�
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+
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fTu = 0.023, fTd = 0.034, fTs = 0.025Quark content in a proton:

Lighter Higgs (H0)
Large gaugino-Higgsino mixing

Large cross section

(Lattice simulation by H.Ohki et al. (08)) 
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Figure 8: Model independent “well-tempered” neutralino scenario. The 3⇤ range for the cos-
mological DM abundance is reproduced within the green strip. The gray region is excluded by
Xenon100 [16].

for a heavier MDM ⇥ 2.7TeV taking into account electroweak Sommerfeld e�ects [56]).
Contrary to the previous case, having no coupling to the Z it is allowed by direct searches.

• The pure bino, instead, has no couplings and no co-annihilations, such that its cosmolog-
ical abundance would be too high.

Given that the bino has opposite problems with respect to the higgsino or the wino, it is
possible to find a good DM candidate by appropriately mixing them [20]. A mixed bino/wino
still has no couplings to the Z, such that it is not interesting for direct detection; furthermore it
requires M1 ⇥ M2 at the weak scale and is not compatible with unification of gaugino masses,
M1 ⇥ M2 ⇥ M3 at the GUT scale.

We thereby focus on a mixed bino/higgsino. In the limit where we can ignore all other
heavier sparticles, its phenomenology is fully described by 3 parameters: the bino mass term
M1, the higgsino mass term µ (we assume them to be positive) and tan �. The observed thermal
relic DM abundance is reproduced in the green strip in Fig. 8 (left panel for tan � = 3 and right
panel for tan � = 10). The region with M1 ⇥ µ ⇥ MZ was allowed, but its large direct detection
cross section is now disfavored by Xenon100 (gray region). An improvement of the Xenon100
bound by a factor of few would fully exclude the whole “well-tempered” neutralino scenario,
unless the local DM density or the nuclear matrix element f of eq. (12) are significantly lower
than what is assumed in our computation.

The minor tilt at MDM ⇥ mt is due to the top quark threshold. At lower masses, the cosmo-
logically allowed region of Fig. 8 is a�ected by the Z and Higgs resonances (2MDM = MZ or mh

respectively, indicated as red curves). At larger masses, the “well-tempered” neutralino region
terminates at µ ⇥ 1TeV, where the (almost) pure higgsino becomes a good DM candidate.
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Figure 4: The (MDM, ⇥SI) plane in the CMSSM. In the left panel we show the global fit: the
yellow regions surrounded by continuous contours are the best fit including the Xenon100 and
LHC data, at 68, 95, 99.7% confidence levels for 2 d.o.f. The red (blue) regions surrounded by
dashed contours are the corresponding regions now excluded by Xenon100 (LHC). In the right
panel we show points with �⇤2 < 42, colored according to the DM annihilation mechanism.
The red dots in the upper region excluded by the Xenon100 correspond to the “well-tempered”
neutralino, green via the heavy Higgs resonance, cyan via neutral Higgses with tan �-enhanced
couplings, blue via slepton co-annihilations, magenta via stop co-annihilations.

naturalness (see [53, 54] for a recent analysis). Technically, this is achieved as follows: when
plotting the ⇤2 as function of one or two parameters, we minimize it with respect to all other
parameters. The fit is mainly driven by the DM abundance and by the apparent anomaly in
the anomalous magnetic moment of the muon, and agrees with the fits in [40, 41, 55]. Given
that it might not be a real anomaly, we also show regions at relatively high confidence levels.

We keep the nuclear matrix elements and the DM local density fixed to their default values
in Micromegas, as already discussed in the previous section.

5.2 The CMSSM results

Fig. 4a shows our global CMSSM fit for the DM mass MDM and spin-independent DM-nucleus
cross section ⇥SI measured by Xenon100 experiment. The yellow regions surrounded by con-
tinuous contours are the best fit regions including the Xenon100 and LHC data, at 1, 2 and
3⇥ level (68, 95, 99.7% confidence levels for 2 d.o.f). We also show, as red regions surrounded
by dashed contours, the previous best-fit regions at the same confidence levels now excluded
by Xenon100 at more than 3⇥. Obviously, such excluded regions lie around the Xenon100
exclusion bound at 90% confidence level (the continuous curve in the figure).

Within the CMSSM, thermal freeze-out of neutralino DM can reproduce the observed DM
cosmological abundance according to a few qualitatively distinct mechanisms, that correspond
to di⇥erent fine-tunings. To interpret this result we therefore discriminate such distinct cases,
plotting in Fig. 4b the points of the CMSSM parameter space (also imposing a reasonably good

9

Well-tempered (focus point)
stau coannihilation
Higgs exchange (resonance)
Higgs exchange
stop coannihilation

quantity experiment Standard Model

�3(MZ) [45] 0.1184± 0.0007 parameter
mt [46] 173.1± 0.9 parameter
mb [47] 4.19± 0.12 parameter

�DMh2 [48] 0.112± 0.0056 0
⌅gµ [49] (2.8± 0.8)10�9 0

BR(Bd ⌅ Xs⇤) [50] (3.50± 0.17) 10�4 (3.15± 0.23) 10�4

BR(Bs ⌅ µ+µ�) [19] (0.9± 0.6) 10�8 (0.33± 0.03) 10�8

BR(Bu ⌅ � ⌃̄)/SM [51] 1.25± 0.40 1

Table 2: The data we fit, together with LHC and Xenon100 bounds.

ATLAS constraints on the CMSSM parameters space that are based on the LHC data with
1.1/fb presented in july 2011. Our fits extend the previous ones obtained in the similar studies
in [38, 39, 40, 41, 42, 43, 44] without EPS 2011 data.

One of the results of our research is that the “well-tempered” neutralino scenario is strin-
gently constrained by the Xenon100 new result. Motivated by that we perform a generic
analyses of the “well-tempered” neutralino and show that, quite model independently, this
scenario is now stringently constrained.

Finally we relax the CMSSM constraints on the particle spectrum coming from the uni-
fication relations and study a generic low energy phenomenological MSSM, the pMSSM. We
identify the generic Xenon100 constraints on pMSSM.

5.1 Global fit of supersymmetric models

Global fits of the SUSY models have recently been performed by several groups in the context
of LHC studies, and our results agree with them. Therefore we focus on the impact of the new
Xenon100 data in constraining SUSY models. Here, we briefly describe our procedure, and
the di⇥erences with respect to previous approaches.

We perform a random scan of the parameter space and calculate the sparticle spectrum as
well as DM relic abundance using theMicromegas public code [37]. We vary the relevant input
SM parameters (mt, �3, mb) within 5⌥ experimental errors assuming a Gaussian distribution.
The CMSSM parameters (m0, M1/2, A0, tan ⇥, sign (µ)) are generated randomly in the ranges
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We do not use any special technique such as Markov chains, which makes the scanning more
e⇧cient, but that might lead to missing some local best-fit regions. Using the computing power
of the Baltic Grid we get about 200, 000 good points that satisfy all the experimental criteria.
For such points we compute the global  2 using the data summarized in Table 2:

 2 =  2
SM parameters +  2

observables +  2
LHC +  2

Xenon100 . (14)

Notice that we do not include electroweak precision observables, that do not have a significant
impact on the result, and that are not well approximated simply by the oblique parameters
[52].

In this work we perform a purely phenomenological fit, considering values of the sparti-
cles masses significantly above the weak scale (up to 4TeV), ignoring the theoretical issue of
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Sensitivity of near future experiments (~next 5 yr)
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�

Z

N N

�
SI cross section � A2

(A : atomic mass number)

For large target nucleus (A>30),
SI dominates.

(Most laboratory experiments.)

SD cross section is limited from interaction in the Sun
through neutrino observations.

SD cross section � nuclear spin

Ritz, Seckel (88), Kamionkowski (91)

SD cross section
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DM scatters off nucleon in the 
Sun and loses its momentum

DM is trapped by the Sun, 
then self-annihilates yielding

high-energy neutrinos

Capture rate

Press, Spergel (85), Gould (87)

Annihilation rate = Capture rate

if DM reaches equilibrium in the Sun

Super-K, AMANDA, IceCube

C� � 3� 1020s�1

�
��

0.3GeV/cc

� �
100GeV

m�

�2 �
270km/s

v�

�3 � �SD

10�42cm2

�

図 3 XENON100 を始めとする各実験での暗黒物質・核子スピン非依
存散乱断面積に対する上限。横軸は暗黒物質の質量（GeV 単位）、縦
軸は散乱断面積（cm2 単位）。曲線より上側が棄却された。赤い領域で
は DAMA 実験の季節変動シグナルの暗黒物質による解釈が可能だが、
XENON 実験からの制限とは矛盾する。右下の灰色の領域はある種の超
対称標準模型での典型的な予言で、その一部は既に排除されている。DM
tools (http://dmtools.brown.edu/) を用いて作成。

して、徐々にではあるが太陽内部に暗黒物質が累積してゆ
く。太陽内部で暗黒物質密度が上昇することにより、対消
滅率も増大する。最終的には、太陽への捕獲率と、太陽内
での対消滅率が釣り合うところで、太陽内の暗黒物質数は
固定される。以上の一部始終を式で表現すると、

Ṅ = C! − A!N2. (9)

ここでN が太陽内に捕縛された暗黒物質の数、C!は単位
時間辺りに太陽に捕獲される暗黒物質の個数で、暗黒物質・
核子散乱断面積に比例する。最後の項は太陽内での暗黒物
質の対消滅率を表す。これは容易に積分できて、

N =

√
C!
A!

tanh
(√

A!C!t
)

(10)

を得る。従って、太陽が形成されて十分に時間が経過した
後は（t " (A!C!)−1/2）、暗黒物質数は飽和することが分
かる。典型的なWIMP暗黒物質に対しては、この飽和に要
する時間は太陽の年齢に比べて十分短い。つまり暗黒物質
は太陽内部で捕獲と対消滅により、ある種の平衡状態にあ
るといえる。この平衡状態において、太陽内での単位時間
辺りの暗黒物質対消滅率は

Γ =
1
2
A!N2 =

1
2
C! (11)

となり、捕獲率のみによって決定される。結局、太陽内で
の暗黒物質対消滅率は暗黒物質と核子の散乱断面積によっ
て決まることになる。
太陽内での対消滅によって生じた高エネルギー粒子の多

くは太陽を脱出することは出来ないが、ニュートリノだけ

は太陽内の物質に阻害されることなく、元の暗黒物質対消
滅時のエネルギースペクトルを保持したまま、地球へ到達
する。因って、太陽方向からの高エネルギーニュートリノ
の超過成分を観測することで、暗黒物質の証拠を把捉しよ
うという訳である。以上の様子を図 4に示した。上述のよ
うに、太陽内での暗黒物質対消滅率は暗黒物質と核子の散
乱断面積に依存するので、ニュートリノ観測から散乱断面
積に対する制限が得られるのである。直接検出実験では基
本的に質量数の大きい標的原子核を採用していたのに対し、
太陽における暗黒物質散乱の主たる標的は水素である。質
量数の大きい標的の場合は、散乱断面積の A2 依存性のた
めにスピン非依存項が支配的になるが、水素との散乱にお
いてはそのような増幅はなく、スピン依存項が主過程にな
る場合があり、その意味で直接検出実験とニュートリノ観
測は相補的な役割を果たす。

図 4 太陽方向からのニュートリノ観測の概念図。黒丸は暗黒物質粒子を
表す。暗黒物質粒子が太陽を貫通する際、水素との散乱でエネルギーを損
失することがある。それにより、暗黒物質は太陽に重力的に捕獲され、中
心部に累積してゆく。暗黒物質密度が増大した中心部で暗黒物質が対消滅
を起こし、それにより発生した高エネルギーニュートリノを地球で観測
する。

この目的に適った実験装置の一つは、スーパーカミオカ
ンデである。スーパーカミオカンデでは、外から入射した
高エネルギーニュートリノが、周囲の岩盤中で弱い相互作
用によってミューオンに変換し、そのミューオンが水タン
クを通過する際に放出するチェレンコフ光を探索する。そ
の際、地球に降り注ぐ宇宙線と大気との衝突によって生成
される大気ニュートリノが背景事象となり、シグナル数が
これよりも遥かに少量だと検出は困難になる5。現在のとこ
ろ有意な超過成分は観測されておらず、暗黒物質と核子の
散乱断面積に対する上限が得られている（図 5参照）。
同様な観測は南極の IceCube実験でも行なわれている。

IceCubeでは、ストリング状に配置した光検出器群を何十
本も埋め込み、約 1km3 の氷河を巨大な検出器として利用
する。やはり氷中でミューオンの発するチェレンコフ光を
探査することが出来る。暗黒物質の性質に関して更なる制

5大気ミューオンの背景事象は、検出器の下方から、つまり検出器に対
して地球の裏側からのイベントのみを選別することで除外可能である。

解説 暗黒物質直接検出の現状と展望 5
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current interactions of all neutrino species. They leave electromagnetic/hadronic shower

inside the instrumental volume. The event rate of the contained muons is given by

Nµ+µ− =

∫

dEνµ

∫ Eνµ

Eth

dEµ

[

dΦνµ

dEνµ

(

dσ(CC)
νµp

dEµ
np +

dσ(CC)
νµn

dEµ
nn

)

+ (νµ ↔ ν̄µ)

]

Veff(Eµ), (4)

where Eνµ is the incident neutrino energy, Eµ is the muon energy resulting from the

neutrino-proton (neutron) interactions, Eth is the threshold energy above which the muon

can be detected, dΦνµ/dEνµ is the neutrino flux at the Earth, dσ(CC)
νµp(n)

/dEµ denotes the

neutrino-proton (neutron) charged current cross section for producing the muon energy

with Eµ, np(nn) is the proton (neutron) number density in the detector material, and Veff

is the effective volume for the muon detection. The incident neutrino flux generated by

DM annihilation from the GC within cone half angle of θ is given by

dΦνi

dEνi

=
R!ρ2!
8πm2

W̃

(

∑

j=e,µ,τ

〈σv〉
dNνj

dEνj

Pj→i

)

〈J2〉Ω∆Ω. (5)

Here R! = 8.5 kpc and ρ! = 0.3GeV cm−3, 〈σv〉 is the Wino self-annihilation cross section

including the non-perturbative effect [21], and dNνj/dEνj is the energy spectrum of the

neutrino produced by DM annihilation, which is calculated by the PYTHIA package

for the WW final state [22], Pj→i is the probability that the νj at the production is

converted to νi because of the neutrino oscillation effect, ∆Ω = 2π(1− cos θ), and 〈J2〉Ω
includes the information about the DM density profile in the Galaxy [23]. The shower

event is evaluated in a similar way to the contained muon events (4), except that the

charged current interactions from νe and ντ as well as the neutral current interactions

for all neutrino flavors are included. The background event is evaluated by inserting the

atmospheric neutrino flux into the expression (4).

Fig. 2 shows the signal-to-noise ratio at the IceCube DeepCore as a function of the

Wino mass. Sensitivities for contained muon events (upper panel) and shower events

(lower panel) with 1 year and 10 year observations are shown. We have adopted the

NFW density profile and considered the neutrino flux from the cone half angle θ = 10◦ and

θ = 25◦ around the GC. As noted in Ref. [20], the sensitivity is maximized for θ % 10◦. For

this cone half angle, the flux dependence on the DM density profile is not large [23]. The

effective volume for the contained and shower events are set to be 0.04 km3 and 0.02 km3,

7

np � NA cm�3

Effective volume :

Ve� � 10�3km3

currently instrumented

AMANDA

Deep Core
Eiffel Tower

324 m

IceTop
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13

FIG. 6. Left: 90% confidence level upper limits on the spin–dependent neutralino–proton cross section, �SD
�p , as a function of

neutralino mass. The results from the analyses presented in this paper are shown as the black dots joined with lines to guide the
eye (solid and dashed for the W+W� and the bb̄ annihilation channels respectively). The shaded area represents the allowed
MSSM parameter space taking into account current accelerator, cosmological and direct dark matter search constrains. The red
curve shows the expected sensitivity of the completed IceCube detector. Results from Super–K [42], KIMS [43] and COUPP [44]
are also shown for comparison. Right: 90% confidence level upper limits on the spin–independent neutralino–proton cross
section, �SI

�p, as a function of neutralino mass. The results from the analyses presented in this paper are shown as the black
dots joined with lines to guide the eye (solid and dashed for the W+W� and the bb̄ annihilation channels respectively). The
shaded area represents the allowed MSSM parameter space taking into account current accelerator, cosmological and direct
dark matter search constrains. The red curve shows the expected sensitivity of the completed IceCube detector. Results from
CDMS [36] and Xenon [37] are also shown for comparison.

SUSY parameter space is being developed by the collab-
oration with data obtained with the 79–string detector.

Given that the Sun is essentially a proton target and
that the muon flux at the detector can be related to the
capture rate of neutralinos in the Sun, the IceCube lim-
its on the spin–dependent neutralino–proton cross section
are currently well below the reach of direct search exper-
iments, proving that neutrino telescopes are competitive
in this aspect. For the spin–independent limits, however,
direct dark matter search experiments can be competitive
due to the choice of target. Indeed, the latest results from
the XENON100 collaboration [37], using 100 days of live-
time, have already produced stronger spin independent
limits than those we present in this paper, as shown in
the right plot of figure 6. However there is some comple-
mentarity between direct and indirect searches for dark
matter given the astrophysical assumptions inherent to
the calculations. Both methods are sensitive to opposite
extremes of the velocity distribution of dark matter par-
ticles in the Galaxy (low–velocity particles are captured
more e⌅ciently in the Sun, high–velocity particles leave
clearer signals in direct detection experiments), as well
as presenting di�erent sensitivity to the structure of the
dark matter halo (a local void or clump can deplete or
enhance the possibilities for direct detection).

The data set used in Analysis B covered the time un-
til the decommissioning of the AMANDA–II detector
in 2009. The denser configuration of the AMANDA–II
strings was of key importance on increasing the sensitiv-
ity to low neutralino masses, while the sparsely spaced

IceCube strings alone would have yielded a worse result.
In order to supplant the role of AMANDA–II as a low–
energy array, the IceCube collaboration has deployed the
DeepCore array [45] in the clear South Pole ice, in the
middle of the IceCube layout. DeepCore lies about 500 m
deeper than AMANDA–II and its placement in the cen-
ter of IceCube means that three layers of IceCube strings
can be used as a veto to reject down–going atmospheric
muons. The deployment of DeepCore was finalized in
December 2010 and it is currently taking data embedded
in the IceCube data acquisition system. DeepCore is ex-
pected to lower the energy threshold of IceCube to the
O(10 GeV) region, and therefore be an important asset
in future dark matter searches with IceCube.
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125GeV Higgs is easily explained in O(100)TeV SUSY

Wino LSP

mh�114.4GeV
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Figure 2: The contour plot of the lightest Higgs boson mass. The bands for mh =
120, 125, 130, 135, 140GeV represent the e�ects of the theoretical uncertainty of the ratio
µH/MSUSY to the lightest Higgs boson mass. We have assumed that MSUSY/3 < µH < 3MSUSY.
We have used the central values of the 1⇥ errors of the strong coupling constant and the top
quark mass.

4 Upper Bound on The Lightest Higgs Boson Mass

As we mentioned above, the lightest superparticle in the pure gravity mediation is the

neutral wino which can be a good dark matter candidate. The important feature of the

wino dark matter scenario is that the current abundance consists of two contributions.

The one is from the thermal relic density of the wino itself, and the other from the the

late time decay of the gravitino. Notice that the late time decay of the gravitino does not

cause the gravitino problems since the gravitino decay before the BBN [7].

The thermal relic density of the wino is determined by the annihilation cross section

of the winos into the W -bosons via the weak interaction. The resultant relic density

�(TH)h2(M2) can be found in Ref. [14, 15]. The thermal relic density saturates the ob-

served dark matter density �h2 � 0.11 for M2 � 2.7TeV, while it is quickly decreasing

for the lighter wino. The non-thermal relic density is, on the other hand, proportional to

7We have not shown the uncertainty due to the 1⇥ error on the strong coupling constant which is
smaller than the one from the top mass error.
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T.Moroi, KN, 1112.3123

Figure 1: Contours of spin-independent (SI) and spin-dependent (SD) Wino-proton
scattering cross sections are plotted on the plane of mwino and µ. Shaded regions are
excluded by the XENON100 experiment for SI, and IceCube experiment for SD.
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Figure 1: Contours of spin-independent (SI) and spin-dependent (SD) Wino-proton
scattering cross sections are plotted on the plane of mwino and µ. Shaded regions are
excluded by the XENON100 experiment for SI, and IceCube experiment for SD.
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Figure 6: Constraints and future prospects of indirect detection experiments of dark

matter. Theoretical prediction of the neutral wino dark matter is also shown.

one) above the constraint in order to take the uncertainties into account. It can be

seen that the neutral wino should be, at least, heavier than 300GeV.

Another interesting indirect detection is the PAMELA experiment observing the

cosmic-ray p̄ (anti-proton) flux [43]. Current constraint on the dark matter from the

experiment is also shown in Fig. 6 as a blue-shaded region. Since the p̄ flux depends

on how p̄ propagates under the complicated magnetic field of our galaxy and which

dark matter profiles we adopt [44], the constraint has large uncertainties as can be

seen in the figure. The mass of the dark matter is, however, constrained to be

m
wino

& 230GeV in spite of the uncertainties. On the other hand, the observation

of the cosmic-ray p̄ flux in near future is very hopeful. This is because the AMS-

02 experiment, which has already been started [45], has better sensitivity than the

PAMELA experiment and it is also expected that astrophysical uncertainties related

to the p̄ propagation are reduced. The future sensitivity to detect the dark matter in

this experiment is also depicted in the figure as a red-shaded region with assuming

an appropriate propagation model [44]. It can be seen that the sensitivity is much

below the prediction of the dark matter. It is also worth noting that the whole mass

range of the dark matter consistent with the thermal leptogenesis will be fully tested

by the future observation of the cosmic-ray p̄ flux, because the annihilation cross

section of the dark matter is not suppressed because of the Sommerfeld e↵ect. It

may be even possible to determine m
wino

by observing the p̄ spectrum.
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Current situation

• Excess in Positron and Electron flux :            
PAMELA and Fermi

• No excess in gamma-rays : Fermi, HESS, ...

• No excess in neutrinos : SK, IceCube

• Strong constraint from CMB and BBN
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Positron by Fermi
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FIG. 5: Positron fraction measured by the Fermi LAT and by
other experiments [10, 14, 35]. The Fermi statistical uncer-
tainty is shown with error bars and the total (statistical plus
systematic uncertainty) is shown as a shaded band.

the electron spectrum is (2.07±.13 × 10−2 GeV−1 m−2

s−1 sr−1)( E

20GeV )−3.19±0.07. The uncertainties are deter-
mined by including the total (statistical plus systematic)
uncertainty of each energy bin. The fitted indices are con-
sistent with the index we reported previously for the total
electron plus positron spectrum (3.08±0.05) [19, 20].

Conclusion. We measured the CR positron and elec-
tron spectra separately between 20 and 200 GeV, using
a novel separation technique which exploits the charge-
dependent displacement of the Earth’s shadow due to the
geomagnetic field. While the positron fraction has been
measured previously up to 100 GeV [15] and the absolute
flux has been measured previously up to 50 GeV [9, 36],
this is the first time that the absolute CR positron spec-
trum has been measured above 50 GeV and that the
fraction has been determined above 100 GeV. We find
that the positron fraction increases with energy between
20 and 200 GeV, consistent with results reported by
PAMELA [14]. Future measurements with greater sen-
sitivity and energy reach, such as those by AMS-02, are
necessary to distinguish between the many possible ex-
planations of this increase.
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Table 2. Positions of the classical dSphs (Mateo 1998) sorted according to their distance: longitude, latitude, distance, 2rhalf (taken from
Irwin & Hatzidimitriou 1995), the galactic angle away from centre φ = cos−1[cos(long.) cos(lat.)], and αc ≈ 2rhalf/d (see Walker et al. 2011). The
remaining columns are the median value with 68% (95%) CLs forM300 and log10[J(αint)] from the six-parameter MCMC analysis (0 ! γprior ! 1). For
conversion factors to units used in other studies, please refer to numbers given in Appendix A.

dSph long. lat. d 2rh φ αc M300 log10[J(0.01
◦)] log10[J(0.1

◦)] log10[J
!(αc)]

[deg] [deg] [kpc] [kpc] [deg] [deg] [107M#] [M2
# kpc

−5]

Ursa Minor 105.0 +44.8 66 0.56 100.6 0.49 1.54+0.18(+0.33)
−0.21(−0.42)

10.5+0.8(+1.5)
−0.6(−1.2)

11.7+0.5(+0.8)
−0.3(−0.6)

12.0+0.3(+0.5)
−0.1(−0.2)

Sculptor 287.5 -83.2 79 0.52 88.0 0.38 1.34+0.12(+0.23)
−0.13(−0.23)

10.0+0.5(+0.9)
−0.5(−0.8)

11.3+0.2(+0.4)
−0.2(−0.3)

11.7+0.1(+0.2)
−0.1(−0.1)

Draco 86.4 +34.7 82 0.40 87.0 0.28 1.22+0.15(+0.28)
−0.14(−0.28) 9.8+0.5(+0.9)

−0.5(−0.8) 11.2+0.2(+0.4)
−0.2(−0.3) 11.6+0.1(+0.2)

−0.1(−0.2)

Sextans 243.5 +42.3 86 1.36 109.3 0.91 0.61
+0.38(+0.96)
−0.31(−0.43) 9.4

+1.7(+2.9)
−1.2(−1.8) 10.7

+1.1(+1.9)
−0.8(−1.1) 11.1

+0.7(+1.5)
−0.4(−0.6)

Carina 260.1 -22.2 101 0.48 99.2 0.27 0.59
+0.10(+0.60)
−0.07(−0.14) 9.3

+0.3(+0.8)
−0.4(−0.8) 10.5

+0.2(+0.4)
−0.1(−0.2) 10.9

+0.1(+0.1)
−0.1(−0.1)

Fornax 237.1 -65.7 138 1.34 102.9 0.56 1.01+0.30(+0.60)
−0.17(−0.28)

9.5+0.5(+1.1)
−0.5(−0.8)

10.8+0.2(+0.5)
−0.2(−0.3)

10.5+0.3(+0.7)
−0.2(−0.4)

LeoII 220.2 +67.2 205 0.30 107.2 0.08 0.94+0.26(+0.50)
−0.18(−0.29)

11.6+0.8(+1.7)
−0.8(−1.5)

11.7+0.7(+1.6)
−0.6(−0.9)

11.7+0.7(+1.6)
−0.6(−0.9)

LeoI 226.0 +49.1 250 0.50 117.1 0.11 1.22+0.24(+2.52)
−0.21(−0.36)

9.7+0.3(+1.0)
−0.2(−0.5)

10.7+0.1(+0.3)
−0.1(−0.2)

10.7+0.1(+0.3)
−0.1(−0.2)

! Note that the values for log10[J(αc)] differ from those quoted in Walker et al. (2011) as the MCMC analysis is slightly different here.

ments such as CTA, as some loss of sensitivity can occur (see, e.g.
Figure 4 of Walker et al. 2011). This is discussed, taking into ac-
count the full detail of the instruments, in Section 5.3. However,
in this respect, the best target for future instrument may eventually
become Leo II, which despite a quite large uncertainty outshines
all other dSphs at αint = 0.01◦ (see also Fig. 12). We note how-
ever that it is the dsph with the smallest amount of kinematic data
at present (so it has the most uncertain J-factor).

5.1.4 dSphs in the diffuse galactic DM signal: contrast

The uncertainties in J are illustrated from a different viewpoint in
Fig.12. It shows, in addition to the mean, 68% and 98% CLs on
the Js, the latitudinal dependence of the Galactic DM background
(smooth and galactic clump contribution) for the same integration
angle.12 For a typical present-day instrument resolution (integra-
tion angle αint ∼ 0.1◦), we recover the standard result that the
Galactic Centre outshines all dSphs.

The three panels illustrate the loss of contrast (signal from the
dSph w.r.t. to the diffuse Galactic DM signal) as the integration
angle is increased. This is understood as follows: the integrand ap-
pearing in Eqs. (C4) and (C5) is mostly insensitive to the l.o.s. di-
rection a few tens of degree away from the Galactic centre, so that
Eq. (C6) holds, giving an α2

int dependence.
For detectability (see also Sec 3), the naı̈ve approach of max-

imising the integration angle (to maximise JdSph) must be weighed
against the fact that an increased integration angle means more

12 The smooth profile is taken to be an Einasto profile, the clump dis-
tribution is a core one, whereas their inner profile are Einasto with con-
centration and parameters à la Bullock et al. (2001) Normalising the mass
distribution to have 100 clumps more massive than 108M#, and taking
dP/dM ∝ M−1.9 leads to a DM fraction into clumps of ∼ 10% for
clumps distributed in the range 10−6 − 1010M# (see, e.g., Lavalle et al.
2008, and references therein). The local DM distribution is fixed to the fidu-
cial value ρ# = 0.3 GeV cm−3. The exact configuration is unimportant
here as this plot is mostly used for illustration purpose.

astrophysical γ-ray and cosmic-ray background. For large inte-
gration angles, dSphs also have poor contrast against the diffuse
Galactic DM annihilation signal, indicating that the Galactic halo
is a better target for any search on angular scales "1 (see e.g.
Abramowski et al. 2011b for such a search with H.E.S.S.).

5.1.5 Comparison to other works

Comparison between different works can be difficult as every au-
thor uses different definition, notations and units for the astrophys-
ical factor. To ease the comparison, we provide in Appendix A con-
version factors between standard units (we also point out issues to
be aware of when performing such comparisons).

Below is a comparison to just a few of the works published
on the subject, and only for the objects that these studies and the
present one have in common:

• The Evans et al. (2004) values of J/∆Ω for Draco (with
∆Ω = 10−5 i.e. αint = 0.1◦) for all the profiles they explored
(cored, γ = 0.5, γ = 1, γ = 1.5) are larger (after correction by
∆Ω, given their definition of the astrophysical factor) than our 95%
CL upper limit for this object shown in Table 2. The difference is
probably related to our data set which is about twice as large as that
used by Evans et al. (2004).
• Strigari et al. (2007) provide directly the γ-ray flux (i.e. in-

cluding the particle physics term), so that we can only compare our
respective rankings. These agree in general but for Sculptor we find
a larger flux than Draco, conversely to these authors.
• Pieri et al. (2009) focused on Sextans, Carina, Draco and Ursa

Minor. They found the latter to have the largest J (Φcosmo in their
notation) of these 4 objects, followed by Draco, Carina and Sex-
tans. But for the last two, this ranking is similar to ours. However,
while their values of J fall within our 68% (UMi, Sextans) or 95%
(Carina) CL, their value for Draco is above our 95% CL upper limit.
• Essig et al. (2009) also performed a statistical study on Draco

and Ursa Minor, to determine their profiles from kinematic data
and to derive the confidence levels on the J-factor. Given that their
integration is performed on a slightly larger opening angle (0.14◦),

d⇥�

dE
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�⇥v�
8�m2
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dN�

dE
J(�⇤)
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�

�2
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int

Rvir

O !

d
r!
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Figure B1. Sketch of the integration regions contributing to the J factor:
shown are the full integration region (vertical hatched) or a sub-region
(cross-hatched) used for the toy calculations. The letter O shows the ob-
server position, αint is the integration angle, d is the distance of the dSph
and Rvir its virial radius.

the dSph d, the integration angle αint, and the profile parameters
ρs, rs and γ), is to consider only the volume within the radius

rαint
= d× sin(αint) ≈ d× αint, (B1)

where the approximation is valid for typical integration angles
αint ! 0.1◦. This volume corresponds to the spherical cross-
hatched region in Fig. B1.

The toy model proposed below to calculate J allows us to
cross-check the results of the numerical integration for both the
smooth and sub-clump contribution. We find that the model is ac-
curate enough up to a factor of 2 for γ = 0 and γ > 0.5, so can be
used for gross estimates of any signal from a DM clump.

B1 For the smooth distribution

About 90% of the clump luminosity is usually contained in a few
rs, whatever the profile. The consequences are twofold. First, as
can be read off Table 2, rs/d # 1, so that the J factor amounts to a
point like contribution

Jpoint−like =
4π
d2

∫ min(rαint
,rs)

0

r2ρ2(r)dr. (B2)

Secondly, it means that Eq. (6) for the profile can be simplified into
the approximate expression

ρapprox(r) =















ρsat if r " rsat;

ρs ×
(

r
rs

)−γ
if rsat < r " rs;

0 otherwise.

(B3)

However, for all applications of our toy model, we will keep γ <
3/2, so that the saturation density above is never reached in the
dSphs considered below.

Various regimes The approximate formulae for J is obtained by
combining Eqs. (B2) and (B3):

Japprox =
4π
d2

∫ min(rαint
,rs)

0

r2ρ2approx(r)dr. (B4)

Using Eq. (B1), this leads to

Japprox =
4π
d2

· ρ2s r
2γ
s

3− 2γ
· [min(rαint

, rs)]
3−2γ . (B5)

This formula gives satisfactory results for cuspy profiles (see be-
low), but has to be modified in the following cases:

• If rαint
# rs, the integration region encompasses rs. The

(1, 3, γ) profiles decrease faster than r−γ for r ∼ rs hence in-
tegrating the toy model up to rs is bound to overshoot the true
result. We thus stop the integration at the radius rx such that
ρtrue(rx) = ρapprox(rx)/x, i.e.

rx = rs · [x1/(3−γ) − 1] .

Taking x = 2 gives a satisfactory fit to the full numerical calcula-
tion (see below).
• If rαint

# rs and γ = 0, the integration can be performed
analytically up to Rvir and is used instead.
• If rαint

! rs and γ = 0, the profile is constant, and integrating
on the cross-hatched region (instead of the vertical hatched one, see
Fig. B1) undershoots the true result. A better approximation is to
integrate on a conic section. For the same reason as given for the
first item, we replace rs by rx (with x = 2) in the calculation of
the cone volume.

Resulting formula To summarise, the final toy-model formula
proposed for the smooth contribution of the dSph is:

Jtoy =
4πρ2s
d2

×























r2γs · min(rx, rαint
)3−2γ

3− 2γ
if γ > 0;

[I(rαint
)− I(0)] if γ =0, rαint

>rx;
r2αint

· rs
2

if γ =0, rαint
<rx;
(B6)

where

rαint
= αint · d,

rx = rs · [x1/(3−γ) − 1],

I(x) = −r6s (r
2
s + 5rsx+ 10x2)/(30(rs + x)5). (B7)

Toy model vs numerical integration Finally, we check the va-
lidity of this toy model by confronting it with the full numerical
integration. Various inner slope γ of the profile are considered as
provided in Table 1. Defining the critical distance dcrit for which
the dSph is fully encompassed by the integration region, i.e.,

dcrit =
rs
αint

.

we find dcrit ∼ 50 kpc and 500 kpc for rs = 0.1 and 1 kpc respec-
tively (the integration range is αint = 0.1◦). If rx is used instead of
rs, this distance is even smaller. This allows us to test the toy model
for the two regimes. The result is shown in Fig. B2. The symbols
show the full numerical integration while the lines show the toy-
model calculations. For profiles steeper than 0.5, the agreement is
better than a factor of 2 for all distances. For flatter profiles, the toy
model only gives results within an order of magnitude. However,
for γ = 0, the fix applied to the toy-model allows to regain the
correct results within a factor of 2.

Hence, given the current uncertainties on the profiles, the set
of formulae (B7) and (B7) can safely be used for quick inspection
of the J value of any profile with an inner slope γ of 0, or greater
than 0.5.

B2 For the sub-clumps

The influence of DM sub-structures on the γ-ray production has
been widely discussed in the literature. These sub-structures may
enhance the detectability by boosting the γ-ray signal. In this ap-
pendix, we give an analytical estimation of the effect of sub-clumps

2011年9月8日木曜日12年3月21日水曜日
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considered in our analysis becomes

L(D|pW,{p}
i

) =
Y

i

LLAT

i

(D|pW,p
i

)

⇥ 1

ln(10) J
i

p
2⇡�

i

e�[log10(Ji)�log10(Ji)]
2
/2�

2
i ,

(1)

where LLAT

i

denotes the binned Poisson likelihood that is
commonly used in a standard single ROI analysis of the
LAT data and takes full account of the point-spread func-
tion, including its energy dependence; i indexes the ROIs;
D represents the binned gamma-ray data; pW represents
the set of ROI-independent DM parameters (h�

ann

vi and
m

W

); and {p}
i

are the ROI-dependent model parame-
ters. In this analysis, {p}

i

includes the normalizations
of the nearby point and di↵use sources and the J factor,
J
i

. log
10

(J
i

) and �
i

are the mean and standard devia-
tions of the distribution of log

10

(J
i

), approximated to be
Gaussian, and their values are given in Columns 5 and
6, respectively, of Table I.

The fit proceeds as follows. For given fixed values of
m

W

and bf , we optimize � lnL, with L given in Eq. 1.
Confidence intervals or upper limits, taking into account
uncertainties in the nuisance parameters, are then com-
puted using the “profile likelihood”technique, which is
a standard method for treating nuisance parameters in
likelihood analyses (see, e.g., [32]), and consists of calcu-
lating the profile likelihood � lnL

p

(h�
ann

vi) for several
fixed masses m

W

, where, for each h�
ann

vi, � lnL is min-
imized with respect to all other parameters. The inter-
vals are then obtained by requiring 2� ln(L

p

) = 2.71 for
a one-sided 95% confidence level. The MINUIT subrou-
tine MINOS [33] is used as the implementation of this
technique. Note that uncertainties in the background fit
(di↵use and nearby sources) are also treated in this way.
To summarize, the free parameters of the fit are h�

ann

vi,
the J factors, and the Galactic di↵use and isotropic back-
ground normalizations as well as the normalizations of
near-by point sources. The coverage of this profile joint
likelihood method for calculating confidence intervals has
been verified using toy Monte Carlo calculations for a
Poisson process with known background and Fermi-LAT
simulations of Galactic and isotropic di↵use gamma-ray
emission. The parameter range for h�

ann

vi is restricted
to have a lower bound of zero, to facilitate convergence of
the MINOS fit, resulting in slight overcoverage for small
signals, i.e., conservative limits.

RESULTS AND CONCLUSIONS

As no significant signal is found, we report upper lim-
its. Individual and combined upper limits on the anni-
hilation cross section for the b

¯

b final state are shown in
Fig. 1; see also [34]. Including the J-factor uncertainties

FIG. 1. Derived 95% C.L. upper limits on a WIMP anni-
hilation cross section for all selected dSphs and for the joint
likelihood analysis for annihilation into the bb̄ final state. The
most generic cross section (⇠ 3 · 10�26 cm3s�1 for a purely s-
wave cross section) is plotted as a reference. Uncertainties in
the J factor are included.

FIG. 2. Derived 95% C.L. upper limits on a WIMP annihila-
tion cross section for the bb̄ channel, the ⌧+⌧� channel, the
µ+µ� channel, and the W+W� channel. The most generic
cross section (⇠ 3 ·10�26 cm3s�1 for a purely s-wave cross sec-
tion) is plotted as a reference. Uncertainties in the J factor
are included.

in the fit results in increased upper limits compared to
using the nominal J factors. Averaged over the WIMP
masses, the upper limits increase by a factor up to 12
for Segue 1, and down to 1.2 for Draco. Combining the
dSphs yields a much milder overall increase of the upper
limit compared to using nominal J factors, a factor of
1.3.
The combined upper limit curve shown in Fig. 1 in-

cludes Segue 1 and Ursa Major II, two ultrafaint satel-
lites with small kinematic data sets and relatively large
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is given by

θ80 =
√

ψ2
80 + α2

80 , (15)

where ψ80 = 1.25ψ68 is assumed for the FCA and interpolated
from values given for 68% and 95% containment for the LAT
Fermi-LAT Collaboration (2010); here α80 is the 80% containment
angle of the halo emission. The validity of this approximation (at
the level of a few percent) has been tested (see Appendix E) by
convolving realistic halo profiles with a double Gaussian PSF as
found for HESS (Horns 2005). An 80% integration circle is close
to optimum for a Gaussian source on a flat background (in the back-
ground limited regime). Fig. 6 shows the 80% containment radius
of the annihilation flux of generic halos as a function of the inner
slope γ. This result can be parametrised as:

α80 = 0.8◦ (1−0.48γ−0.137γ2)

(

rs
1 kpc

)(

d
100 kpc

)−1

. (16)

It is clear that for a broad range of d, γ and rs the characteristic
angular size of the emission region is larger than the angular reso-
lution of the instruments under consideration. It is therefore critical
to assess the performance as a function of the angular size of the
dSph as well as the mass of the annihilating particle.

Fig. 7 shows the relative sensitivity of Fermi and an FCA
within our framework as a function of the mass of the annihilat-
ing particle, adopting the annihilation spectrum given in Eq. (4),
with the several panels illustrating different points. From Fig. 7 top
(the case of a point-like signal for different observation times) it is
clear that Fermi-LAT has a considerable advantage for lower mass
DM particles (mχ " 1 TeV) on the timescale for construction of
an FCA (i.e. over a 5-10 year mission lifetime) in comparison to
a deep ACT observation of 200 hours. Furthermore, Fermi-LAT is
less adversely affected by the angular extent of the target regions
(see Fig. 7 bottom), due to its modest angular resolution in the
energy range where it is limited by background, meaning that the
source extension is well matched to the PSF of the instrument. The
middle panel of this figure illustrates the impact of different ap-
proaches to the analysis. In the case that there is a DM candidate
inferred from the discovery of supersymmetry at the LHC (quite
possible on the relevant timescale) a search optimised on an as-
sumed mass and spectral shape can be made (solid curves). How-
ever, all instruments are less sensitive when a generic search is un-
dertaken. Simple analyses using all the photon flux above a fixed
energy threshold (arbitrarily set to reduce background) are effec-
tive only in a relatively narrow range of particle mass. For example
keeping only >100 GeV photons works well for ACTs for 0.3-3
TeV particles; whereas keeping all photons >1 GeV works moder-
ately well in the 0.1-0.2 TeV range, but is much less sensitive than
the higher threshold cut over the rest of the candidate dark matter
particle mass range. The features of these curves are dictated by
the expected shape of the annihilation spectrum. From Eq. (4) the
peak photon output (adopting the average spectrum for DM anni-
hilation) occurs at an energy which is an order of magnitude below
the particle mass – effective detection requires that this peak occurs
within (or close to) the energy range of the instrument concerned.

The total annihilation flux from a dSph increases at smaller
distances as 1/d2 for fixed halo mass, making nearby dSphs at-
tractive for DM detection. However, as Fig. 7 shows, the increased
angular size of such nearby sources raises the required detection
flux. Fig. 8 illustrates the reduction in sensitivity for an FCA with
respect to a point-like source for generic dSph halos as a function
of distance, for inner slopes, γ, of zero and one and with rs fixed to
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Figure 7. Approximate sensitivities of Fermi-LAT (blue lines), HESS
(black lines) and the FCA described above (red lines) to a generic halo
with J = 1012 M2

# kpc−5, as a function of the mass of the annihilating
particle and for the annihilation spectrum of Eq. (4). Top: The impact of
observation time is illustrated: dashed lines give the 1 year and 20 hour sen-
sitivities for Fermi and FCA/HESS respectively while the solid lines refer
to 10 year (200 hour) observations. Middle: the impact of analysis meth-
ods is considered for 5 year (100 hour) observations using Fermi (FCA).
Solid lines show likelihood analyses in which the mass and spectrum of the
annihilating particle are known in advance, while dashed and dotted lines
show simple integral flux measurements above fixed thresholds of 1 GeV
(dashed) and 100 GeV (dotted). Note that the 1 GeV cut implies accepting
all events for the FCA (where the trigger threshold is ≈20 GeV). Bottom:
the impact of the angular extension of target sources, as given by the halo
profile in Fig. 6 is illustrated. The solid lines reproduce the likelihood case
from the middle panel for a point-like source, and with values of α80 of
0.1◦ (dashed) and 1◦ also shown.
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Figure 4: Measurements of the IGRB by Fermi-LAT [30] and EGRET [25, 26], together
with three types of gamma-ray spectra induced by DM. The overall normalization of the
DM spectra are given by assuming the MSII-Sub1 �2 model, and for this visualization
we have chosen the following cross sections h�vi = 5 ⇥ 10�25 cm3 s�1 (for bb̄), 1.2 ⇥ 10�23

cm3 s�1 (µµ) and 2.5 ⇥ 10�26 cm3 s�1 (��). The solid lines are with the Gilmore et al.

[68] absorption model applied, and the dotted lines with the Stecker et al. [69] absorption.
We also show the line spectra convoluted with the energy resolution of the Fermi-LAT
experiment (dashed line). The dotted line passing through the Fermi data points is a
power law with the spectral index of -2.41.

3 Particle Physics Models

A variety of di↵erent extensions of the Standard model of particle physics could in prin-
ciple produce strong enough fluxes of gamma-rays to be observed by the Fermi-LAT [40].
We consider three generic types of DM models with distinctively di↵erent gamma-ray
signatures, exemplified in figure 4:

[Model 1: bb̄] Many DM candidates (e.g., within supersymmetry) have their dominant
annihilation channel into quarks and gauge bosons. In these cases, gamma-rays are
produced through the hadronization and decay of ⇡0. For definiteness we assume
here a 100% branching ratio into bb̄, but also annihilations instead into other quarks
as well as into W/Z gauge bosons and higgs would all give fairly similar spectra [77].
We use the DarkSUSY package [78] to obtain the gamma-ray yield dN

�

/dE, when
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need to be made on the distribution and evolution of DM halos in the Universe. Also,
for high-energy gamma-rays, the e↵ects of intergalactic absorption become important and
has to be taken into account. The flux from DM induced extragalactic photons can be
expressed as, [23],

d�
�

dE0
=

h�vi
8⇡

c

H0

⇢̄2
0

m2
DM

Z
dz(1 + z)3 �2(z)

h(z)

dN
�

(E0(1 + z))

dE
e�⌧(z,E0), (1)

where c is the speed of light, H0 the Hubble constant equal to 100⇥h km s�1/Mpc, ⌧(z, E0)
the optical depth, h�vi the sample averaged DM annihilation cross section times rel-
ative velocity (hereinafter referred to as cross section), dN

�

/dE the gamma-ray spec-
trum at emission, m

DM

the DM mass, and ⇢̄0 its average density today, while h(z) =p
⌦

M

(1 + z)3 + ⌦⇤ parameterizes the energy content of the Universe. The quantity
�2(z), as defined in [23], describes the enhancement of the annihilation signal arising
due to the clustering of DM into halos and subhalos (relative to a uniform DM distribu-
tion in the Universe). For the ⌦

M

, ⌦⇤, and h we will consistently adopt the values used
in [23] and [38]; which will be the two references we follow in order to derive �2(z).

To quantify �2(z) it is necessary to know the DM distribution on all length scales.
Currently it is best predicted from numerical N-body simulations, which calculate the
evolution of the matter distribution from an ab initio almost homogeneous distribution
of DM in the early Universe. However, for N-body simulations computing resources
limit the mass-resolution and the ability to properly model the e↵ects of baryons. This
prevents solid predictions for the DM structure on all scales, from cosmological down to the
smallest scales of relevance. As the largest contribution to the DM induced extragalactic
gamma-ray flux might come from small halos formed in an earlier, denser Universe, it is
of importance to at least extrapolate down to mass scales expected for the smallest DM
halos. Also, within the larger halos there should exist smaller bound structures that have
survived tidal stripping, and that could contribute significantly [31, 32]. The minimal
DM halo size is limited by the so called free streaming and/or acoustic oscillations, and
is typically in the range 10�9 � 10�4M� for WIMP DM (see, e.g., [56, 57, 58, 59, 60] and
references therein). The needed extrapolations are therefore many orders of magnitude,
since even simulations concentrated on Milky Way-size halos do not currently reach below
subhalo masses of about 105M� at z = 0 [32]. We will take two main approaches to
calculate the cosmological DM signal, and consider di↵erent extrapolations to di↵erent
smallest halo masses.

In the first approach, we will use the results from one of the most recent N-body
simulations, ‘Millennium II’ (MS-II) [39], as it was used by Zavala et al. in [38] to determine
the cosmological DM annihilation signal. In their work, two basic structural properties
of DM halos, the maximal rotational velocity V

max

and the radius where the maximum
occurs, r

max

, are used to characterize their structure. By approximating the internal
structure of halos by spherically symmetric Navarro, Frenk and White (NFW) density
profiles [61], V

max

and r
max

enable calculation of the luminosity expected from halos
down to a fairly low mass limit, ⇠ 7 108 h�1 M� (i.e., the resolution of resolved halos
in the simulation). If instead an Einasto profile shape [62, 63] was assumed, that would
only introduce an increase of about 50% in the signal, as argued in [38].

6

�2(z) : enhancement from DM clustering

(Modified) Press-Schechter 

N-body simulation

Bergstrom, Edjso, Ullio, Lacey (2002)

Ellipsoidal DM collapse

Millennium-II
Zavala et al. (2010)

How to extrapolate to smallest (sub)halo?
� 10�6M�
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Figure 1: Comparison of the di↵erent models used to calculate the enhancement of DM
annihilation signal due to structure formation; �2(z) based on the Millennium II simula-
tion (MSII-models) [38] and the semi-analytic model (BulSub) [23]. All the enhancement
factors �2(z) are multiplied by the factor (1 + z)3/h(z) in order to reflect the relevant
part of the integrand in equation (1) we want to illustrate.

the model of Bullock et al. to low halo masses. Similarly to [23, 40], we set 10% of a
halo mass in substructures and assume that the subhalo mass function has a power-law
behavior in mass M��, with a slope � = 1.9. This is in broad agreement with findings
of new simulations [31, 32] for Milky Way-size halos. The concentration parameter of
subhalos is not constant, but depends on the subhalo mass [23] and on the distance from
the center of the halos [31, 32]. We here associate a concentration parameter four times
higher in substructures, compared to a main halo of the same mass [23]. This is the same
type of structure description also used in the Fermi pre-launch paper [40], and used in
several recent works [64, 67]. We dub this scenario the semi-analytical NFW Bullock et

al. substructure model (BulSub).
The result of the semi-analytical (BulSub) approach lies between the extreme values

found in MS-II simulation, and turns out to be quite close to the MSII-Sub1 case. We show
a comparison of these four models via the quantity (1 + z)3�2(z)/h(z) in figure 1. The
di↵erence in shape, at low redshifts, between the semi-analytical (BulSub) model and
the MS-II results comes mainly from di↵erent redshift evolution of the concentrations
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Figure 2: Comparison of the gamma-ray absorption models of Gilmore et al. [68] (solid)
and Stecker et al. [69] (dashed), and their a↵ect on the signal in the MSII-Sub1 structure
formation scenario. The upper most (black solid) line is if no absorption is present.

parameter and halo mass function. To summarize, we note that all above scenarios could
basically be related by an overall shift in their predicted signal amplitudes. We will keep
all of them, however, in our exclusion plots as it is illustrative and allows easy comparisons
with previous works.

For the optical depth ⌧(z, E0), as a function of redshift z and observed energy E0, we
use the result of Gilmore et al. [68].2 In figure 2, we compare this result to the older,
commonly assumed, absorption model of Stecker et al. [69] by plotting the relevant part of
the integrand in equation (1): (1 + z)3�2(z)/h(z)exp(�⌧). The newer absorption model
in [68] gives significantly lower optical depth. For z � 1 the di↵erence to the older model
[69] is large for gamma-ray energies E0 & 20 GeV, and for higher energies the di↵erence is
even larger and their deviation start at much lower redshifts. We show that the choice of
absorption model plays a role for the DM limits when the limits are set by the gamma-ray
spectrum in the high energy end of the Fermi-LAT measurement. We comment further
on this in sections 3 and 5.

2We implemented the fiducial 1.2 model from [68].
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Figure 6: Cross section h�vi limits on dark matter annihilation into µ+µ� final states.
The green regions mark the (90, 95, 99.999)% exclusion regions in the MSII-Sub1 �2(z)
DM structure scenario (and for the other structure scenarios only 95% upper limit lines).
The layout of the figure is otherwise the same as in figure 5. Note that the Stecker et

al. [69] absorption model a↵ects the lower DM mass limits since they are set by the high
energy FSR part of the DM spectrum. The two gray contours show the best fit regions for
a WIMP explanation to the local electron and positron spectra measured by Fermi-LAT
and PAMELA.

method is more similar to our conservative analysis approach, and the presented limits
are comparable to our conservative MSII-sub1 limits when their Galactic DM halos are
described by a smooth Einasto or NFW DM density profile. As mentioned, most hadronic
channels are very similar in their gamma-ray production. To within a factor of two (if
final states are not very close to, or below, production thresholds) our cross section limits
are also valid for prompt annihilation into the heavy gauge bosons, the other standard
model quarks, gluons, as well as into the leptonic ⌧+⌧� channel.

Figure 6 shows the exclusion region for the leptonic DM model, together with the best
fit region for this model to the PAMELA and Fermi-LAT positron and electron data. The
sharp upper endings of the gray best fit regions come from the constrain to not overshoot
HESS data [103]. Both the best fit regions and the exclusion regions for all our discussed
DM scenarios are calculated in a self-consistent way, modulo minor corrections. Below
a DM mass of about 500 GeV, the limits on these models are determined by the FSR
signal at the high-energy end of the DM spectra, see figure 4, and therefore depend more
substantially on the choice of the absorption model. We note here that this conclusion
holds even if one considers the constraints that the low energy COMPTEL [104] and
EGRET [25, 26] data would pose on the first (IC) peak in the spectra. The di↵erence
between the Stecker et al. [69] and the Gilmore et al. [68] absorption model results in a
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Figure 5: Cross section h�vi limits on dark matter annihilation into bb̄ final states. The
blue regions mark the (90, 95, 99.999)% exclusion regions in the MSII-Sub1 �2(z) DM
structure scenario (and for the other structure scenarios only 95% upper limit lines). The
absorption model in Gilmore et al. [68] is used, and the relative e↵ect if instead using the
Stecker et al. [69] model is illustrated by the upper branching of the dash-dotted line in
the MSII-Res case. Our conservative limits are shown on the left and the stringent limits
on the right panel. The grey regions show a portions of the MSSM7 parameter space
where the annihilation branching ratio into final states of bb̄ (or bb̄ like states) is > 80%.
See main text for more details.

It is not always direct to compare di↵erent works on DM annihilation cross section
limits; di↵erent physics assumptions, di↵erent analysis methods and di↵erent data sets
are often used. We will anyway make a comparison to a few other DM constraints, as to
put our cosmological DM results into context. With the MSII-Sub2 case our cross section
limits are among the strongest indirect detection limits presented to date, but this setup
is admittedly a WIMP structure scenario that might be overly optimistic. The structure
and substructure description applied in our BulSub scenario as well as the strict analysis
procedure is similar to what was used in the Fermi analysis of Galaxy clusters [13] and
(with the exception of no additional inclusion of substructure) the Fermi analysis of dwarf
galaxies [8], see also [7]). It is therefore worthwhile to compare those analyses with our
BulSub scenario with the strict upper limit calculation procedure. Our bb̄ cross section
limits are, in this perspective, comparable to the ones presented in the Fermi analysis
of dwarf galaxies [8] and somewhat stronger than the constraints from galaxy clusters
in [13]. For hadronic annihilation channels, cosmic-rays, especially antiproton data, can
provide comparable limits [82]. Such limits are, however, associated with additional un-
certainties due the uncertainties related to charged particle propagation in the Galaxy.
In the preparation of this paper, Fermi-LAT data was used in [10, 11] to set cross section
limits on Galactic DM induced gamma-rays. In these two papers, their data analysis
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THE ICECUBE COLLABORATION SEARCHES FOR DARK MATTER WITH ICECUBE
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from the Galactic halo with the 22–string and the Galactic
Center with the 40–string array compared to the preferred
regions for PAMELA data, and the region including Fermi
data for annihilation to ⌧+⌧� [14].

the low and high-energy filter of IceCube–79. Especially
in the low energy region below 100 GeV, more events are
accepted. This improvement can be attributed to the Deep-
Core array. If these events can be retained throughout the
analysis cuts, considerable improvement is to be expected
for exclusion limits on the self-annihilation cross-section in
the low energy region.

7 Conclusion

Data collected with the partially instrumented IceCube
neutrino detector has been searched for dark matter self-
annihilation signals. Two independent analyses, target-
ing the Galactic halo and Galactic Center, have been per-
formed and resulted in observations consistent with back-
ground expectations. Based on these results the dark mat-
ter self-annihilation cross section was constrained to ⇠
10

�22
cm

3
s

�1 for WIMP masses between 200 GeV and
10 TeV for annihilation into ⌧+⌧� and µ+µ�. For a neu-
trino line spectrum �� ! ⌫⌫̄, annihilation cross sections
larger than ⇠ 10

�23
cm

3
s

�1 can be excluded, assuming the
NFW-profile for the Galactic Center analysis. Limits from
the halo analysis are less halo-profile dependent, since the
different models show similar behavior for larger distances
from the Galactic Center. Despite the small dataset and
less than half of the full IceCube detector, the limits al-
ready probe a region of interest. A new dedicated filter
stream for neutrinos from the Galactic Center has been im-
plemented, that led to an increase in neutrino effective area
at filter level of about two orders of magnitude at energies
below 100 GeV. With the IceCube detector completed and a
dataset available that is already more than three times larger
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Figure 6: Effective area for IceCube–40, and the two parts
of the Galactic Center filter for IceCube–79 at online filter
level.

than the ones used for the presented analyzes, we expect
to probe dark matter self-annihilation cross sections below
⇠ 10

�24
cm

3
s

�1. Further, the Galactic halo analysis is cur-
rently pursued using the DeepCore detector and the cas-
cade channel (⌫

e

, ⌫
�

). It utilizes the excellent atmospheric
muon veto capabilities with IceCube/DeepCore and lower
atmospheric neutrino background in this channel. As the
analysis targets a large scale anisotropy, the poor angular
resolution of cascade events does not effect this analysis in
a strong manner, and will allow for a further improvement
in sensitivity.
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DeepCore
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Future: Deep Core

•To improve low E event efficiency

   -- indirect DM search, atm. ! osc, etc..

• total 6 strings (75 m apart) 
  cf. nominal strings: 125 m apart

• 60 DOMs/string

    -- high QE DOMs 

       (~ 35% more light yield)

     -- DOMs are densely spaced

• 4 ! detector:

  -- veto surrounding bottom inner

     core (6 DC + 7 IC)

  -- explore southern sky as well as 

          Galactic Center 

A planned extension : DeepCore

S.Seo, Talk at Dark2009 

Use original detector
as muon veto 

Inner detector with
denser instrumentation

Remove atmospheric
muon BG

Primary purpose : 
better sensitivity

on low-energy neutrino

2010年2月25日木曜日
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Fornengo, Lineros, Regis, Taoso (2011)

B
0
 = 6 µG

GSM North pole

GSM South pole

Surveys North pole

Surveys South pole

Figure 4. Temperature versus frequency calculated for the galactic poles (b = ±90�) for µ+

µ

� and
bb̄ annihilation channels, M

DM

= 10, 100 GeV. The DM profile and the galactic magnetic field are as
in fig. 2 and the propagation model is the MED one, table 1. The data points are the temperature at
north and south galactic poles averaged in a 10� circle. Green dashed lines are linked to observations
and have been obtained with the software developed in [78] (see text for more details).

notice that the constraints drastically weaken for the isothermal profile, which presents a
much lower DM density in a large region around the Galactic center. This e↵ect has also
been shown in Fig. 5. Still, for this profile and for the µ+

µ

� and e

+
e

� annihilation channels,
thermal values of (�v) are excluded for MDM . 4� 6 GeV.

Despite the morphology of the emission is quite di↵erent for the three propagation
models, the derived bounds are instead similar (except when cutting away |b| < 15�), as it
is shown in Fig. 6, where the case of DM annihilations into muons is considered. This is
because in the most constraining patches (i.e., low latitudes) the average DM emission is
similar for the three cases.

Similar conclusions can be drawn about the GMF model. Indeed, changing the magnetic
field profiles does not dramatically alter the constraints, since at low latitudes the di↵erent
models considered for the GMF are similar. The example shown in Fig. 6 is for the MED
model. Similar results are obtained for the MAX setup while in the MIN case bounds are
weaker, but within a factor of less than 1.5.

We also study the constraints inferred individually from each survey (upper–right panel
of Fig. 6 ). As discussed in Sec. 5, the lowest frequencies are more constraining for low
DM masses (MDM . 10 GeV) while O(GHz) frequencies becomes relevant for heavier DM
candidates. Let us remark that the constraining power of a single survey also depends on
the fraction of sky covered and on the sensitivity of the map, as it is shown in Fig. 6 where
the 820 MHz survey provides worse constraints than the 1420 MHz one.

As commented in Sec. 3, additional energy losses than those we have considered here
might become relevant in the galactic plane. We estimate that this e↵ects might reduce our
predictions on the synchrotron fluxes in the region |b| . 1�, so their impact on the bounds
would be rather small, since they are derived considering patches of the sky with significantly
larger angular sizes. Still, we decide to compute the bounds by cutting a large region around
the galactic plane by imposing |b| < 15� (lower–left panel in Fig. 6), which in our case is

– 12 –
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Depends on Magnetic field structure
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Figure 7. Upper bounds on the annihilation cross section (�v) as a function of the DM mass
for di↵erent annihilations channels: e

+

e

� (Upper–left), ⌧+⌧� (Upper–right), bb̄ (Lower–left), and
W

+

W

� (Lower–right). In most of the cases, the thermal cross section value, orange solid line, is
reached at M

DM

⇠ 10 GeV.

30 degrees), and should appear as a spherical feature related to the (approximately) spherical
shape of the DM profile. This is opposite to what is expected for the CR emission, which
typically shows a “disky” shape, following from the confinement of CR sources to the stellar
disc. Therefore, we perform a search where the signal to background ratio is expected to be
larger, i.e. in maps at low frequencies and in the inner part of the Milky–Way. We choose
the 45 MHz map [28] where the central region is better sampled, but analogous analysis can
be done with the 22 MHz map [27].

We consider the Haslam et al. map [29] at 408 MHz as a template for galactic syn-
chrotron emission. This is commonly done also in CMB studies since the Haslam map is the
radio full–sky map with the best angular resolution and sensitivity, at a frequency where the
emission is thought to be dominated by synchrotron radiation. We estimate the emission at
45 MHz in each angular pixel as T est

i

= T408,i · (45MHz/408MHz)↵ + T

0, where i is the pixel
index, and the 408 MHz map is smoothed down at the angular resolution of the 45 MHz
map [28]. ↵ and T

0 are derived from the best–fit of the observed temperature T

obs in the
map of Ref. [28], by minimizing the �–square function �

2 =
P

i

(T est
i

� T

obs
i

)2/�2, where �

is the noise–level reported in Table 3, and in the sum we include all available pixels in the
map except for the disc (|b| < 5�). We include T 0 in the fit to account for a possibly di↵erent
spectral index in the extragalactic emission, or for possible experimental issues associated to
the absolute normalization of the flux. However, it is nearly irrelevant since its best–fit value
comes out to be at the level of noise. We found ↵ = �2.56, confirming our expectation, and
suggesting that this search technique can be indeed useful for DM candidates inducing a syn-
chrotron spectrum softer than ⇠ ⌫

�2.5. The residuals (T est
i

� T

obs
i

)/T obs
i

are shown in Fig. 8
for the central 30�⇥30� box, and in the full-sky. Note that this technique is similar to the one
employed for the “WMAP haze” [19, 20, 22], namely a possible foreground excess found in

– 15 –
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22-1420MHz Haslam MAP, etc.
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BBN and CMB
DM annihilation takes place in the early Universe

It may affect BBN and CMB

Energy injection in BBN epoch

Destroy & overproduction of light elements

Energy injection in recombination epoch

Increase ionization fraction of H atom
CMB anisotropy changes

12年3月21日水曜日



Figure 2: Upper bound on the annihilation cross section obtained from the observational
3He/D limit with n = 1 (top) and n = 2 (bottom) for various values of ε = 10−10–10−3.
Here DM is assumed to annihilate purely radiatively into electron and/or photon. The
kinetic decoupling temperature is set to be 1 MeV. The dashed line denotes the canonical
annihilation cross section (= 3× 10−26cm3sec−1 ).

8

Figure 4: Upper bound on the annihilation cross section obtained from the observational
D/H limit with n = 1 (top) and n = 2 (bottom) for various values of ε = 10−10 –
10−3. Here DM is assumed to annihilate into a W -boson pair. The kinetic decoupling
temperature is set to be 1 MeV. The dashed line denotes the canonical annihilation cross
section (= 3 × 10−26cm3/sec ) which gives the right amount of the dark-matter relic
density.

11

Radiative Hadronic

Hisano, Kawasaki, Kohri, Moroi, KN, Sekiguchi, 1102.4658

Constraint from BBN
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Constraint from WMAP

Figure 9: Upper bound on the annihilation cross section obtained from CMB anisotropy
data as a function of DM mass for ε = 10−3 – 10−7. DM is assumed to annihilate into
e+e− pair in the top panel and W+W− in the bottom panel. Here we have taken n = 1
and Tkd = 1 MeV. Results do not change for n = 2 and/or Tkd = 1 keV.

18

Hisano, Kawasaki, Kohri, Moroi, KN, Sekiguchi, 1102.4658
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Constraint from WMAP

Hisano, Kawasaki, Kohri, Moroi, KN, Sekiguchi, 1102.4658Figure 9: Upper bound on the annihilation cross section obtained from CMB anisotropy
data as a function of DM mass for ε = 10−3 – 10−7. DM is assumed to annihilate into
e+e− pair in the top panel and W+W− in the bottom panel. Here we have taken n = 1
and Tkd = 1 MeV. Results do not change for n = 2 and/or Tkd = 1 keV.

18
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5

considered in our analysis becomes

L(D|pW,{p}
i

) =
Y

i

LLAT

i

(D|pW,p
i

)

⇥ 1

ln(10) J
i

p
2⇡�

i

e�[log10(Ji)�log10(Ji)]
2
/2�

2
i ,

(1)

where LLAT

i

denotes the binned Poisson likelihood that is
commonly used in a standard single ROI analysis of the
LAT data and takes full account of the point-spread func-
tion, including its energy dependence; i indexes the ROIs;
D represents the binned gamma-ray data; pW represents
the set of ROI-independent DM parameters (h�

ann

vi and
m

W

); and {p}
i

are the ROI-dependent model parame-
ters. In this analysis, {p}

i

includes the normalizations
of the nearby point and di↵use sources and the J factor,
J
i

. log
10

(J
i

) and �
i

are the mean and standard devia-
tions of the distribution of log

10

(J
i

), approximated to be
Gaussian, and their values are given in Columns 5 and
6, respectively, of Table I.

The fit proceeds as follows. For given fixed values of
m

W

and bf , we optimize � lnL, with L given in Eq. 1.
Confidence intervals or upper limits, taking into account
uncertainties in the nuisance parameters, are then com-
puted using the “profile likelihood”technique, which is
a standard method for treating nuisance parameters in
likelihood analyses (see, e.g., [32]), and consists of calcu-
lating the profile likelihood � lnL

p

(h�
ann

vi) for several
fixed masses m

W

, where, for each h�
ann

vi, � lnL is min-
imized with respect to all other parameters. The inter-
vals are then obtained by requiring 2� ln(L

p

) = 2.71 for
a one-sided 95% confidence level. The MINUIT subrou-
tine MINOS [33] is used as the implementation of this
technique. Note that uncertainties in the background fit
(di↵use and nearby sources) are also treated in this way.
To summarize, the free parameters of the fit are h�

ann

vi,
the J factors, and the Galactic di↵use and isotropic back-
ground normalizations as well as the normalizations of
near-by point sources. The coverage of this profile joint
likelihood method for calculating confidence intervals has
been verified using toy Monte Carlo calculations for a
Poisson process with known background and Fermi-LAT
simulations of Galactic and isotropic di↵use gamma-ray
emission. The parameter range for h�

ann

vi is restricted
to have a lower bound of zero, to facilitate convergence of
the MINOS fit, resulting in slight overcoverage for small
signals, i.e., conservative limits.

RESULTS AND CONCLUSIONS

As no significant signal is found, we report upper lim-
its. Individual and combined upper limits on the anni-
hilation cross section for the b

¯

b final state are shown in
Fig. 1; see also [34]. Including the J-factor uncertainties

FIG. 1. Derived 95% C.L. upper limits on a WIMP anni-
hilation cross section for all selected dSphs and for the joint
likelihood analysis for annihilation into the bb̄ final state. The
most generic cross section (⇠ 3 · 10�26 cm3s�1 for a purely s-
wave cross section) is plotted as a reference. Uncertainties in
the J factor are included.

FIG. 2. Derived 95% C.L. upper limits on a WIMP annihila-
tion cross section for the bb̄ channel, the ⌧+⌧� channel, the
µ+µ� channel, and the W+W� channel. The most generic
cross section (⇠ 3 ·10�26 cm3s�1 for a purely s-wave cross sec-
tion) is plotted as a reference. Uncertainties in the J factor
are included.

in the fit results in increased upper limits compared to
using the nominal J factors. Averaged over the WIMP
masses, the upper limits increase by a factor up to 12
for Segue 1, and down to 1.2 for Draco. Combining the
dSphs yields a much milder overall increase of the upper
limit compared to using nominal J factors, a factor of
1.3.
The combined upper limit curve shown in Fig. 1 in-

cludes Segue 1 and Ursa Major II, two ultrafaint satel-
lites with small kinematic data sets and relatively large

CMB~BBN
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Table 4. Properties of the dark matter halos of dwarf spheroidals used in this study.

Name [〈R〉, 〈P〉]
[

〈R2〉 − 〈R〉2, 〈P2〉 − 〈P〉2, 〈RP〉 − 〈R〉〈P〉
]

JNFW

R ≡ log10(rs/kpc), P ≡ log10(ρs/M% kpc−3) (1019 GeV2

cm5 )

Ursa Major II [−0.78, 8.54] [0.0417, 0.0986, −0.0554] 0.58+0.91
−0.35

Coma Berenices [−0.79, 8.41] [0.0603, 0.132, −0.0820] 0.16+0.22
−0.08

Bootes I [−0.57, 8.31] [0.0684, 0.165, −0.0931] 0.16+0.35
−0.13

Usra Minor [−0.19, 7.99] [0.0430, 0.116, −0.0697] 0.64+0.25
−0.18

Sculptor [−0.021, 7.57] [0.0357, 0.0798, −0.0528] 0.24+0.06
−0.06

Draco [0.32, 7.41] [0.0236, 0.0364, −0.0286] 1.20+0.31
−0.25

Sextans [−0.43, 7.93] [0.0302, 0.109, −0.0570] 0.06+0.03
−0.02

Fornax [−0.24, 7.82] [0.0474, 0.140, −0.0798] 0.06+0.03
−0.03

Note. — These parameters are obtained from measured stellar (line of sight) velocities. ρs and rs are
the density and scale radius for the dark matter halo distribution. The first column, [log10(ρs), log10(rs)],
is the average in the joint log10(rs) − log10(ρs) parameter space, whose posterior is well described by a
Gaussian distribution centered on the average value given. The second column gives the diagonal and
off diagonal components of the covariance matrix that may be used to approximate the joint probability
distribution of ρs and rs as a Gaussian in log10(rs) and log10(ρs). The last column provides JNFW (see
Eq. 4), which is proportional to the pair annihilation flux coming from a cone of solid angle 2.4 10−4 sr
centered on the dwarf. The errors on JNFW are obtained from the full MCMC probability distribution
and bracket the range which contains 68% of the total area under the probability distribution.
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Fig. 4.— Constraints on the annihilation cross-section for a µ+µ− final state based on the 95% confidence
limits on the γ-ray flux compared to dark matter annihilation models which fit well either the PAMELA
(Adriani et al. 2009) or Fermi e++e− measurements (Abdo et al. 2009). The left panel shows the constraints
considering γ-ray emission from final state radiation only. The right panel shows the constraints for the Ursa
Minor dwarf including both γ-ray emission from IC scattering and final state radiation. Here we consider
two different diffusion coefficients, and show the effect of the uncertainties in the Ursa Minor density profile.

Abdo et al., 1001.4531
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Determination of Local DM density
Catena, Ullio, 0907.0018

Galactocentric radius
Star orbit around the BH at GC

Oort’s constants

Proper motion of Cephaid, OB stars,... (Hipparcos)

R0 = 8.33± 0.35kpc

�0/R0 = A�B = 29.45± 0.15km/s/kpc

1. Solar system data  (Galactic constant)

�0 = 245± 10.4km/s

 S.Gillessen et al.,0810.4674

cf) RR Ly. near GC
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Terminal velocity
HI, CO line from inside solar system (>3kpc)

Local standard rest velocity
Outer Galaxy
18 star formation regions by VLBI

Total mass including dark halo
Velocities of MW satellite

Surface mass density
Star motions perp. to Galactic plane

2. Galactic dynamics data

Rotation curve for inner Galaxy 

M(< 50kpc) = (5.4± 0.25)� 1011M�

�� = (48.8± 8)M�pc�2

(proper motion of solar)
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3. Model

Stellar disk

2.5 Local surface mass density

The total amount of matter in the solar neighborhood can be inferred by the motion of
stars in the direction perpendicular to the Galactic plane. Kuijken & Gilmore [38] have

examined local star velocity fields and derived a constraint for the total mean surface
density within 1.1 kpc:

Σ|z|<1.1kpc = (71 ± 6)M! pc−2 . (7)

The local surface density corresponding to the visible components only has been esti-

mated instead with star counts [39]:

Σ∗ = (48 ± 8)M! pc−2 . (8)

2.6 The total mass at large radii

The total mass within a sphere of radius R ! R0 can be estimated from the velocity

distribution of the Milky Way’s satellites [13]. We use measurements of the total mass
within 50 kpc and 100 kpc to constrain our Galactic model at large radii. The values
which we considered in our analysis are [40]

M(< 50 kpc) = (5.4 ± 0.25) × 1011 M! , (9)

and [13]

M(< 100 kpc) = (7.5 ± 2.5) × 1011 M! . (10)

3 A mass model for the Milky Way

We present in the following our reference mass model for the Galaxy. The decomposition
is performed describing each component as either axisymmetric or spherically symmetric.

Depending on the assumptions, the model is fully specified by, in total, 7 or 8 parameters;
these are listed in table 1.

3.1 The stellar disc

The mass density of the stellar disk is sketched by a one-component thin disc defined

by the following function:

ρd(R, z) =
Σd

2zd

e
− R

Rd sech2

(

z

zd

)

with R < Rdm , (11)

where Σd is the disc surface density and Rd (zd) sets a scale of length in the R (z)
direction. This form is in fair agreement with the one suggested by Freudenreich [41]

6

Stellar bulge

and fitted against COBE photometric maps of the Galaxy. Freudenreich postulated
the presence of a hole in the inner part; such holes seem to be predicted by N-body

simulations as a consequence of the formation of a stable bar. As none of our model
discriminators is very sensitive to fine details in the distribution of matter towards the

center of the galaxy, to simplify calculations of the rotation curves, we neglect such
feature and keep in mind that, in this way, we probably overestimate the density of stars
associated to the disc in the inner Galaxy. Moreover, Eq. (11) describes a flat disc at all

radii and can not take into account deviations from the flat reference plane [41].
Four parameters are introduced in Eq. (11), however only two will be let vary freely.

We fix the vertical height scale to the best fit value suggested in [41], zd = 0.340 kpc,
since dynamical constraints we implement are insensitive to a slight variation around

this value; we also assume that the truncation radius scales weakly with the value of the
local galactocentric distance R0, according to the prescription Rdm = 12[1 + 0.07(R0 −
8 kpc)] kpc [41].

3.2 The stellar bulge/bar

The bulge/bar region is not axisymmetric and can be described by:

ρbb(x, y, z) = ρbb(0)

[

s−1.85
a exp(−sa) + exp

(

−
s2

b

2

)]

(12)

where

s2
a =

q2
b (x

2 + y2) + z2

z2
b

s4
b =

[

(

x

xb

)2

+

(

y

yb

)2
]2

+

(

z

zb

)4

. (13)

xb, yb, zb, qb and ρbb(0) are considered as free parameters of the model. This is the form
proposed by Zhao [42], based on COBE photometric maps, and it is in fair agreement

with the one given by Freudenreich [41]. The second term in Eq. (12) describes a triaxial
bar while the first term represents an axisymmetric nucleus whit a power law behavior

∼ s−1.85
a [15].
In the analysis, we will implement an axisymmetrized version of Eq. (12), and as-

sume xb # yb = 0.9 kpc · (8 kpc/R0), zb = 0.4 kpc · (8 kpc/R0) and qb = 0.6. These

(axisymmetrized) values are in agreement for the best fit obtained in Ref. [42] assuming
R0 = 8 kpc, and then scaled to an arbitrary R0. The choice of fixing these parameters

is again related to the lack of observables, among those implemented, to discriminate
among these values and small deviations around them. The normalization ρbb(0), or
equivalently the mass of the bulge/bar system at a fixed R0, is kept as real free param-

eter.
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DM halo

3.3 The dust layer

The distribution of the interstellar medium is assumed to be axisimmetric as well. We
infer the average density per annulus around the galactic center of atomic and molecular

hydrogen from the analysis of Dame [43], correcting then for helium. The vertical
distribution is assumed to be the same as for the stellar disc. The only free parameter
entering in the definition of this term is R0, as we rescale again with R0/8 kpc all radial

distances.

3.4 The dark matter halo

There are a few possible choices here. One possibility is to follow the scheme suggested
from results of N-body simulations of hierarchical clustering, and sketch the Milky Way

as the spherically symmetric radial density profile:

ρh(r) = ρ′f (r/ah) , (14)

where, according to the numerical simulations, f(x) is the function which sets the univer-
sal, or nearly-universal, shape of dark matter halos, while ρ′ and ah are a mass normaliza-

tion and a length scale, usually given in terms of the virial mass Mvir and a concentration
parameter cvir. We will adopt here the definitions: Mvir ≡ 4π/3∆virρ̄0 R3

vir, with ∆vir

the virial overdensity as computed in Ref. [44], ρ̄0 the mean background density and Rvir

the virial radius; and cvir ≡ Rvir/r−2, with r−2 the radius at which the effective logarith-

mic slope of the profile is −2. The latest simulations favor the Einasto profile [45, 46]:

fE(x) = exp

[

−
2

αE

(xαE − 1)

]

, (15)

with the Einasto index αE ranging about 0.1 to 0.25 (reference value, say, αE = 0.17).
We will also check results for the profile originally proposed by Navarro, Frenk and

White [47] i.e.

fNFW (x) =
1

x(1 + x)2
, (16)

which is most often used.

While the NFW profile has a 1/r singularity towards the center of the Galaxy, this
is smoothed or partially smoothed by the Einasto index αE . Once more, our analysis is

not focussed on the central region of the Galaxy, with the model and the implemented
constraints that are not accurate enough at small radii. We also have a reduced discrim-

ination power with respect to models for which the central dark matter enhancement is
totally erased, such as the Burkert profile [48]:

fB(x) =
1

(1 + x)(1 + x2)
. (17)
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and fitted against COBE photometric maps of the Galaxy. Freudenreich postulated
the presence of a hole in the inner part; such holes seem to be predicted by N-body

simulations as a consequence of the formation of a stable bar. As none of our model
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Parameters mean σ low 68.00% up 68.00% low 95.00 % up 95.00 %

Σd [M!pc−2 ] 1154.14 427.43 683.14 1662.94 476.17 1943.67
ρbb(0) [M!pc−3 ] 1.37 0.80 0.48 2.32 0.16 2.9

Rd [kpc] 2.45 0.21 2.24 2.65 2.07 2.90
R0 [kpc] 8.25 0.29 7.97 8.54 7.66 8.81

Mvir [1012 M!] 1.39 0.33 1.07 1.74 0.93 2.14
cvir 18.01 3.32 14.51 21.76 12.31 24.36
αE 0.22 0.07 0.14 0.29 0.11 0.35
β -0.29 0.24 -0.53 -0.06 -0.80 0.13

Derived quantities mean σ low 68.00% up 68.00% low 95.00 % up 95.00 %

A − B [km s−1 kpc−1] 29.44 0.15 29.29 29.59 29.15 29.74
A + B [km s−1 kpc−1] 0.07 0.45 -0.38 0.51 -0.82 0.94

vc(R0) [km s−1] 243.03 8.49 234.68 251.28 225.61 259.13
Σ∗ [M! pc−2] 46.51 5.47 41.05 51.96 35.76 57.23

Σ|z|<1.1kpc [M! pc−2] 72.16 4.24 67.93 76.37 63.87 80.47
M(< 50kpc) [1011 M!] 5.36 0.24 5.13 5.60 4.90 5.83
M(< 100kpc) [1011 M!] 8.59 0.64 7.94 9.23 7.37 9.86
ρDM (R0) [ GeV cm−3] 0.386 0.027 0.359 0.413 0.333 0.439

Table 2: Means, standard deviations and confidence intervals for the model parameters and the derived
quantities in the Einasto case.

Parameters mean σ low 68.00% up 68.00% low 95.00 % up 95.00 %

Σd [M!pc−2 ] 1042.62 188.91 849.17 1231.13 678.60 1404.01
ρbb(0) [M!pc−3 ] 1.31 0.79 0.44 2.25 0.15 2.85

Rd [kpc] 2.41 0.17 2.23 2.58 2.08 2.75
R0 [kpc] 8.28 0.29 8.00 8.55 7.67 8.81

Mvir [1012 M!] 1.49 0.17 1.33 1.64 1.23 1.86
cvir 19.70 2.92 16.59 22.90 13.93 24.60
β -0.30 0.23 -0.53 -0.072 -0.79 0.11

Derived quantities mean σ low 68.00% up 68.00% low 95.00 % up 95.00 %

A − B [km s−1 kpc−1] 29.44 0.15 0.29.29 0.29.59 29.15 29.74
A + B [km s−1 kpc−1] 0.073 0.44 -0.37 0.51 -0.79 0.94

vc(R0) [km s−1] 243.75 8.34 235.58 251.79 226.11 259.05
Σ∗ [M! pc−2] 46.24 5.38 40.87 51.60 35.77 56.87

Σ|z|<1.1kpc [M! pc−2] 72.13 4.18 67.95 76.29 63.93 80.31
M(< 50kpc) [1011 M!] 5.35 0.24 5.11 5.59 4.88 5.82
M(< 100kpc) [1011 M!] 8.56 0.53 8.035 9.08 7.59 9.65
ρDM (R0) [GeV cm−3] 0.389 0.025 0.365 0.414 0.338 0.435

Table 3: Means, standard deviations and confidence intervals for the model parameters and the derived
quantities in the NFW case.
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Fig. 16.— The stellar orbits of the stars in the central arcsecond for which we were able to determine orbits. In this illustrative figure,
the coordinate system was chosen such that Sgr A* is at rest.

Among the stars with orbital solution, six stars are
late type (S17, S21, S24, S27, S38 and S111). It is worth
noting that for the first time we determine here the or-
bits of late-type stars in close orbits around Sgr A*. In
particular S17, S21 and S38 have small semi major axes
of a ≈ 0.25′′. The late-type star S111 is marginally un-
bound to the MBH, a result of its large radial velocity
(−740 km/s) at r = 1.48′′ which brings its total velocity
up to a value ≈ 1σ above the local escape velocity.

Furthermore we determined (preliminary) orbits for
S96 (IRS16C) and S97 (IRS16SW), showing marginal ac-
celerations (2.1σ and 3.9σ respectively). These stars are
of special interest, since they were proposed to mem-
ber of a clockwise rotating disk of stars (Paumard et al.
2006). Similarly, we could not detect an acceleration
for S95 (IRS16 NW). This excludes the star from being
a member of the counter-clockwise disk (Paumard et al.
2006), since in that case it should show an acceleration
of ≈ 150 µas/yr2, while we can place a safe upper limit

of a < 30 µas/yr2.
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Fig. 17.— Examples from the Markov-Chain Monte Carlo sim-
ulations. Each panel shows a 2D cut through the six dimensional
phase space of the orbital elements for the respective star. Left:
Example of two well constrained and nearly uncorrelated param-
eters. Middle: Example for two correlated parameters, which are
nonetheless well constrained. Right: Example of badly constrained
parameters, showing a non-compact configuration in parameter
space.
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to the theoretically predicted stellar density
there (Hopman & Alexander 2006). See also
Vasiliev & Zelnikov (2008).

7.4.7. Conclusions for an extended mass component

The various estimates for η all consistently point to-
wards an expected value of ≈ 10−3−10−4, approximately
two orders of magnitude smaller than what we can mea-
sure with orbital dynamics today. Nevertheless, some
astrophysical insights are possible.

Among the most important scientific questions in the
GC is the origin of the S-stars, being a population of ap-
parently young stars close to the MBH (Ghez et al. 2003;
Martins et al. 2008). One possible origin is that these
stars have reached their current orbits by TBR. Then
the S-stars would have an isotropic, thermal velocity dis-
tribution, naturally explaining the observed random dis-
tribution of angular momentum vectors (Figure 19). The
number of stars visible is by far too low to make TBR
efficient enough to account for the present population
of S-stars. A hypothetical cluster of SBHs could accel-
erate the process. The Chandrasekhar TBR timescale
(Binney & Tremaine 1987) is given by

tr ≈
0.34 σ3

G2〈M!〉2n! ln Λ
. (28)

For a power law cusp around a MBH, the velocity disper-
sion and the density are related to each other. Assuming
ln Λ ≈ 10, a power law index of −3/2 (which is approxi-
mately what is observed) and a population of stars with
a single mass one obtains a relaxation time independent
of radius

tr ≈ 1.8 × 105 yr η−1
(m!

10

)−1
, (29)

Thus, if the S-stars formed at the same epoch as the
stellar disks 6 × 106 years ago (Paumard et al. 2006)
and reached their present-day orbits by TBR, one needs
η ! 0.033 for m! = 10 (Timmes et al. 1996). This ex-
ceeds the expectations by at least two orders of mag-
nitudes. If the S-stars were not born in the presently
observed disks, but in older, now-dispersed disks, one
can use Equation 29 with the typical age of B stars
(≈ 5 × 107 yr). For m! = 10 this yields η ! 3.5 × 10−3,
which could be marginally compatible with the other es-
timates for η.

In order to assess the expected progress we simu-
lated future observations with existing instrumentation
and similar sampling. Continuing the orbital monitor-
ing for two more years will lower the statistical error to
∆η ≈ 0.01, corresponding to tr ≈ 2×107 yr. This means
we will soon be able to test the hypothesis that the S-
stars formed in the disks and reached their current orbits
by TBR. Furthermore there is a chance to rule out any
TBR origin of the S-stars observationally in the near fu-
ture, namely when η " 3.5 × 10−3 is reached.

8. SUMMARY

We continued our long-term study of stellar orbits
around the MBH in the Galactic Center. This work
is based on our large, high quality data base which is
based on high resolution imaging and spectroscopy from
the years 1992 to 2008. The main results are

• The best current coordinate reference system uses
all available IR positions of the SiO maser stars
(Reid et al. 2007) for the definition of the origin
and assumes that the stellar cluster around Sgr A*
is intrinsically at rest such that it can be used for
the calibration of the coordinate system velocity.
Having more measurements of the maser sources
both in the radio and the IR domain we eventually
will be able to directly tie the coordinate system
velocity to radio Sgr A* with a sufficient precision.
Then the intermediate step of cross calibration with
the stellar cluster can be dropped and the coordi-
nate system definition would be independent from
the assumption that the stellar cluster is at rest
with respect to Sgr A*.

• We obtained orbits for 28 stars. Eleven of those
can contribute to the determination of the gravi-
tational potential, we used up to six. For the first
time we were able to determine orbital parameters
for six of the late-type stars in our sample. Fur-
thermore, we confirm unambiguously the earlier re-
port (Paumard et al. 2006) that six of the stars are
members of the clockwise disk.

• Overall, we improved measurement uncertainties
by a factor of six over the most recent set of Galac-
tic Center papers (Schödel et al. 2002; Ghez et al.
2005; Eisenhauer et al. 2005). A single point mass
potential continues to be the best fit to these im-
proved data as well. The main contribution to the
error in the mass of Sgr A* and the distance to
the Galactic Center are systematic uncertainties.
While the value of the mass is driven by the dis-
tance estimate, the latter is subject to many sys-
tematic uncertainties that amount to 0.31 kpc. The
statistical error now decreased to 0.17 kpc and be-
came smaller than the systematic one. The most
fruitful way to overcome current limitations would
probably be the observation of another close peri-
center passage of an S-star. Our current best values
are:

M =(3.95 ± 0.06|stat ± 0.18|R0, stat ± 0.31|R0, sys)

×106 M" × (R0/8 kpc)2.19

= (4.31 ± 0.36)× 106 M" for R0 = 8.33 kpc

R0 =8.33 ± 0.17|stat ± 0.31|sys kpc (30)

It should be noted that this value is consistent
within the errors with values published earlier
(Eisenhauer et al. 2003, 2005). The improvement
of our current work is the more rigorous treatment
of the systematic errors. Also it is worth noting
that adding more stars did not change the distance
much over the equivalent S2-only fit.

• We have obtained an upper limit for the mass en-
closed within the S2 orbit in units of the mass of
the MBH:

η = 0.021± 0.019|stat ± 0.006|model . (31)

which corresponds to a 1σ upper limit of η ≤ 0.040.
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