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Introduction
Continuous symmetry breaking in equilibirum

⟨ϕ⟩ ≠ 0

O(n) model (n=2→ XY, n=3 → Heisenberg)

Schematic pictures of   for n=2f(ϕ)

F[ϕ] = ∫ dx [ k
2

(∇ϕ)2 + f(ϕ)] f(ϕ) = a
|ϕ |2

2
+ b

|ϕ |4

4
Order parameter:  ϕ = {ϕ1, ⋯, ϕn}

⟨ϕ⟩ = 0

Disordered phae 
a > 0

Ordered phae

 a < 0
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 does not depend on f(ϕ) θ
 is a NG mode!θ

⟨δθ(x)2⟩ ∝ ∫ dq⟨ |δθq |2 ⟩ ∼ ∫q

dq
kq2

∼ {∞ (d ≤ 2)
const (d > 2)

F[ϕ] = ∫ dx [ k
2

(∇ϕ)2 + f(ϕ)] a < 0

θ

Fluctuations of the NG mode diverge in two dimensions, 

which destroy the long-range order.

Fluctuation in 
real space

Fluctuation in momentum space


⟨ |δθq |2 ⟩ =
1

kq2

ϕ = (ϕ cos θ
ϕ sin θ)
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XY model in 2d

In , systems with short range interactions  do not 
show continuous symmetry breaking in equilibirum. 
d ≤ 2

System size

System size 
dependence

Introduction
Hohenberg-Merming-Wagner theorem

Continous symmetry breakings do not occur in d=2 in equilibirum.

How about systems far from equilibirum?



Several non-equilibrium systems exhibit 

the continuous symmetry breaking even in d ≤ 2

Anticorreltaed noise

2D Vicsek model 
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The actual simulations were carried out in a square
shaped cell of linear size L with periodic boundary
conditions. The particles were represented by points
moving continuously (off lattice) on the plane. We
used the interaction radius r as the unit to measure
distances (r = 1), while the time unit At = 1 was the
time interval between two updatings of the directions
and positions. In most of our simulations we used the
simplest initial conditions: (i) at time t = 0, N particles
were randomly distributed in the cell and (ii) had the
same absolute velocity v and (iii) randomly distributed
directions 0. the velocities (v;) of the particles were
determined simultaneously at each time step, and the
position of the ith particle updated according to

(a) ~ p q~&. ~ "„~ (b)

Here the velocity of a particle v; (r + 1) was constructed
to have an absolute value v and a direction given by
the angle 0(t + 1). This angle was obtained from the
expression

where (0(t))„denotes the average direction of the
velocities of particles (including particle i) being
within a circle of radius r surrounding the given par-
ticle. The average direction was given by the angle
arctan[(sin (0(t))„/(cos (0(t)))„]. In Eq. (2) 50 is a
random number chosen with a uniform probability from
the interval [—rI/2, g/2]. Thus the term 50 represents
noise, which we shall use as a temperaturelike variable.
Correspondingly, there are three free parameters for a
given system size: g, p, and v, where v is the distance
a particle makes between two updatings.
We have chosen this realization because of its simplic-

ity, however, there may be several more interesting alter-
natives of implementing the main rules of the model. In
particular, the absolute value of the velocities does not
have to be fixed, one can introduce further kinds of parti-
cle interactions and or consider lattice alternatives of the
model. In the rest of this paper we shall concentrate on
the simplest version, described above, and investigate the
nontrivial behavior of the transport properties as the two
basic parameters of the model, the noise g and the density
p = N/L, are varied. We used v = 0.03 in the simula-
tions we report on for the following reasons. In the limit
v ~ 0 the particles do not move and the model becomes
an analog of the well-known XY model. For v ~ ~ the
particles become completely mixed between two updates,
and this limit corresponds to the so-called mean-field be-
havior of a ferromagnet. We use v = 0.03 for which the
particles always interact with their actual neighbors and
move fast enough to change the configuration after a few
updates of the directions. According to our simulations,
in a wide range of the velocities (0.003 & v & 0.3), the
actual value of v does not affect the results.

FIG. l. In this figure the velocities of the particles are
displayed for varying values of the density and the noise. The
actual velocity of a particle is indicated by a small arrow, while
their trajectory for the last 20 time steps is shown by a short
continuous curve. The number of particles is N = 300 in each
case. (a) t = 0, L = 7, rj = 2.0. (b) For small densities and
noise the particles tend to form groups moving coherently in
random directions, here L = 25, ri = 0.1. (c) After some
time at higher densities and noise (L = 7, 71 = 2.0) the
particles move randomly with some correlation. (d) For higher
density and small noise (L = 5, rl = 0.1) the motion becomes
ordered. All of our results shown in Figs. 1—3 were obtained
from simulations in which v was set to be equal to 0.03.
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Figures 1(a)—1(d) demonstrate the velocity fields dur-
ing runs with various selections for the value of the pa-
rameters p and g. The actual velocity of a particle is in-
dicated by a small arrow, while their trajectory for the last
20 time steps is shown by a short continuous curve. (a) At
t = 0 the positions and the direction of velocities are dis-
tributed randomly. (b) For small densities and noise the
particles tend to form groups moving coherently in ran-
dom directions. (c) At higher densities and noise the par-
ticles move randomly with some correlation. (d) Perhaps
the most interesting case is when the density is large and
the noise is small; in this case the motion becomes or-
dered on a macroscopic scale and all of the particles tend
to move in the same spontaneously selected direction.
This kinetic phase transition is due to the fact that

the particles are driven with a constant absolute velocity;
thus, unlike standard physical systems in our case, the net
momentum of the interacting particles is not conserved
during collision. We have studied in detail the nature of
this transition by determining the absolute value of the
average normalized velocity
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Long-range phase order in two dimensions under shear flow

Hiroyoshi Nakano1, Yuki Minami2, and Shin-ichi Sasa1
1Department of Physics, Kyoto University, Kyoto 606-8502, Japan and
2Department of Physics, Zhejiang University, Hangzhou 310027, China

(Dated: April 2, 2021)

We theoretically and numerically investigate a two-dimensional O(2) model where an order param-
eter is convected by shear flow. We show that a long-range phase order emerges in two dimensions
as a result of anomalous suppression of phase fluctuations by the shear flow. Furthermore, we use
the finite-size scaling theory to demonstrate that a phase transition to the long-range ordered state
from the disordered state is second order. At a transition point far from equilibrium, the critical
exponents turn out to be close to the mean-field value for equilibrium systems.

Introduction.— Nature exhibits various types of long-
range order such as crystalline solids, liquid crystals, fer-
romagnets, and Bose–Einstein condensation. Whereas
they are ubiquitous in the three-dimensional world, some
types of long-range order associated with a continuous
symmetry breaking are forbidden in two dimensions by
the Mermin–Wagner theorem [1–3]. The representative
example of this theorem is that there is no long-range
phase order in two dimensions.
Recently, the long-range phase order out of equilibrium

has been attracted much attention. A stimulating exam-
ple is the characteristic “flocking” behavior among living
things such as birds and bacteria. According to extensive
numerical simulations of a simple model proposed by Vic-
sek et al. [4], the “flocking” behavior was identified with
the spontaneous emergence of the phase order in self-
propelled polar particle systems - it is often called the
polar order [5]. A remarkable feature here is that it oc-
curs even in two dimensions [6–11], even though it is pro-
hibited for equilibrium systems by the Mermin–Wagner
theorem [12]. This phenomenon was also observed in the
two-temperature conserved XY model [13, 14]. It is now
accepted that the long-range phase order can exist even
in two dimensions for some non-equilibrium systems with
short-range interactions.
The aim of this Letter is to clarify how the long-range

phase order emerges in two dimensions under a small non-
equilibrium perturbation to equilibrium systems. We
study a two-dimensional O(2) model with short-range
interaction. For equilibrium O(2) models, the dimension
d = 2 is marginal; specifically, the long-range phase order
is broken by thermal fluctuations for d ≤ 2, but is stable
for d > 2 [15–18]. Here, we impose infinitesimal shear
flow on such a system and drive it into a non-equilibrium
steady state. We then ask whether long-range phase or-
der appears in the externally driven system. This Letter
shows that the answer is yes and investigates its origin.
There is a long history of studying phase transitions

driven by external non-equilibrium forces. Well-studied
examples are related to the Ising universality class, such
as critical fluids, binary mixtures and lattice gases [19–
24]. The phase transition under shear flow was one of
the topic examined in this context [25–33]. As a seminal
study, Onuki and Kawasaki performed the renormaliza-
tion group analysis of the sheared critical fluids [25]. Re-

cently, some group studied the related systems by using
Monte Carlo simulations [29, 31–33].
Regarding externally driven systems with continuous

symmetry, the main focus has been on three-dimensional
phenomena such as an isotropic-to-lamellar transition of
block copolymer melts [34–37], an isotropic-to-nematic
transition of liquid crystals [38–43], an nematic-to-
smectic transition of liquid crystals [44–46], a crystal-
lization of colloidal suspensions [47, 48], and a spinodal
decomposition of a large-N limit model [49, 50]. To our
knowledge, the main question of this Letter has been
never addressed before.
The key point of our study is to argue the stability of

the long-range phase order in terms of the infrared diver-
gence [51]. For the equilibrium O(2) model, the corre-
lation function of the phase fluctuation behaves as |k|−2

where k represents the wavenumber. This fluctuation
causes the logarithmic divergence of the real-space cor-
relation function in the limit of large system size, and
breaks the ordered state. Therefore, if stable long-range
phase order appears under the shear flow, this logarith-
mic divergence must be removed by the flow effects. In
this Letter, we theoretically demonstrate that the shear
flow anomalously suppresses the phase fluctuation from
k−2
x to |kx|−2/3, where the x-direction is defined as par-

allel to the flow. This new phase fluctuation is small
enough to remove the divergence. Furthermore, by per-
forming finite-size scaling analysis, we numerically show
that the phase transition to the ordered state from the
disordered state is second order. We also discuss our
simulation result in the context of the previous results
obtained for the sheared Ising model.
Model .— Let ϕ(r, t) = (ϕ1(r, t),ϕ2(r, t)) be a two-

component real order parameter defined on a two-
dimensional region [0, Lx] × [0, Ly]. The order param-
eter is convected by the steady uniform shear flow with
a velocity v(r) = (γ̇y, 0), where γ̇ ≥ 0 without loss of
generality. The dynamics is given by the time-dependent
Ginzburg–Landau model:

[ ∂

∂t
+ v ·∇

]

ϕa = −Γ
δΦ[ϕ]

δϕa
+ ηa, (1)

〈ηa(t, r)ηb(t′, r′)〉 = 2ΓT δabδ(t− t′)δ(r − r′), (2)

where the Landau free energy Φ[ϕ] is given by the stan-
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nonequilbrium simulations, we generally study the case
!y "!x, so that the spin texture appears in the x direction. To
give a quantitative measure of this ordering, we define the
order parameter # as the ensemble averaged arithmetic av-
erage of the components of the long-wavelength limit of the
structure factor:

# =
1
2
!C1"2$

Lx
,0# + C2"2$

Lx
,0#$ ,

where Cn%kx ,ky& is the normalized Fourier transform of the
nth component of the spin vectors of our system.

The spatial anisotropy of the system requires an analysis
using anisotropic finite size scaling '24(. Hence, one must
compare systems with sizes that scale in a way that keeps the
expression Lx

1+% /Ly constant, where % is the anisotropy ex-
ponent. The value %=1 has been estimated using renormal-
ization group techniques to first order in a dimensional epsi-
lon expansion '26(. Therefore, we performed simulations on
systems of sizes 12&9, 16&16, 24&36, and 32&64. Note
that there may be higher-order corrections to the value of %
that, with this choice of system sizes, would introduce some
systematic errors in the data analysis.

We measured # after each Monte Carlo sweep %MCS&
during the simulations. After estimating the relaxation time,
we determined the ensemble averages )#* and )#2* over
uncorrelated configurations in the steady state. We ran
4&106, 5&106, 8&107 and 10&108 MCS for the system
sizes 12&9, 16&16, 24&36, and 32&64, respectively. In-
tegrated autocorrelation times ranged from roughly 200 MCS
for the smallest system to roughly 1200 MCS for the largest
system.

Our simulations reveal that long-range ordered states oc-
cur when !y is sufficiently small and !x is sufficiently large
or viceversa, by symmetry. Note that the !x−!y phase dia-
gram for this system is symmetric about the diagonal since
interchanging these temperatures is equivalent to simply re-
naming the axes of the lattice. Thus, we study the ordering
process only in the !y "!x region.

Figure 1 shows the value of # as a function of !x with
!y =0 for different system sizes. The data clearly show or-
dering occurring at !x+0.7. Graphs showing similar critical
behavior were produced for each simulated value of !y. We
achieved more precise estimates of the disorder-order transi-
tion temperatures by measuring the crossing point of Bind-
er’s cumulant gL,3−2%)#2* / )#*2& '25(. As expected for a
continuous phase transition, the values of gL for different
system sizes cross at the critical point !xc

, as shown in Fig. 2.
This allowed us to measure the critical !x for !y values of
−0.9, −0.75, −0.6, −0.3, 0, 0.3, 0.6, 0.75, 0.9, and 1.

The locations of the transition points can be parametrized
in terms of the quantities '= %2!KT−!xc

−!yc
& /-2 and

(= %!xc
−!yc

& /-2. The result of such parametrization is
shown in a log-log plot in Fig. 3. The possibility of fitting the
data to a straight line implies they obey the power law
(.'). The slope of this line allows us to estimate the cross-
over exponent as )=2.52*0.05.

Figure 4 shows the phase diagram for the model. The
insets in the figure show the alignment of the spin textures

associated with ordered states. The two critical lines repre-
senting the nonequilibrium disorder-long range order transi-
tions meet at a temperature 1 /!c+0.89. This is the same as
the KT critical temperature '27(, leading us to conclude that
the ordered regions of the diagram meet at a line correspond-
ing to the low-temperature equilibrium KT phase.

Monte Carlo simulations were also used to investigate the
low-temperature behavior of our system near equilibrium.
We measured the time evolution of the difference (# be-
tween the order parameters for the x and y directions. This
was done while varying !x and !y so that, as time %MCS&
progressed, we moved perpendicularly across the equilib-
rium line from one long-range ordered region to the other.
Hysteresis was clearly observed for square systems smaller
than 32&32, indicating that the equilibrium line may also be
a line of first-order transitions from order in one direction to
order in the other.

However, for larger system sizes, a different, glassy-type
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FIG. 1. %Color online& Order parameter # vs. !x at !y =0 for
different system sizes. The black circles and solid line correspond to
a system size of 12&9; the red squares and dashed line correspond
to a system size of 16&16; the green diamonds and dotted line
correspond to a system size of 24&36; the blue triangles and
dashed-dotted line correspond to a system size of 32&64. The plot
clearly shows a transition from disorder to order at a !x of approxi-
mately 0.7. The error bars are smaller than the symbol size.
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FIG. 2. %Color online& Binder’s cumulant gL vs !x at !y =0 for
different system sizes. The black circles and solid line correspond to
a system size of 12&9; the red squares and dashed line correspond
to a system size of 16&16; the green diamonds and dotted line
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simplest initial conditions: (i) at time t = 0, N particles
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same absolute velocity v and (iii) randomly distributed
directions 0. the velocities (v;) of the particles were
determined simultaneously at each time step, and the
position of the ith particle updated according to
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Here the velocity of a particle v; (r + 1) was constructed
to have an absolute value v and a direction given by
the angle 0(t + 1). This angle was obtained from the
expression

where (0(t))„denotes the average direction of the
velocities of particles (including particle i) being
within a circle of radius r surrounding the given par-
ticle. The average direction was given by the angle
arctan[(sin (0(t))„/(cos (0(t)))„]. In Eq. (2) 50 is a
random number chosen with a uniform probability from
the interval [—rI/2, g/2]. Thus the term 50 represents
noise, which we shall use as a temperaturelike variable.
Correspondingly, there are three free parameters for a
given system size: g, p, and v, where v is the distance
a particle makes between two updatings.
We have chosen this realization because of its simplic-

ity, however, there may be several more interesting alter-
natives of implementing the main rules of the model. In
particular, the absolute value of the velocities does not
have to be fixed, one can introduce further kinds of parti-
cle interactions and or consider lattice alternatives of the
model. In the rest of this paper we shall concentrate on
the simplest version, described above, and investigate the
nontrivial behavior of the transport properties as the two
basic parameters of the model, the noise g and the density
p = N/L, are varied. We used v = 0.03 in the simula-
tions we report on for the following reasons. In the limit
v ~ 0 the particles do not move and the model becomes
an analog of the well-known XY model. For v ~ ~ the
particles become completely mixed between two updates,
and this limit corresponds to the so-called mean-field be-
havior of a ferromagnet. We use v = 0.03 for which the
particles always interact with their actual neighbors and
move fast enough to change the configuration after a few
updates of the directions. According to our simulations,
in a wide range of the velocities (0.003 & v & 0.3), the
actual value of v does not affect the results.

FIG. l. In this figure the velocities of the particles are
displayed for varying values of the density and the noise. The
actual velocity of a particle is indicated by a small arrow, while
their trajectory for the last 20 time steps is shown by a short
continuous curve. The number of particles is N = 300 in each
case. (a) t = 0, L = 7, rj = 2.0. (b) For small densities and
noise the particles tend to form groups moving coherently in
random directions, here L = 25, ri = 0.1. (c) After some
time at higher densities and noise (L = 7, 71 = 2.0) the
particles move randomly with some correlation. (d) For higher
density and small noise (L = 5, rl = 0.1) the motion becomes
ordered. All of our results shown in Figs. 1—3 were obtained
from simulations in which v was set to be equal to 0.03.
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Figures 1(a)—1(d) demonstrate the velocity fields dur-
ing runs with various selections for the value of the pa-
rameters p and g. The actual velocity of a particle is in-
dicated by a small arrow, while their trajectory for the last
20 time steps is shown by a short continuous curve. (a) At
t = 0 the positions and the direction of velocities are dis-
tributed randomly. (b) For small densities and noise the
particles tend to form groups moving coherently in ran-
dom directions. (c) At higher densities and noise the par-
ticles move randomly with some correlation. (d) Perhaps
the most interesting case is when the density is large and
the noise is small; in this case the motion becomes or-
dered on a macroscopic scale and all of the particles tend
to move in the same spontaneously selected direction.
This kinetic phase transition is due to the fact that

the particles are driven with a constant absolute velocity;
thus, unlike standard physical systems in our case, the net
momentum of the interacting particles is not conserved
during collision. We have studied in detail the nature of
this transition by determining the absolute value of the
average normalized velocity
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were randomly distributed in the cell and (ii) had the
same absolute velocity v and (iii) randomly distributed
directions 0. the velocities (v;) of the particles were
determined simultaneously at each time step, and the
position of the ith particle updated according to
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to have an absolute value v and a direction given by
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Long-range phase order in two dimensions under shear flow
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(Dated: April 2, 2021)

We theoretically and numerically investigate a two-dimensional O(2) model where an order param-
eter is convected by shear flow. We show that a long-range phase order emerges in two dimensions
as a result of anomalous suppression of phase fluctuations by the shear flow. Furthermore, we use
the finite-size scaling theory to demonstrate that a phase transition to the long-range ordered state
from the disordered state is second order. At a transition point far from equilibrium, the critical
exponents turn out to be close to the mean-field value for equilibrium systems.

Introduction.— Nature exhibits various types of long-
range order such as crystalline solids, liquid crystals, fer-
romagnets, and Bose–Einstein condensation. Whereas
they are ubiquitous in the three-dimensional world, some
types of long-range order associated with a continuous
symmetry breaking are forbidden in two dimensions by
the Mermin–Wagner theorem [1–3]. The representative
example of this theorem is that there is no long-range
phase order in two dimensions.
Recently, the long-range phase order out of equilibrium

has been attracted much attention. A stimulating exam-
ple is the characteristic “flocking” behavior among living
things such as birds and bacteria. According to extensive
numerical simulations of a simple model proposed by Vic-
sek et al. [4], the “flocking” behavior was identified with
the spontaneous emergence of the phase order in self-
propelled polar particle systems - it is often called the
polar order [5]. A remarkable feature here is that it oc-
curs even in two dimensions [6–11], even though it is pro-
hibited for equilibrium systems by the Mermin–Wagner
theorem [12]. This phenomenon was also observed in the
two-temperature conserved XY model [13, 14]. It is now
accepted that the long-range phase order can exist even
in two dimensions for some non-equilibrium systems with
short-range interactions.
The aim of this Letter is to clarify how the long-range

phase order emerges in two dimensions under a small non-
equilibrium perturbation to equilibrium systems. We
study a two-dimensional O(2) model with short-range
interaction. For equilibrium O(2) models, the dimension
d = 2 is marginal; specifically, the long-range phase order
is broken by thermal fluctuations for d ≤ 2, but is stable
for d > 2 [15–18]. Here, we impose infinitesimal shear
flow on such a system and drive it into a non-equilibrium
steady state. We then ask whether long-range phase or-
der appears in the externally driven system. This Letter
shows that the answer is yes and investigates its origin.
There is a long history of studying phase transitions

driven by external non-equilibrium forces. Well-studied
examples are related to the Ising universality class, such
as critical fluids, binary mixtures and lattice gases [19–
24]. The phase transition under shear flow was one of
the topic examined in this context [25–33]. As a seminal
study, Onuki and Kawasaki performed the renormaliza-
tion group analysis of the sheared critical fluids [25]. Re-

cently, some group studied the related systems by using
Monte Carlo simulations [29, 31–33].
Regarding externally driven systems with continuous

symmetry, the main focus has been on three-dimensional
phenomena such as an isotropic-to-lamellar transition of
block copolymer melts [34–37], an isotropic-to-nematic
transition of liquid crystals [38–43], an nematic-to-
smectic transition of liquid crystals [44–46], a crystal-
lization of colloidal suspensions [47, 48], and a spinodal
decomposition of a large-N limit model [49, 50]. To our
knowledge, the main question of this Letter has been
never addressed before.
The key point of our study is to argue the stability of

the long-range phase order in terms of the infrared diver-
gence [51]. For the equilibrium O(2) model, the corre-
lation function of the phase fluctuation behaves as |k|−2

where k represents the wavenumber. This fluctuation
causes the logarithmic divergence of the real-space cor-
relation function in the limit of large system size, and
breaks the ordered state. Therefore, if stable long-range
phase order appears under the shear flow, this logarith-
mic divergence must be removed by the flow effects. In
this Letter, we theoretically demonstrate that the shear
flow anomalously suppresses the phase fluctuation from
k−2
x to |kx|−2/3, where the x-direction is defined as par-

allel to the flow. This new phase fluctuation is small
enough to remove the divergence. Furthermore, by per-
forming finite-size scaling analysis, we numerically show
that the phase transition to the ordered state from the
disordered state is second order. We also discuss our
simulation result in the context of the previous results
obtained for the sheared Ising model.
Model .— Let ϕ(r, t) = (ϕ1(r, t),ϕ2(r, t)) be a two-

component real order parameter defined on a two-
dimensional region [0, Lx] × [0, Ly]. The order param-
eter is convected by the steady uniform shear flow with
a velocity v(r) = (γ̇y, 0), where γ̇ ≥ 0 without loss of
generality. The dynamics is given by the time-dependent
Ginzburg–Landau model:

[ ∂

∂t
+ v ·∇

]

ϕa = −Γ
δΦ[ϕ]

δϕa
+ ηa, (1)

〈ηa(t, r)ηb(t′, r′)〉 = 2ΓT δabδ(t− t′)δ(r − r′), (2)

where the Landau free energy Φ[ϕ] is given by the stan-

Introduction
Continuous symmetry breaking far from equilibirum

Galliano et al. (2023)

Ikeda, PRE 108(6), 064119 (2023)

Ikeda, arXiv: 2309.03155 (2023)

Kuroda et al. (2024)

Vicsek (1994)

Ikeda, arXiv:2403.02086(2024)

2d XY model 

with anistropic noise


M. D. Reichl et al. (2010)

nonequilbrium simulations, we generally study the case
!y "!x, so that the spin texture appears in the x direction. To
give a quantitative measure of this ordering, we define the
order parameter # as the ensemble averaged arithmetic av-
erage of the components of the long-wavelength limit of the
structure factor:

# =
1
2
!C1"2$

Lx
,0# + C2"2$

Lx
,0#$ ,

where Cn%kx ,ky& is the normalized Fourier transform of the
nth component of the spin vectors of our system.

The spatial anisotropy of the system requires an analysis
using anisotropic finite size scaling '24(. Hence, one must
compare systems with sizes that scale in a way that keeps the
expression Lx

1+% /Ly constant, where % is the anisotropy ex-
ponent. The value %=1 has been estimated using renormal-
ization group techniques to first order in a dimensional epsi-
lon expansion '26(. Therefore, we performed simulations on
systems of sizes 12&9, 16&16, 24&36, and 32&64. Note
that there may be higher-order corrections to the value of %
that, with this choice of system sizes, would introduce some
systematic errors in the data analysis.

We measured # after each Monte Carlo sweep %MCS&
during the simulations. After estimating the relaxation time,
we determined the ensemble averages )#* and )#2* over
uncorrelated configurations in the steady state. We ran
4&106, 5&106, 8&107 and 10&108 MCS for the system
sizes 12&9, 16&16, 24&36, and 32&64, respectively. In-
tegrated autocorrelation times ranged from roughly 200 MCS
for the smallest system to roughly 1200 MCS for the largest
system.

Our simulations reveal that long-range ordered states oc-
cur when !y is sufficiently small and !x is sufficiently large
or viceversa, by symmetry. Note that the !x−!y phase dia-
gram for this system is symmetric about the diagonal since
interchanging these temperatures is equivalent to simply re-
naming the axes of the lattice. Thus, we study the ordering
process only in the !y "!x region.

Figure 1 shows the value of # as a function of !x with
!y =0 for different system sizes. The data clearly show or-
dering occurring at !x+0.7. Graphs showing similar critical
behavior were produced for each simulated value of !y. We
achieved more precise estimates of the disorder-order transi-
tion temperatures by measuring the crossing point of Bind-
er’s cumulant gL,3−2%)#2* / )#*2& '25(. As expected for a
continuous phase transition, the values of gL for different
system sizes cross at the critical point !xc

, as shown in Fig. 2.
This allowed us to measure the critical !x for !y values of
−0.9, −0.75, −0.6, −0.3, 0, 0.3, 0.6, 0.75, 0.9, and 1.

The locations of the transition points can be parametrized
in terms of the quantities '= %2!KT−!xc

−!yc
& /-2 and

(= %!xc
−!yc

& /-2. The result of such parametrization is
shown in a log-log plot in Fig. 3. The possibility of fitting the
data to a straight line implies they obey the power law
(.'). The slope of this line allows us to estimate the cross-
over exponent as )=2.52*0.05.

Figure 4 shows the phase diagram for the model. The
insets in the figure show the alignment of the spin textures

associated with ordered states. The two critical lines repre-
senting the nonequilibrium disorder-long range order transi-
tions meet at a temperature 1 /!c+0.89. This is the same as
the KT critical temperature '27(, leading us to conclude that
the ordered regions of the diagram meet at a line correspond-
ing to the low-temperature equilibrium KT phase.

Monte Carlo simulations were also used to investigate the
low-temperature behavior of our system near equilibrium.
We measured the time evolution of the difference (# be-
tween the order parameters for the x and y directions. This
was done while varying !x and !y so that, as time %MCS&
progressed, we moved perpendicularly across the equilib-
rium line from one long-range ordered region to the other.
Hysteresis was clearly observed for square systems smaller
than 32&32, indicating that the equilibrium line may also be
a line of first-order transitions from order in one direction to
order in the other.

However, for larger system sizes, a different, glassy-type
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FIG. 1. %Color online& Order parameter # vs. !x at !y =0 for
different system sizes. The black circles and solid line correspond to
a system size of 12&9; the red squares and dashed line correspond
to a system size of 16&16; the green diamonds and dotted line
correspond to a system size of 24&36; the blue triangles and
dashed-dotted line correspond to a system size of 32&64. The plot
clearly shows a transition from disorder to order at a !x of approxi-
mately 0.7. The error bars are smaller than the symbol size.
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different system sizes. The black circles and solid line correspond to
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Model Vicsek et al. (1995) for the larger diameters. The estimates of the translational and
rotational diffusion coefficient are given by the Einstein–
Stokes relation as Dt ¼ kBT

6!"R and Dr ¼ kBT
8!"R3 , respectively.

Practically, the use of very small particles 2R ≲ 1 µm cause
the Janus particles to escape from the two-dimensional layer
close to the bottom electrode due to strong translational
Brownian motion. This also results in chain and aggregate
formation in the z-direction because of the induced surface
charges of the particles, making the experimental observation
difficult. For much larger diameters, since the rotational
diffusion coefficient scales as / R"3, the particles’ behavior
becomes strongly ballistic in a given experimental field of
view and suppresses the stochasticity of the system, making
the competition of order and fluctuations obscure. The
intermediate choice of 2R # 3 µm leads to Dr # 0:05 s−1

from the Einsten–Stokes relation, and, experimentally, larger
values Dr # 0:12 s−1 are reported66) due to, e.g., the surface
roughness of the electrodes or hydrodynamic torques
introduced by other particles. This defines the characteristic
rotational diffusion time scale ∼8 s. Considering that the
typical swimming speed of the Janus particles used for
experiments is about 5–10 µm=s, the persistence length of the
particles, 40–80 µm, can be set sufficiently shorter than the
linear size of a field of view. This enables us to distinguish
and identify the macroscopic phases of collective motion in
the system. For example, it allows us to discern whether the
system possesses a global order far beyond the field of view
or merely has short-range order.

The electrokinetic Janus particles are not only valuable
for exploring statistical physics but also have a variety
of practical applications. For instance, their capability of
suddenly switching the direction of motion by changing the
frequency has been employed to steer the Janus particles
toward a target by feedback controls.80) Another application
is to use the Janus particles as microelectrodes for selective
electroporation of bacteria.89) These particles have an addi-
tional ferromagnetic layer on the metal side for orientation
control via an external magnetic field. One can manipulate
the Janus particles to collect target bacteria on their surfaces,
adjust the frequency of the AC electric field to halt the
particles’ motion while maintaining bacterial adhesion on the
surfaces, and apply a continuous electric field to electroporate
the adhered bacteria. Recently, the electrokinetic Janus
particles were combined with a unique substrate that
undergoes a heat-induced amorphous-to-crystalline phase
change.90) This phase change introduces memory to the
system, leading to the emergence of memory-induced
collective behavior. As a result, the Janus particles formed
trails reminiscent of those of ants mediated by pheromone-
based interactions. These examples clearly demonstrate the
potential of the electrokinetic Janus particles as a promising
active matter system that can be further engineered for
practical purposes.

3. Long-Range Order from the Viewpoint of the Vicsek-
Style Models

3.1 The Vicsek model
3.1.1 Spirit of statistical physics and definition of the Vicsek

model
As discussed in previous sections, collective motion in

active matter systems emerges through complicated inter-

actions that vary significantly from one system to another.
These interactions include forces and torques originating
from steric, hydrodynamic, or electrostatic interactions in the
cases of swimming bacteria and active colloids. For flocking
animals, such as birds34,35) and fish,91,92) visual recognition
and other sensory systems play important roles in their
collective behavior. While an in-depth investigation of each
system is certainly intriguing, statistical physics has sought
universal properties common to different active matter
systems. In analogy to the success in uncovering universality
in ferromagnets by simple mathematical models such as the
Ising model and the XY model, universal properties of
collective motion, if any, should be manifest in simple
models that capture the essential aspects of the system such
as its symmetry.

In this spirit of statistical physics, Vicsek et al. devised
a model in 1995 to extract the essence of the collective
dynamics of self-propelled elements, which is now regarded
as a standard model of collective motion.3,4,11) In this model,
a collection of spins (arrows) spontaneously moves in their
own direction. Specifically, each component of the system
is represented by a simple self-propelled particle that tries
to align with its neighbors within the interaction radius
[Fig. 3(a)]. In this original Vicsek model, the interaction has
polar symmetry, meaning that it tends to align the particles in
the same direction as in the spins in ferromagnetic models.
We will discuss extensions to other interactions later in
Sect. 3.3. By denoting the direction of the j-th particle at
time t as # t

j and its position as rtj, the dynamics of each
particle is described as follows.3,4,11,93) For simplicity, we
restrict ourselves to the 2D Vicsek model hereafter, but it is
possible to extend the model to three or higher dimensions.

# tþ1
j ¼ arg

X

k%j
ei#

t
k

|fflfflfflfflfflfflffl{zfflfflfflfflfflfflffl}
average direction

þ"tj; ð1Þ

r tþ1j ¼ r tj þ v0e# tþ1
j
; ð2Þ

Fig. 3. (Color online) (a) Schematic of the time evolution of a self-
propelled particle in the Vicsek model. Each particle interacts with its
neighbor with the radius R. (b) Phases of the Vicsek model at different
densities $0 and noise strengths η. The Vicsek model exhibits a discontinuous
phase transition with a coexisting phase, in which a propagating ordered
phase, called the Vicsek wave, is observed. The magenta arrow indicates the
propagating direction of the Vicsek wave. Snapshots of the Vicsek model:
Courtesy of Alexandre Solon.

J. Phys. Soc. Jpn. 92, 121007 (2023) Special Topics D. Nishiguchi

121007-5 ©2023 The Physical Society of Japan©2023 The Author(s)

J. Phys. Soc. Jpn.
Downloaded from journals.jps.jp by 240b:10:9161:9500:d8a7:73ba:103c:c54c on 12/31/23

for the larger diameters. The estimates of the translational and
rotational diffusion coefficient are given by the Einstein–
Stokes relation as Dt ¼ kBT

6!"R and Dr ¼ kBT
8!"R3 , respectively.

Practically, the use of very small particles 2R ≲ 1 µm cause
the Janus particles to escape from the two-dimensional layer
close to the bottom electrode due to strong translational
Brownian motion. This also results in chain and aggregate
formation in the z-direction because of the induced surface
charges of the particles, making the experimental observation
difficult. For much larger diameters, since the rotational
diffusion coefficient scales as / R"3, the particles’ behavior
becomes strongly ballistic in a given experimental field of
view and suppresses the stochasticity of the system, making
the competition of order and fluctuations obscure. The
intermediate choice of 2R # 3 µm leads to Dr # 0:05 s−1

from the Einsten–Stokes relation, and, experimentally, larger
values Dr # 0:12 s−1 are reported66) due to, e.g., the surface
roughness of the electrodes or hydrodynamic torques
introduced by other particles. This defines the characteristic
rotational diffusion time scale ∼8 s. Considering that the
typical swimming speed of the Janus particles used for
experiments is about 5–10 µm=s, the persistence length of the
particles, 40–80 µm, can be set sufficiently shorter than the
linear size of a field of view. This enables us to distinguish
and identify the macroscopic phases of collective motion in
the system. For example, it allows us to discern whether the
system possesses a global order far beyond the field of view
or merely has short-range order.

The electrokinetic Janus particles are not only valuable
for exploring statistical physics but also have a variety
of practical applications. For instance, their capability of
suddenly switching the direction of motion by changing the
frequency has been employed to steer the Janus particles
toward a target by feedback controls.80) Another application
is to use the Janus particles as microelectrodes for selective
electroporation of bacteria.89) These particles have an addi-
tional ferromagnetic layer on the metal side for orientation
control via an external magnetic field. One can manipulate
the Janus particles to collect target bacteria on their surfaces,
adjust the frequency of the AC electric field to halt the
particles’ motion while maintaining bacterial adhesion on the
surfaces, and apply a continuous electric field to electroporate
the adhered bacteria. Recently, the electrokinetic Janus
particles were combined with a unique substrate that
undergoes a heat-induced amorphous-to-crystalline phase
change.90) This phase change introduces memory to the
system, leading to the emergence of memory-induced
collective behavior. As a result, the Janus particles formed
trails reminiscent of those of ants mediated by pheromone-
based interactions. These examples clearly demonstrate the
potential of the electrokinetic Janus particles as a promising
active matter system that can be further engineered for
practical purposes.

3. Long-Range Order from the Viewpoint of the Vicsek-
Style Models

3.1 The Vicsek model
3.1.1 Spirit of statistical physics and definition of the Vicsek

model
As discussed in previous sections, collective motion in

active matter systems emerges through complicated inter-

actions that vary significantly from one system to another.
These interactions include forces and torques originating
from steric, hydrodynamic, or electrostatic interactions in the
cases of swimming bacteria and active colloids. For flocking
animals, such as birds34,35) and fish,91,92) visual recognition
and other sensory systems play important roles in their
collective behavior. While an in-depth investigation of each
system is certainly intriguing, statistical physics has sought
universal properties common to different active matter
systems. In analogy to the success in uncovering universality
in ferromagnets by simple mathematical models such as the
Ising model and the XY model, universal properties of
collective motion, if any, should be manifest in simple
models that capture the essential aspects of the system such
as its symmetry.

In this spirit of statistical physics, Vicsek et al. devised
a model in 1995 to extract the essence of the collective
dynamics of self-propelled elements, which is now regarded
as a standard model of collective motion.3,4,11) In this model,
a collection of spins (arrows) spontaneously moves in their
own direction. Specifically, each component of the system
is represented by a simple self-propelled particle that tries
to align with its neighbors within the interaction radius
[Fig. 3(a)]. In this original Vicsek model, the interaction has
polar symmetry, meaning that it tends to align the particles in
the same direction as in the spins in ferromagnetic models.
We will discuss extensions to other interactions later in
Sect. 3.3. By denoting the direction of the j-th particle at
time t as # t

j and its position as rtj, the dynamics of each
particle is described as follows.3,4,11,93) For simplicity, we
restrict ourselves to the 2D Vicsek model hereafter, but it is
possible to extend the model to three or higher dimensions.

# tþ1
j ¼ arg

X

k%j
ei#

t
k

|fflfflfflfflfflfflffl{zfflfflfflfflfflfflffl}
average direction

þ"tj; ð1Þ

r tþ1j ¼ r tj þ v0e# tþ1
j
; ð2Þ

Fig. 3. (Color online) (a) Schematic of the time evolution of a self-
propelled particle in the Vicsek model. Each particle interacts with its
neighbor with the radius R. (b) Phases of the Vicsek model at different
densities $0 and noise strengths η. The Vicsek model exhibits a discontinuous
phase transition with a coexisting phase, in which a propagating ordered
phase, called the Vicsek wave, is observed. The magenta arrow indicates the
propagating direction of the Vicsek wave. Snapshots of the Vicsek model:
Courtesy of Alexandre Solon.
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ly-disordered gas is separated from the ordered liquid by a coexistence phase where liquid

regions move in a residual sparse gas. The two binodals Bgas and Bliq meet at the origin, and

converge to each other in the infinite density limit.

directly rules what type of orientational order can emerge locally: ferromagnetic align-
ment may lead to polar order, while nematic alignment allows for both nematic and
polar local order. Nevertheless, the 3 classes share many properties. In this section,
we present these common properties, before turning to a more detailed description of
the features specific to each class. A summary is given in Table 0.1.

Table 0.1 The 3 basic DADAM classes: definition and main properties of their liquid and

coexistence phases in 2D. aHere active nematics regroups “fast active nematics” (described at

hydrodynamic level by di↵usive Equations (0.27)) and rods with a finite velocity reversal rate

↵. Polar rods here refers to the case ↵ = 0. bSingle band occupying a fraction of space exists,

but is unstable to long-wavelength longitudinal instability. This instability is superseded by

transversal break up instability at high velocity reversal rates. cPart of coexistence phase near

liquid binodal consists in never-settling disordered evolution of nearly-parallel bands, with

long-range polar order but no smectic order. (LRO: long-range order. QLRO: quasi-long-range

order.)
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density/high noise. (b): high-density, high-order traveling band at intermediate noise/density.

(c): polarly-ordered Toner-Tu liquid at low noise/high density. (d): variation of polar order
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generally of orientational order, was approached as an order/disorder transition: at
strong noise local alignment is too weak to produce order (Fig. 0.1a), whereas decreas-
ing the noise one sees collective motion, i.e. order (Fig. 0.1c). In 1995, and over the
following years, Vicsek and collaborators studied the order/disorder transition numer-
ically at moderate system sizes and number of particles, concluding to a continuous
phase transition at a critical point representing a new universality class (Vicsek et al.,
1995; Czirók et al., 1997).

This view held until it was discovered that, at finite but larger system sizes, the
transition is discontinuous (Fig. 0.1d) and that, near onset of global order, active
particles spontaneously organize themselves into a number of high-density high-order
bands traveling in a sparse disordered gas (Fig. 0.1b) (Grégoire and Chaté, 2004;
Chaté et al., 2008). The idea of phase-separation, of some coexistence phase separating
the disordered phase from a homogeneous ordered one, started being mentioned here

Chaté and Mahault (2019)

C = ⟨ 1
N

N

∑
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eiθi⟩
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FIG. 3. Statistics of binary interactions of Janus particles.
(a) Schematic picture describing the relative angle of particle pairs.
(b) The relative polarity angle !θ distribution of Janus particles in
a low-density situation. R denotes the distance of two isolated Janus
particles. (c) Typical trajectories of two Janus particles when they are
in close distance.

field is still under discussion [9,38], our previous study exper-
imentally validated the existence of polar interaction induced
by the effective electrostatic dipole-dipole interaction between
two particles both in the ICEP and the sDEP regimes [9]. Note
that although our study in the sDEP regime uses a similar
AC field frequency as in Ref. [9], the smaller ion concentra-
tion in this experiment than in our previous study generates
a longer screening length (Debye length) λD ∝ 1/

√
c, where

c is the ion concentration [9]. The slip velocity us generated
in the electric double layer scales as us ∝ λD, follows from
the Helmholtz-Smoluchowski formula [41]. This results in a
weak but relatively stronger pusher-type flow field than in our
previous study [9], which prevents the particles from forming
active chains in the current setup. It should also be noted that
flow fields calculated based on pusher-type flow fields also
show following motion due to the reorientation of the follow-
ing particle, which is consistent with our observations [51,52].
This synergy of electrostatic and hydrodynamic interactions
leads to polar alignment, allowing us to observe the ordered
dynamics of Janus particles as we see below.

B. True long-range order

Janus particles exhibited distinct global patterns when
we changed particle density. While Janus particles exhibited
uncorrelated disordered motion in the low-density regime
(Figs. 2(a) and 2(c) supplemental movie 1), orientationally
ordered coherent motion was observed in the high-density
regime [Figs. 2(b), 2(d), and 2(e), supplemental movies 3, 4]
due to the local polar interaction. This density dependency of
Janus particles is consistent with the previous experimental
results of Ref. [38]. Note, if we compare the Janus parti-
cle system with Vicsek-style models, the density and the
noise amplitude should be the basic factors, which control

the transition from the disordered state to the ordered state.
Although the effective noise amplitude, namely the Péclet
number, could be adjusted by changing the particle’s velocity
via the AC electric field voltage, we have not been able to
investigate this in the current study. This is because the parti-
cles easily adhere to the surface of the ITO electrode at higher
voltages forbidding long time observation. Ideally, the effec-
tive noise amplitude could also be changed by using particles
with different diameters, but it would be nearly impossible to
continuously change the noise amplitude in this case. It should
also be noted that the global orientation of the system varied
each time we conducted the experiment, and thus, is not de-
terministic. This is analogous to the setting of the Vicsek-style
models where the global orientation results from spontaneous
symmetry breaking of the continuous rotational symmetry of
the system.

To quantitatively assess the properties of orientational or-
der in the low- and high-density regimes of the system, we
computed the polar order parameter,

C = 〈
∣∣〈eiθ 〉S

∣∣〉t , (1)

for different sizes of rectangular (5:4) regions of interest
(ROIs) taken in spatially uncorrelated locations (see Ref. [46]
for details), where θ is the particle polarity and 〈·〉S and
〈·〉t denotes the average within the same ROI and statisti-
cally independent time frames, respectively (Fig. 4, [46]).
In the low-density regime, the polar order parameter decays
as a power law C ∝ 1/

√
S [Fig. 4(a)]. This is consistent

with the case with N randomly oriented particles. In con-
trast, in the high-density regime, we can observe a decay
slower than a power law within S ∼ 105 µm2. This asymp-
totic behavior characterizes the true long-range order, which
was previously reported in Vicsek-style models [4] and in
the bacterial experiment [26] where the orientational order
parameter converges to a positive finite value. Note, the de-
cay slower than a power law in our Janus particle system
is observed for about 2.8 decades, which is larger than the
range reported in the long-range ordered phase of bacteria
[26] and even comparable to the range reported in numer-
ical simulations (see Fig. 4(a) of Ref. [4]). To confirm the
existence of true long-range order, we performed nonlinear
fitting for the polar order parameter at S < 105 µm2, using the
CURVE_ FIT function from the SCIPY package [53]. The data
was in good fit with an algebraic convergence to a finite value
C − C∞ ∼ S−γ /2 where C∞ = 0.74 and γ /2 = 0.53 [see the
inset of Fig. 4(b)], which indicates true long-range order in
the system. It should be noted that recent simulations showed
γ = 0.64 for the Vicsek model [4]. At the same time, however,
the decay of the order parameter deviates from this trend of
algebraic convergence at S > 105 µm. This is caused by the
existence of counterflows of the particles (see supplemental
movies 3, 4), which is unavoidable due to the closed bound-
ary conditions and the number conservation of the particles
unless we elaborate an effective periodic boundary condition
by, e.g., a racetracklike confinement [29]. However, in the
case of our electrically driven Janus particles, microstructures
fabricated by, e.g., photoresist distort the electric field, which
leads to unwanted complex 3D electroconvection and destroys
the two-dimensionality of the system. Therefore, we opted for
using a simple system by sandwiching as large a droplet of
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these Janus particles, the ones fueled by an AC electric
field are especially suitable for analysis from the viewpoint
of statistical physics because they constantly convert en-
ergy into motion without running out of energy sources and
thus, allow long enough measurements for statistical analy-
sis [8,9,32,37,39,40], which is not the case for autocatalytic
particles due to the consumption of chemical fuels. Under an
AC electric field, Janus particles display two different mecha-
nisms of swimming depending on the field frequency: induced
charge electrophoresis (ICEP) at low frequency [41–43];
self-dielectrophoresis (sDEP) at high frequency [44,45]. Im-
portantly, the two swimming mechanisms induce motion
from the dielectric hemisphere to the metallic hemisphere
[8,9,32,37,38,40,43] or vice versa [9,38,40,45], which allows
us to define and observe each particle’s polarity based on the
location of its metallic hemisphere [8,9]. Not only the swim-
ming mechanisms but also the interactions between particles
depend on the field frequency and ion concentration, which
lead to various types of collective behavior such as a turbulent
phase [37], a swarming state with vortices [38], flagella like
movement [9], and active clustering [8]. Thus, Janus particles
provide us an ideal venue for experimentally studying the
collective dynamics of ordered systems while keeping track
of polarity at the single particle level.

Here in this paper, we perform experiments on the quasi-
two-dimensional system of active Janus particles fueled by an
AC electric field. We specifically use the AC field frequency
regime where Janus particles swim by sDEP and exhibit a
flocking phase. Through the extraction of both the polarity and
velocity for each particle, we show that this flocking phase
of Janus particles can exhibit true long-range orientational
order. This ordered state of Janus particles also exhibited
statistical features such as GNF and algebraic correlations
for orientation fluctuations, which are reminiscent of the pre-
dictions of Toner and Tu [16,17,23]. We further investigate
the space-time correlations of density fluctuations leading to
an estimate of dynamical and anisotropy exponents for the
ordered state of Janus particles. In addition, through single
particle measurements, we show that the particles counterin-
tuitively exhibit larger diffusion in the ordered state than that
in the disordered state for short time scales. We suggest that
this anomalous enhanced diffusion stems from the coupling
between particle polarity and velocity through computations
of the cross-correlation function, which is a dismissed feature
in Vicsek-style models. Our work, through the observation
of both velocities and polarities, unravels hitherto unexplored
statistical properties within orientationally ordered active col-
loidal systems.

II. EXPERIMENTAL SYSTEM

Our experimental system is composed of silica-based Janus
particles with 3.17 µm diameter [9]. To create distinct hemi-
spheres, 35 nm of titanium followed by 15 nm of silica were
deposited to a monolayer of silica colloidal particles (Bangs
Laboratories, Inc., SS05N) using electron beam deposition
and thermal evaporation, respectively. The additional 15 nm
layer of silica was deposited to suppress oxidization and the
subsequent changes of electrical properties and color (from
black to transparent) of the Ti surface. After deposition, the

FIG. 1. Schematic image of the experimental system. (a) A
silica-based Janus particle with a metallic titanium hemisphere.
(b) The suspension of Janus particles were sandwiched by two
ITO coated electrodes. The particles sediment to the surface of the
ITO electrode, which leads to quasi-two-dimensional motion on the
xy plane.

particles were suspended into deionized water and washed
by sonication to prevent particles from forming clusters. This
washing procedure was repeated three times after waiting for
30–60 min for particle sedimentation. The washed Janus par-
ticles were suspended in deionized water and then sandwiched
by two 25-nm silica-deposited indium tin oxide (ITO) coated
electrodes (Mitsuru Optical Co. Ltd.), separated by 130 µm
thick double-sided tape. Before applying the AC electric field,
we waited for a few minutes to ensure that the particles have
sedimented to the surface of the bottom electrode, which leads
to a quasi-two-dimensional (quasi-2D) system of Janus parti-
cles (Fig. 1). Accordingly, the induced-charge electro-osmotic
flow caused by the electric field lets the particle’s polarity turn
to the horizontal xy plane, leading to confined motion in the
horizontal 2D plane [47]. Note, because the particles have an
induced dipole distribution of charges, which is parallel to the
electric field, the particles will form clusters in the vertical
direction as in Ref. [48] if the electric field was applied be-
fore the particles were completely sedimented to the bottom
surface. It is also important to ensure that the Janus particles
have both high enough density and large enough radius so that
they do not escape from the quasi-two-dimensional plane due
to vertical Brownian motion.

A sinusoidal AC electric field with f = 1 MHz frequency
and 16 Vpp voltage was applied for all experiments, where Vpp
denotes the peak-to-peak voltage. In this frequency regime, it
is known that Janus particles tend to move toward its metallic
hemisphere, which contradicts with the ICEP theory [41–43].
This was first observed in Ref. [40], and now an explana-
tion is given by the sDEP theory [44,45]. sDEP explains the
metallic directed motion as a result of a surface force, arising
from localized nonuniform electric field gradients between the
asymmetric particle and the surface of the electrode. Unlike
traditional dielectrophoresis where the motion is caused by the
asymmetry of the external environment (e.g., electrode geom-
etry), sDEP arises from the proximity of the asymmetric Janus
particle itself to the conducting electrode surface [44,45].
Note, the ordinary electrophoretic effects caused by the neg-
ative charge of the silica particles could be negligible in our
system since we use an AC electric field. Therefore, ordinary
electrophoresis alone cannot compete with the ICEP/sDEP
mechanism. Experiments were performed under two dif-
ferent density conditions: the low-density regime where
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FIG. 4. The polar order parameter for the ordered and disordered states. (a) Log-log plot of the polar order parameter C vs S, the area of
the ROI. The blue and red points show the order parameter for the ordered and disordered state, respectively. (b) The same data as in (a) for
the ordered state in a magnified range (log-log). (c) The same data as in (b) with the asymptotic value C∞ = 0.74 subtracted (log-log). The
solid black line shows the nonlinear fit: C = C∞ + kS−γ /2 with C∞ = 0.74, k = 3.1, and γ /2 = 0.53. The data for ROIs with S > 105 µm2

have been excluded from the nonlinear fitting due to the existence of counterflows in the system. Error bars in (a), (b), (c): standard error.

the suspension of Janus particles as possible between the two
electrodes. Overall, the finite size scaling analysis assures that
the Janus particles exhibit polar collective motion with true
long-range order.

C. Interplay of polarity and velocity

To investigate the detailed dynamics of single particle tra-
jectories, we computed the polarity autocorrelation function
fp(τ ) for the disordered and ordered states, respectively. Here,

fp(τ ) = 〈np(t ) · np(t + τ )〉t , (2)

where np(t ) denotes the polarity for the particle at time t , and
〈·〉t takes the average for particle trajectories longer than 24 s
[Figs. 5(a) and 5(b)]. We can first observe that the polarity
autocorrelation decays exponentially in the disordered state.
At small time scales, this decay was slightly faster than the
theoretical estimation for an active Brownian particle fp(τ ) =
exp (−2Drτ ) [31,36], where 1/Dr ∼ 24.2 s is the rotational
diffusion constant [Fig. 5(a)] from the Einstein-Stokes rela-
tion, which is due to the polarity detection errors [32]. We

thus focus on the time scale τ = 0–12 s, where the decay of
the autocorrelation exhibited a slope of 21.15 ± 0.08 s, close
to that of the theoretical estimation.

In the ordered state, on the other hand, fp(τ ) exhibited a
slow power-law-like decay in the long time scale (τ > 1 s,
[46]). Since particle polarities in the ordered state tend to align
to the global order, we suspected that this power-law behavior
of fp(τ ) is related to the fluctuations of the global order. To
assess this hypothesis, we compared the connected polarity
autocorrelation function in the ordered state with that of the
global order (Fig. 6). In Fig. 5(c), we show the connected
polarity (velocity) autocorrelations,

fp,C (τ ) = 〈#np(t ) · #np(t + τ )〉t , (3)

fv,C (τ ) = 〈#nv (t ) · #nv (t + τ )〉t , (4)

where #np,v (t ) = np,v (t ) − 〈np,v (t )〉, and 〈np,v (t )〉 is the
direction of global order defined by polarity or velocity, re-
spectively. A power-law-like decay with a slope close to
−0.7 for fp,C (τ ) could be observed for both the polarity
and velocity autocorrelations. Interestingly, the connected

FIG. 5. Autocorrelation functions. (a) Polarity autocorrelation function in the ordered (red) and disordered state (blue) on a semilog scale.
τ denotes the time delay. The dashed line shows exp (−2Drτ ) where Dr & 1/24.2 s−1 is the rotational diffusion constant for a 3.17 µm
diameter particle derived from the Einstein-Stokes relation. (b) The same data as in (a) in a magnified view, which is shown as a gray box in
(a) (semilog). Error bars show the standard error. (c) The connected autocorrelation functions for polarity: fp,C (τ ) and velocity: fv,C (τ ) in the
ordered state. The blue dashed line with a slope: −0.7 is a guide for the eye.
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FIG. 3. Statistics of binary interactions of Janus particles.
(a) Schematic picture describing the relative angle of particle pairs.
(b) The relative polarity angle !θ distribution of Janus particles in
a low-density situation. R denotes the distance of two isolated Janus
particles. (c) Typical trajectories of two Janus particles when they are
in close distance.

field is still under discussion [9,38], our previous study exper-
imentally validated the existence of polar interaction induced
by the effective electrostatic dipole-dipole interaction between
two particles both in the ICEP and the sDEP regimes [9]. Note
that although our study in the sDEP regime uses a similar
AC field frequency as in Ref. [9], the smaller ion concentra-
tion in this experiment than in our previous study generates
a longer screening length (Debye length) λD ∝ 1/

√
c, where

c is the ion concentration [9]. The slip velocity us generated
in the electric double layer scales as us ∝ λD, follows from
the Helmholtz-Smoluchowski formula [41]. This results in a
weak but relatively stronger pusher-type flow field than in our
previous study [9], which prevents the particles from forming
active chains in the current setup. It should also be noted that
flow fields calculated based on pusher-type flow fields also
show following motion due to the reorientation of the follow-
ing particle, which is consistent with our observations [51,52].
This synergy of electrostatic and hydrodynamic interactions
leads to polar alignment, allowing us to observe the ordered
dynamics of Janus particles as we see below.

B. True long-range order

Janus particles exhibited distinct global patterns when
we changed particle density. While Janus particles exhibited
uncorrelated disordered motion in the low-density regime
(Figs. 2(a) and 2(c) supplemental movie 1), orientationally
ordered coherent motion was observed in the high-density
regime [Figs. 2(b), 2(d), and 2(e), supplemental movies 3, 4]
due to the local polar interaction. This density dependency of
Janus particles is consistent with the previous experimental
results of Ref. [38]. Note, if we compare the Janus parti-
cle system with Vicsek-style models, the density and the
noise amplitude should be the basic factors, which control

the transition from the disordered state to the ordered state.
Although the effective noise amplitude, namely the Péclet
number, could be adjusted by changing the particle’s velocity
via the AC electric field voltage, we have not been able to
investigate this in the current study. This is because the parti-
cles easily adhere to the surface of the ITO electrode at higher
voltages forbidding long time observation. Ideally, the effec-
tive noise amplitude could also be changed by using particles
with different diameters, but it would be nearly impossible to
continuously change the noise amplitude in this case. It should
also be noted that the global orientation of the system varied
each time we conducted the experiment, and thus, is not de-
terministic. This is analogous to the setting of the Vicsek-style
models where the global orientation results from spontaneous
symmetry breaking of the continuous rotational symmetry of
the system.

To quantitatively assess the properties of orientational or-
der in the low- and high-density regimes of the system, we
computed the polar order parameter,

C = 〈
∣∣〈eiθ 〉S

∣∣〉t , (1)

for different sizes of rectangular (5:4) regions of interest
(ROIs) taken in spatially uncorrelated locations (see Ref. [46]
for details), where θ is the particle polarity and 〈·〉S and
〈·〉t denotes the average within the same ROI and statisti-
cally independent time frames, respectively (Fig. 4, [46]).
In the low-density regime, the polar order parameter decays
as a power law C ∝ 1/

√
S [Fig. 4(a)]. This is consistent

with the case with N randomly oriented particles. In con-
trast, in the high-density regime, we can observe a decay
slower than a power law within S ∼ 105 µm2. This asymp-
totic behavior characterizes the true long-range order, which
was previously reported in Vicsek-style models [4] and in
the bacterial experiment [26] where the orientational order
parameter converges to a positive finite value. Note, the de-
cay slower than a power law in our Janus particle system
is observed for about 2.8 decades, which is larger than the
range reported in the long-range ordered phase of bacteria
[26] and even comparable to the range reported in numer-
ical simulations (see Fig. 4(a) of Ref. [4]). To confirm the
existence of true long-range order, we performed nonlinear
fitting for the polar order parameter at S < 105 µm2, using the
CURVE_ FIT function from the SCIPY package [53]. The data
was in good fit with an algebraic convergence to a finite value
C − C∞ ∼ S−γ /2 where C∞ = 0.74 and γ /2 = 0.53 [see the
inset of Fig. 4(b)], which indicates true long-range order in
the system. It should be noted that recent simulations showed
γ = 0.64 for the Vicsek model [4]. At the same time, however,
the decay of the order parameter deviates from this trend of
algebraic convergence at S > 105 µm. This is caused by the
existence of counterflows of the particles (see supplemental
movies 3, 4), which is unavoidable due to the closed bound-
ary conditions and the number conservation of the particles
unless we elaborate an effective periodic boundary condition
by, e.g., a racetracklike confinement [29]. However, in the
case of our electrically driven Janus particles, microstructures
fabricated by, e.g., photoresist distort the electric field, which
leads to unwanted complex 3D electroconvection and destroys
the two-dimensionality of the system. Therefore, we opted for
using a simple system by sandwiching as large a droplet of
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True long-range order emerge even in d=2!!!

Iwasawa, Nishiguchi, and Sano (2021)
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Question

Previous reserach: Toner-Tu thoery
Hydrodynamic description

Why does the Vicsek model exhibit the 
continuous symmetry breaking even in d=2?

To answer, this question, Toner and Tu constructed 
and investigated a coarse grained hydrodynamic 

equation for the Vicsek model



Previous reserach: Toner-Tu thoery
Hydrodynamic description

O(n) modelNavier-Stokes equation

Slow (hydrodynamic) variables of the Vicsek Model

: local density,  : local velocityρ(x, t) v(x, t)

∂v
∂t

+ (v ⋅ ∇)v = κ∇2v −
1
ρ

∇P

∂ρ
∂t

= − ∇ ⋅ (ρv) Pressure

P = f(ρ, v)

F(ϕ) = ∫ dx [a
|ϕ |2

2
+ b

|ϕ |4

4 ]
ϕ = (ϕ cos θ

ϕ sin θ)
Standard model to describe 


hydrodynamic variables.
Standard model to describe 


Continuous symmetry 
breaking



Previous reserach: Toner-Tu thoery
Toner-Tu hydrodynamic description

Toner and Tu (1995)

∂v
∂t

+ (v ⋅ ∇)v = κ∇2v −
1
ρ

∇P

Navier-Stokes equation

∂v
∂t

+ (v ⋅ ∇)v = κ∇2v −
1
ρ

∇P − γ
δF[v]

δv
+ ξ

∂ρ
∂t

= − ∇ ⋅ (ρv)

O(n) model

F(ϕ) = ∫ dx [a
|ϕ |2

2
+ b

|ϕ |4

4 ]

Noise

Toner-Tu equation



∂v
∂t

+ (v ⋅ ∇)v = κ∇2v −
1
ρ

∇P − γ
δF[v]

δv
+ ξ

Toner-Tu equation

Previous reserach: Toner-Tu thoery
Scaling behaviors

Toner and Tu (1995) 

⟨v⟩ ≠ 0⟨v⟩ = 0

Disordered phae 
a > 0

Ordered phae

 a < 0

F[v] = ∫ dx [ a
2

|v |2 +
b
4

|v |4 ]



Previous reserach: Toner-Tu thoery
Scaling behaviors

Anistoropy exponent

→isotropic

→anisotropic

ζ = 1
ζ ≠ 1

δx
⊥

∼
l

δx∥ ∼ lζ

Anisotropic scaling transformations

Fluctuation of NG mode 

in the ordered phae

Ordered phae

 a < 0

: The velocity component 
orthogonal to the mean-veloctiy 

 is the NG mode.

δv⊥

⟨v⟩

δv⊥
⟨v⟩⟨v⟩

x⊥ → lx⊥, x∥ → lζx∥, t → lzt, δv⊥ → lχδv⊥



Toner and Tu (1995) 

∂v
∂t

+ (v ⋅ ∇)v = κ∇2v −
1
ρ

∇P − γ
δF[v]

δv
+ ξ

Toner-Tu equation

Scaling exponents (TT95)

z =
2(1 + d)

5
, ζ =

d + 1
5

, χ =
3 − 2d

5

χ < 0 for d > 3/2

Long range order 

can exist in d=2

Previous reserach: Toner-Tu thoery
Scaling behaviors

Renormalization group

Calculations

Anisotropic scaling transformations
x⊥ → lx⊥, x∥ → lζx∥, t → lzt, δv⊥ → lχδv⊥

Fluctuation

⟨v2
⊥⟩ ∼ l2χ l→∞ {∞ d ≤ 3/2

0 d > 3/2



3

TABLE I. Scaling exponents. Data are taken from Ref [19].

d = 2 d = 3
Vicsek TT95 This work Vicsek TT95 This work

� -0.31(2) -0.2 -0.33 -0.62 -0.6 -0.67
⇣ 0.95(2) 0.6 1 1 0.8 1
z 1.33(2) 1.2 1.33 1.77 1.6 1.67
↵ 0.84(1) 0.8 0.83 0.79(2) 0.77 0.78

However, interestingly, a recent detailed investigation has
proven that Eqs. (13) indeed become exact for incom-
pressible fluids r · v = 0 for d > 2 [15]. Eqs. (13) imply⌦
�v

2
?
↵
⇠ b

2� ! 0 in d = 2, meaning that the non-linear
term stabilizes the long-range order in d = 2 [14]. The
exponents Eqs. (13) well agree with a numerical simula-
tion of the minimal model in d = 2 [21].

Let us turn to the Vicsek model. It is crucial to note
that the velocity field generally couples to the density
fluctuations [16], and hence the NG mode is not identi-
cal to v?. In other words, there is not reason to assume
b2 = 0. Below, we calculate the scaling exponents for this
case b2 6= 0. In Eq. (11), the non-linear terms propor-
tional to bi are written as the total derivatives of @k and
@?, meaning that the perturbative renormalization group
calculations do not give the correction to the scaling of
u̇ and ⇠ [14, 19, 29]. Assuming u̇ ⇠ ⇠, we get Eq. (8)
for d = 2 [19]. This scaling relation is often referred
to as the hyperscaling and has been confirmed in the re-
cent numerical simulation of the Vicsek model [19]. Also,
one can see that Eq. (11) is invariant under the pseudo-
Galilean transformation: u ! u+ U , x? ! x? + 2b1Ut,
and xk ! xk+2b2Ut, which implies the following scaling
relations [14, 30]

1 = �+ z, (14)

⇣ = �+ z. (15)

Using Eqs. (8), (14), and (15), we can determine the
scaling exponents:

z =
d+ 2

3
, ⇣ = 1, � =

1� d

3
. (16)

The results are consistent with our previous heuristic
scaling argument [31]. Again, the above result is ex-
act only in d = 2. Since Eq. (11) is the most general
form of EOM obtained by the symmetry consideration,
we conclude that the above scaling exponents are the ex-
act scaling exponents of the Vicsek model in d = 2. In
d > 2, it is not clear if the scaling relations Eqs. (8),
(14), and (15) are satisfied, and we can not rule out the
possibility that some corrections appear to the exponents
Eq. (16).

Comparison with numerical simulation.— In Ta-
ble I, we compare the numerical results of the Vicsek
model [19], TT95 [14], and our theoretical predictions
Eqs. (16). Overall, our results show better agreement

FIG. 1. Correlation functions. Markers denote the numerical
results of the Vicsek model in d = 2 for L = 8000, taken from
Fig.1 (a) in Ref. [19]. The dashed and dotted lines represent
theoretical predictions.

with numerical results than that of TT95. In particular,
we get almost perfect agreement in d = 2. For d = 3,
on the contrary, there are small discrepancies between
the numerical and theoretical results. We expect that
further theoretical [14, 29, 30, 32–34], numerical [19, 35],
and, hopefully, experimental [13, 20, 36] developments
will lead to more accurate estimates of the scaling expo-
nents in d = 3.
Another important physical quantity is the correlation

function C(x) = hv?(x) · v?(0)i. The scaling behaviors
x? ⇠ b, xk ⇠ b

⇣ , and v? ⇠ u ⇠ b
� lead to

C(x) ⇠ b
2�
C(b�1x?, b

�⇣
xk) ⇠ |x?|2� ⇠ x

2�/⇣
k . (17)

In the Fourier space, it leads to [14, 30, 37]:

C̃(q) =

Z
dxeiq·xC(x)

⇠ b
2�+⇣+d�1

C̃(bq?, b
⇣
qk) ⇠ |q?|�z ⇠ q

�z/⇣
k . (18)

To calculate C̃(q) precisely, one should perform a numer-
ical simulation for a su�ciently large linear system size L
because the minimal wave vector q⇤ scales as q⇤ ⇠ 2⇡/L.
The best numerical result for the Vicsek model has been
obtained in d = 2 for L = 8000 in Ref. [19]. In Fig. 1, we
compare the numerical result, our theoretical prediction,
and that of TT95 [14, 37]. Our theory shows a better
agreement with the numerical results than TT95.
In the ordered phase of the Vicsek model, the density

fluctuations are significantly enhanced due to the NG
modes. This phenomenon is referred to as the giant num-
ber fluctuations (GNF) [36]. The GNF is popularly stud-
ied in numerical and experimental studies [19, 20, 36]. So,
we here derive the scaling exponent ↵ that characterizes
the strength of the GNF. To be more precise, we shall

v⊥x∥
t

Numerical results of the Vicsek model are inconsistent with TT95. 

In particular, the numerical results suggest the (almost) isotropic scaling ζ≒1

B. Mahault et al. (2019)

Scaling exponents (TT95)

z =
2(1 + d)

5
, ζ =

d + 1
5

, χ =
3 − 2d

5
Comparison with simulation

Previous reserach: Toner-Tu thoery
Comarison with numerical simulation



In 2012, J. Toner, one of the authoer of the Toner-Tu thery, 
performed reanalysis of the hydrodynamic equation. 

REANALYSIS OF THE HYDRODYNAMIC THEORY OF . . . PHYSICAL REVIEW E 86, 031918 (2012)

with, here and hereafter, super- or subscripts 0 denoting
functions of ρ and |!v| evaluated at ρ = ρ0 and |!v| = v0. I
have also used the expansion (2.6) for the velocity in terms of
the fluctuations δv‖ and !v⊥ to write

|!v| = v0 + δv‖ + |!v⊥ |2

2v0
+ O(δv2

‖
,|!v⊥ |4), (2.14)

and kept only terms that an RG analysis shows to be relevant
in the long-wavelength limit. Inserting (2.12) into (2.9) gives

−#1

(
δv‖ + |!v⊥ |2

2v0

)
− #2δρ

= λ2 !∇⊥ · !v⊥ + λ2∂‖δv‖ +
(
µ1v

2
0 + σ1

)

v0
∂‖δρ

+ 1
2v0

(∂t + γ2∂‖)δv‖ , (2.15)

where I have kept only linear terms on the right-hand side of
this equation, since the nonlinear terms are at least of order
derivatives of |!v⊥ |2, and hence negligible, in the hydrodynamic
limit, relative to the |!v⊥ |2 term explicitly displayed on the
left-hand side.

This equation can be solved iteratively for δv‖ in terms of !v⊥ ,
δρ, and its derivatives. To lowest (zeroth) order in derivatives,
δv‖ ≈ −#2

#1
δρ. Inserting this approximate expression for δv‖

into Eq. (2.15) everywhere δv‖ appears on the right-hand side
of that equation gives δv‖ to first order in derivatives:

δv‖ ≈ −#2

#1

(
δρ − 1

v0#1
∂tδρ +

λ4∂‖δρ

#2

)

− λ2

#1

!∇⊥ · !v⊥ − |!v⊥ |2

2v0
, (2.16)

where I have defined

λ4 ≡
(
µ1v

2
0 + σ1

)

v0
− #2

#1

(
λ2 + γ2

v0

)

=
(
µ1v

2
0 + σ1

)

v0
− #2

#1
(λ1 + λ2 + 2λ3). (2.17)

In deriving the second equality in (2.17), I’ve used the
definition (2.10) of γ2.

Inserting (2.6), (2.14), and (2.16) into the equation of
motion (2.11) for !v, and projecting that equation perpendicular
to the mean direction of flock motion x̂‖ gives, neglecting
“irrelevant” terms,

∂t !v⊥ + γ ∂‖ !v⊥ + λ0
1(!v⊥ · !∇⊥)!v⊥

= −g1δρ∂‖ !v⊥ − g2!v⊥∂‖δρ − c2
0

ρ0

!∇⊥δρ − g3 !∇⊥(δρ2)

+DB
!∇⊥( !∇⊥ · !v⊥ ) + DT ∇2

⊥
!v⊥ + D‖∂

2
‖
!v⊥

+ νt∂t
!∇⊥δρ + ν‖∂‖

!∇⊥δρ + !f⊥ (2.18)

where I have defined

DB ≡ D1 + 2v0λ
0
3λ

0
2

#1
, (2.19)

D‖ ≡ DT + D2v
2
0, (2.20)

γ ≡ λ0
1v0, (2.21)

g1 ≡ v0

(
∂λ1

∂ρ

)

0
− #2λ

0
1

#1
, (2.22)

g2 ≡ #2γ
0
2

#1v0
− σ1

v0
, (2.23)

g3 ≡ σ2 +
(

#2

#1

)2

λ0
3 −

(
∂λ3

∂ρ

)

0

#2v0

#1
, (2.24)

c2
0 ≡ ρ0σ1 − 2ρ0v0λ

0
3#2

#1
, (2.25)

νt ≡ −2#2λ
0
3

#2
1

, (2.26)

(2.26)

and

ν‖ ≡
2v0λ

0
3λ

0
4

#1
+ #2D1

#1
. (2.27)

Using (2.6) and (2.14) in the equation of motion (2.2) for ρ
gives, again neglecting irrelevant terms,

∂tδρ + ρo
!∇⊥ · !v⊥ + w1 !∇⊥ · (!v⊥δρ) + v2∂‖δρ

= Dρ‖∂
2
‖
δρ + Dρ⊥∇2

⊥
δρ + Dρv∂‖( !∇⊥ · !v⊥)

+ φ∂t∂‖δρ + w2∂‖ (δρ
2) + w3∂‖(|!v⊥ |2), (2.28)

where I have defined

v2 ≡ v0 − ρ0#2

#1
, (2.29)

φ ≡ #2ρ0

v0#
2
1

, (2.30)

w2 ≡ #2

#1
, (2.31)

w3 ≡ ρ0

2v0
, (2.32)

Dρ‖ ≡ ρ0λ
0
4

#1
= ρ0

#1

((
µ1v

2
0 + σ1

)

v0
− #2

#1

(
λ0

1 + λ0
2 + 2λ0

3

)
)

,

(2.33)

and, last but by no means least,

Dρv ≡ λ0
2ρo

#1
. (2.34)

The parameter Dρ⊥ is actually zero at this point in the
calculation, but I have included it in Eq. (2.28) anyway, because
it is generated by the nonlinear terms under the renormalization
group, as I shall discuss in Sec. IV. Likewise, the parameter
w1 = 1, but I have also included it for convenience in dis-
cussing the renormalization group in Sec. IV. I will henceforth
focus my attention on the fluid, orientationally ordered state,
in which all of the diffusion constants Dρ‖ , Dρ⊥ , Dρv , DB , D‖ ,
and DT are positive.
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with, here and hereafter, super- or subscripts 0 denoting
functions of ρ and |!v| evaluated at ρ = ρ0 and |!v| = v0. I
have also used the expansion (2.6) for the velocity in terms of
the fluctuations δv‖ and !v⊥ to write

|!v| = v0 + δv‖ + |!v⊥ |2

2v0
+ O(δv2

‖
,|!v⊥ |4), (2.14)

and kept only terms that an RG analysis shows to be relevant
in the long-wavelength limit. Inserting (2.12) into (2.9) gives

−#1

(
δv‖ + |!v⊥ |2

2v0

)
− #2δρ

= λ2 !∇⊥ · !v⊥ + λ2∂‖δv‖ +
(
µ1v

2
0 + σ1

)

v0
∂‖δρ

+ 1
2v0

(∂t + γ2∂‖)δv‖ , (2.15)

where I have kept only linear terms on the right-hand side of
this equation, since the nonlinear terms are at least of order
derivatives of |!v⊥ |2, and hence negligible, in the hydrodynamic
limit, relative to the |!v⊥ |2 term explicitly displayed on the
left-hand side.

This equation can be solved iteratively for δv‖ in terms of !v⊥ ,
δρ, and its derivatives. To lowest (zeroth) order in derivatives,
δv‖ ≈ −#2

#1
δρ. Inserting this approximate expression for δv‖

into Eq. (2.15) everywhere δv‖ appears on the right-hand side
of that equation gives δv‖ to first order in derivatives:

δv‖ ≈ −#2

#1

(
δρ − 1

v0#1
∂tδρ +

λ4∂‖δρ

#2

)

− λ2

#1

!∇⊥ · !v⊥ − |!v⊥ |2

2v0
, (2.16)

where I have defined

λ4 ≡
(
µ1v

2
0 + σ1

)

v0
− #2

#1

(
λ2 + γ2

v0

)

=
(
µ1v

2
0 + σ1

)

v0
− #2

#1
(λ1 + λ2 + 2λ3). (2.17)

In deriving the second equality in (2.17), I’ve used the
definition (2.10) of γ2.

Inserting (2.6), (2.14), and (2.16) into the equation of
motion (2.11) for !v, and projecting that equation perpendicular
to the mean direction of flock motion x̂‖ gives, neglecting
“irrelevant” terms,

∂t !v⊥ + γ ∂‖ !v⊥ + λ0
1(!v⊥ · !∇⊥)!v⊥

= −g1δρ∂‖ !v⊥ − g2!v⊥∂‖δρ − c2
0

ρ0

!∇⊥δρ − g3 !∇⊥(δρ2)

+DB
!∇⊥( !∇⊥ · !v⊥ ) + DT ∇2

⊥
!v⊥ + D‖∂

2
‖
!v⊥

+ νt∂t
!∇⊥δρ + ν‖∂‖

!∇⊥δρ + !f⊥ (2.18)

where I have defined

DB ≡ D1 + 2v0λ
0
3λ

0
2

#1
, (2.19)

D‖ ≡ DT + D2v
2
0, (2.20)

γ ≡ λ0
1v0, (2.21)

g1 ≡ v0

(
∂λ1

∂ρ

)

0
− #2λ

0
1

#1
, (2.22)

g2 ≡ #2γ
0
2

#1v0
− σ1

v0
, (2.23)

g3 ≡ σ2 +
(

#2

#1

)2

λ0
3 −

(
∂λ3

∂ρ

)

0

#2v0

#1
, (2.24)

c2
0 ≡ ρ0σ1 − 2ρ0v0λ

0
3#2

#1
, (2.25)

νt ≡ −2#2λ
0
3

#2
1

, (2.26)

(2.26)

and

ν‖ ≡
2v0λ

0
3λ

0
4

#1
+ #2D1

#1
. (2.27)

Using (2.6) and (2.14) in the equation of motion (2.2) for ρ
gives, again neglecting irrelevant terms,

∂tδρ + ρo
!∇⊥ · !v⊥ + w1 !∇⊥ · (!v⊥δρ) + v2∂‖δρ

= Dρ‖∂
2
‖
δρ + Dρ⊥∇2

⊥
δρ + Dρv∂‖( !∇⊥ · !v⊥)

+ φ∂t∂‖δρ + w2∂‖ (δρ
2) + w3∂‖(|!v⊥ |2), (2.28)

where I have defined

v2 ≡ v0 − ρ0#2

#1
, (2.29)

φ ≡ #2ρ0

v0#
2
1

, (2.30)

w2 ≡ #2

#1
, (2.31)

w3 ≡ ρ0

2v0
, (2.32)

Dρ‖ ≡ ρ0λ
0
4

#1
= ρ0

#1

((
µ1v

2
0 + σ1

)

v0
− #2

#1

(
λ0

1 + λ0
2 + 2λ0

3

)
)

,

(2.33)

and, last but by no means least,

Dρv ≡ λ0
2ρo

#1
. (2.34)

The parameter Dρ⊥ is actually zero at this point in the
calculation, but I have included it in Eq. (2.28) anyway, because
it is generated by the nonlinear terms under the renormalization
group, as I shall discuss in Sec. IV. Likewise, the parameter
w1 = 1, but I have also included it for convenience in dis-
cussing the renormalization group in Sec. IV. I will henceforth
focus my attention on the fluid, orientationally ordered state,
in which all of the diffusion constants Dρ‖ , Dρ⊥ , Dρv , DB , D‖ ,
and DT are positive.
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In parinciple, this equation probides the correct scaling exponents. 

However the EOM is so complicated…

J. Toner (2012)

Preivously overlooked 
relevant terms

The most general EOM for slow variables allowed by symmetry

Previous reserach: Toner-Tu thoery
What was the problem?



• 1995: Vicsek model (Vicsek et al.)


• 1995: Toner-Tu theory (Toner and Tu)


• 2012: Re-analysis revealed some missing terms in TT95  

(Toner)


• 2019: Extensive numerical simulation ( ) of the 

Vicsek model reported different values of scaling 

exponents (Mahault et al. )


• 2024: Correct scaling exponents (this work)

N ∼ 109

Previous reserach: Toner-Tu thoery
Historical summary
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Model
Origin of the discrepancy between TT95 and simulation

In 2012, J. Toner, one of the authoer of the Toner-Tu thery, 
performed reanalysis of the hydrodynamic equation. 

REANALYSIS OF THE HYDRODYNAMIC THEORY OF . . . PHYSICAL REVIEW E 86, 031918 (2012)

with, here and hereafter, super- or subscripts 0 denoting
functions of ρ and |!v| evaluated at ρ = ρ0 and |!v| = v0. I
have also used the expansion (2.6) for the velocity in terms of
the fluctuations δv‖ and !v⊥ to write

|!v| = v0 + δv‖ + |!v⊥ |2

2v0
+ O(δv2

‖
,|!v⊥ |4), (2.14)

and kept only terms that an RG analysis shows to be relevant
in the long-wavelength limit. Inserting (2.12) into (2.9) gives

−#1

(
δv‖ + |!v⊥ |2

2v0

)
− #2δρ

= λ2 !∇⊥ · !v⊥ + λ2∂‖δv‖ +
(
µ1v

2
0 + σ1

)

v0
∂‖δρ

+ 1
2v0

(∂t + γ2∂‖)δv‖ , (2.15)

where I have kept only linear terms on the right-hand side of
this equation, since the nonlinear terms are at least of order
derivatives of |!v⊥ |2, and hence negligible, in the hydrodynamic
limit, relative to the |!v⊥ |2 term explicitly displayed on the
left-hand side.

This equation can be solved iteratively for δv‖ in terms of !v⊥ ,
δρ, and its derivatives. To lowest (zeroth) order in derivatives,
δv‖ ≈ −#2

#1
δρ. Inserting this approximate expression for δv‖

into Eq. (2.15) everywhere δv‖ appears on the right-hand side
of that equation gives δv‖ to first order in derivatives:

δv‖ ≈ −#2

#1

(
δρ − 1

v0#1
∂tδρ +

λ4∂‖δρ

#2

)

− λ2

#1

!∇⊥ · !v⊥ − |!v⊥ |2

2v0
, (2.16)

where I have defined

λ4 ≡
(
µ1v

2
0 + σ1

)

v0
− #2

#1

(
λ2 + γ2

v0

)

=
(
µ1v

2
0 + σ1

)

v0
− #2

#1
(λ1 + λ2 + 2λ3). (2.17)

In deriving the second equality in (2.17), I’ve used the
definition (2.10) of γ2.

Inserting (2.6), (2.14), and (2.16) into the equation of
motion (2.11) for !v, and projecting that equation perpendicular
to the mean direction of flock motion x̂‖ gives, neglecting
“irrelevant” terms,

∂t !v⊥ + γ ∂‖ !v⊥ + λ0
1(!v⊥ · !∇⊥)!v⊥

= −g1δρ∂‖ !v⊥ − g2!v⊥∂‖δρ − c2
0

ρ0

!∇⊥δρ − g3 !∇⊥(δρ2)

+DB
!∇⊥( !∇⊥ · !v⊥ ) + DT ∇2

⊥
!v⊥ + D‖∂

2
‖
!v⊥

+ νt∂t
!∇⊥δρ + ν‖∂‖

!∇⊥δρ + !f⊥ (2.18)

where I have defined

DB ≡ D1 + 2v0λ
0
3λ

0
2

#1
, (2.19)

D‖ ≡ DT + D2v
2
0, (2.20)

γ ≡ λ0
1v0, (2.21)

g1 ≡ v0

(
∂λ1

∂ρ

)

0
− #2λ

0
1

#1
, (2.22)

g2 ≡ #2γ
0
2

#1v0
− σ1

v0
, (2.23)

g3 ≡ σ2 +
(

#2

#1

)2

λ0
3 −

(
∂λ3

∂ρ

)

0

#2v0

#1
, (2.24)

c2
0 ≡ ρ0σ1 − 2ρ0v0λ

0
3#2

#1
, (2.25)

νt ≡ −2#2λ
0
3

#2
1

, (2.26)

(2.26)

and

ν‖ ≡
2v0λ

0
3λ

0
4

#1
+ #2D1

#1
. (2.27)

Using (2.6) and (2.14) in the equation of motion (2.2) for ρ
gives, again neglecting irrelevant terms,

∂tδρ + ρo
!∇⊥ · !v⊥ + w1 !∇⊥ · (!v⊥δρ) + v2∂‖δρ

= Dρ‖∂
2
‖
δρ + Dρ⊥∇2

⊥
δρ + Dρv∂‖( !∇⊥ · !v⊥)

+ φ∂t∂‖δρ + w2∂‖ (δρ
2) + w3∂‖(|!v⊥ |2), (2.28)

where I have defined

v2 ≡ v0 − ρ0#2

#1
, (2.29)

φ ≡ #2ρ0

v0#
2
1

, (2.30)

w2 ≡ #2

#1
, (2.31)

w3 ≡ ρ0

2v0
, (2.32)

Dρ‖ ≡ ρ0λ
0
4

#1
= ρ0

#1

((
µ1v

2
0 + σ1

)

v0
− #2

#1

(
λ0

1 + λ0
2 + 2λ0

3

)
)

,

(2.33)

and, last but by no means least,

Dρv ≡ λ0
2ρo

#1
. (2.34)

The parameter Dρ⊥ is actually zero at this point in the
calculation, but I have included it in Eq. (2.28) anyway, because
it is generated by the nonlinear terms under the renormalization
group, as I shall discuss in Sec. IV. Likewise, the parameter
w1 = 1, but I have also included it for convenience in dis-
cussing the renormalization group in Sec. IV. I will henceforth
focus my attention on the fluid, orientationally ordered state,
in which all of the diffusion constants Dρ‖ , Dρ⊥ , Dρv , DB , D‖ ,
and DT are positive.
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with, here and hereafter, super- or subscripts 0 denoting
functions of ρ and |!v| evaluated at ρ = ρ0 and |!v| = v0. I
have also used the expansion (2.6) for the velocity in terms of
the fluctuations δv‖ and !v⊥ to write

|!v| = v0 + δv‖ + |!v⊥ |2

2v0
+ O(δv2

‖
,|!v⊥ |4), (2.14)

and kept only terms that an RG analysis shows to be relevant
in the long-wavelength limit. Inserting (2.12) into (2.9) gives
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+ 1
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(∂t + γ2∂‖)δv‖ , (2.15)

where I have kept only linear terms on the right-hand side of
this equation, since the nonlinear terms are at least of order
derivatives of |!v⊥ |2, and hence negligible, in the hydrodynamic
limit, relative to the |!v⊥ |2 term explicitly displayed on the
left-hand side.

This equation can be solved iteratively for δv‖ in terms of !v⊥ ,
δρ, and its derivatives. To lowest (zeroth) order in derivatives,
δv‖ ≈ −#2

#1
δρ. Inserting this approximate expression for δv‖

into Eq. (2.15) everywhere δv‖ appears on the right-hand side
of that equation gives δv‖ to first order in derivatives:

δv‖ ≈ −#2
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)

=
(
µ1v

2
0 + σ1

)

v0
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(λ1 + λ2 + 2λ3). (2.17)

In deriving the second equality in (2.17), I’ve used the
definition (2.10) of γ2.

Inserting (2.6), (2.14), and (2.16) into the equation of
motion (2.11) for !v, and projecting that equation perpendicular
to the mean direction of flock motion x̂‖ gives, neglecting
“irrelevant” terms,

∂t !v⊥ + γ ∂‖ !v⊥ + λ0
1(!v⊥ · !∇⊥)!v⊥

= −g1δρ∂‖ !v⊥ − g2!v⊥∂‖δρ − c2
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ρ0
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(2.26)

and

ν‖ ≡
2v0λ

0
3λ

0
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#1
+ #2D1

#1
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Using (2.6) and (2.14) in the equation of motion (2.2) for ρ
gives, again neglecting irrelevant terms,

∂tδρ + ρo
!∇⊥ · !v⊥ + w1 !∇⊥ · (!v⊥δρ) + v2∂‖δρ

= Dρ‖∂
2
‖
δρ + Dρ⊥∇2

⊥
δρ + Dρv∂‖( !∇⊥ · !v⊥)

+ φ∂t∂‖δρ + w2∂‖ (δρ
2) + w3∂‖(|!v⊥ |2), (2.28)

where I have defined

v2 ≡ v0 − ρ0#2

#1
, (2.29)

φ ≡ #2ρ0

v0#
2
1

, (2.30)

w2 ≡ #2

#1
, (2.31)

w3 ≡ ρ0

2v0
, (2.32)

Dρ‖ ≡ ρ0λ
0
4

#1
= ρ0
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µ1v

2
0 + σ1

)

v0
− #2

#1

(
λ0

1 + λ0
2 + 2λ0

3

)
)

,

(2.33)

and, last but by no means least,

Dρv ≡ λ0
2ρo

#1
. (2.34)

The parameter Dρ⊥ is actually zero at this point in the
calculation, but I have included it in Eq. (2.28) anyway, because
it is generated by the nonlinear terms under the renormalization
group, as I shall discuss in Sec. IV. Likewise, the parameter
w1 = 1, but I have also included it for convenience in dis-
cussing the renormalization group in Sec. IV. I will henceforth
focus my attention on the fluid, orientationally ordered state,
in which all of the diffusion constants Dρ‖ , Dρ⊥ , Dρv , DB , D‖ ,
and DT are positive.
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In parinciple, this equation probides the exact scaling exponents. 

However the EOM is so complicated that we can not solve exactly.

J. Toner (2012)

Here instead, we porpose a simple 
phenomenological equation of motions (EOM) 

for slow modes.

Preivously overlooked 
relevant terms

The most general EOM for slow variables allowed by symmetry



Model

δv⊥(x, t), δρ(x, t)

Equations for slow variables in d=2
Slow variables

Velocity fluctuations 
perpendicular to ⟨v⟩ Density fluctuations
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First order gradient expansion for equation of motion

Diagonalization 

in the Fourier space

·̃u±(q, t) = iqc±( ̂q)ũ±(q, t) + O(q2, u2)
Eigenmodes Tonear and Tu (1995, 1998)

Non-degenerated sound velocities c+( ̂q) ≠ c−( ̂q)



·̃u±(q, t) = iqc±( ̂q)ũ±(q, t) + O(q2, u2)
Eigenmodes Tonear and Tu (1995, 1998)

Non-degenerated sound velocities c+( ̂q) ≠ c−( ̂q)



·̃u±(q, t) = iqc±( ̂q)ũ±(q, t) + O(q2, u2)
Eigenmodes Tonear and Tu (1995, 1998)

Non-degenerated sound velocities c+( ̂q) ≠ c−( ̂q)

Cαβ(x) = ∫ dqeiq⋅x⟨ũα(q, t)ũ*β (q, t)⟩ = ∫ dqeiq⋅x⟨uα(q, t)u*β (q, t)⟩eiq(cα−cβ)t

Interaction representation ũ±(q, t) = u±(q, t)eiqc±t

Fast oscillation

Spatial correlation

The correlation decouples for difference modes , 

due to the fast oscillation of , when 

α ≠ β
eiq(cα−cβ)t cα ≠ cβ

 and  can be treated separately!u+ u− Chaté and Solon (2024)

We shall construct a EOM for , separately.u±
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Phenomelorogical EOM for u±

We shall construct a EOM for , separately.u±



Model
Phenomelorogical EOM for u±

Noise

Advection  do not appear in 
the interaction representation.

c ⋅ ∇u

The most general EOM

(Higher order terms  are irrelevant )··u, ∇3u, (∇u)2, ⋯

The lowest-order 
non-linearlity

• Since  have the same symmetry, it is sufficient to consider one of them.  
Hereafter, we omit the subscritp  


• We must take into account ALL the relevant terms allowed by symmetry.

u±
u± → u

·u = ∇2u + ua ⋅ ∇u + ξ

We shall construct a EOM for , separately.u±
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Theory
Linear analysis

·u = ∇2u + ua ⋅ ∇u + ξ
The most general EOM

·u = ∇2u + ξ

ua ⋅ ∇u
Neglect non-linear term

Linear model

We first investigate the linear model 

to revisit the derivation of the scaling exponents.



·u = ∇2u + ξ
Linear model



x⊥ → lx⊥, x∥ → lζx∥, t → lzt, u → lχu

⟨u2⟩ ∼ l2χ l→∞ {0 d > 2
∞ d ≤ 2

Fluctuations destroy 

long-range order in d ≤ 2

Scaling transformation

lχ−z ·u = lχ−2 ∇2
⊥u + lχ−2ζ∂2

∥u + l−(d−1+ζ+z)/2ξ

χ − z = χ − 2 = χ − 2ζ = − (d − 1 + ζ + z)/2

ζ = 1, z = 2, χ =
2 − d

2

Scaling exponents

What will happen for non-linear model?

Scaling relations

The lower-critical dimension of the linear model is dlow = 2

Anistoropy exponent

→isotropic

→anisotropic

ζ = 1
ζ ≠ 1

·u = ∇2u + ξ
Linear model



Theory
Vicsek Model

Pseudo-Galilean invariance

u → u + U, x → x + Uat
 and  


have the same scaling dimension
x = {x∥, x⊥} ut

Non-linear term 
ua ⋅ ∇u = ∇ ⋅ (au2/2)

does not affect the scaling 
exponents of the terms 

without ∇ 
·u ∼ lχ−z, ξ ∼ l−(d−1+ζ+z)/2

χ − z = − (d − 1 + ζ + z)/2

Non-linear EOM
·u = ∇2u + ua ⋅ ∇u + ξ

[x⊥] = [ut] → 1 = χ + z
[x∥] = [ut] → ζ = χ + z

∇( )Perterbative RG Some 

functions



χ − z = − (d − 1 + ζ + z)/2
Scaling relations

Theory
Vicsek Model

1 = χ + z ζ = χ + z



⟨u2⟩ ∼ l2χ l→∞ {∞ d ≤ 1
0 d > 1

Fluctuations destroy 

long-range order in d ≤ 1

ζ = 1, z =
2 + d

3
, χ =

1 − d
3

New Scaling exponents

The non-linear term stabilizes 

the long-range order even in d=2.Different from TT95

We get new scaling exponents 
distrinct from the Toner-Tu theory.

Theory
Vicsek Model

χ − z = − (d − 1 + ζ + z)/2
Scaling relations

1 = χ + z ζ = χ + z
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TABLE I. Scaling exponents. Data are taken from Ref [19].

d = 2 d = 3
Vicsek TT95 This work Vicsek TT95 This work

� -0.31(2) -0.2 -0.33 -0.62 -0.6 -0.67
⇣ 0.95(2) 0.6 1 1 0.8 1
z 1.33(2) 1.2 1.33 1.77 1.6 1.67
↵ 0.84(1) 0.8 0.83 0.79(2) 0.77 0.78

However, interestingly, a recent detailed investigation has
proven that Eqs. (13) indeed become exact for incom-
pressible fluids r · v = 0 for d > 2 [15]. Eqs. (13) imply⌦
�v

2
?
↵
⇠ b

2� ! 0 in d = 2, meaning that the non-linear
term stabilizes the long-range order in d = 2 [14]. The
exponents Eqs. (13) well agree with a numerical simula-
tion of the minimal model in d = 2 [21].

Let us turn to the Vicsek model. It is crucial to note
that the velocity field generally couples to the density
fluctuations [16], and hence the NG mode is not identi-
cal to v?. In other words, there is not reason to assume
b2 = 0. Below, we calculate the scaling exponents for this
case b2 6= 0. In Eq. (11), the non-linear terms propor-
tional to bi are written as the total derivatives of @k and
@?, meaning that the perturbative renormalization group
calculations do not give the correction to the scaling of
u̇ and ⇠ [14, 19, 29]. Assuming u̇ ⇠ ⇠, we get Eq. (8)
for d = 2 [19]. This scaling relation is often referred
to as the hyperscaling and has been confirmed in the re-
cent numerical simulation of the Vicsek model [19]. Also,
one can see that Eq. (11) is invariant under the pseudo-
Galilean transformation: u ! u+ U , x? ! x? + 2b1Ut,
and xk ! xk+2b2Ut, which implies the following scaling
relations [14, 30]

1 = �+ z, (14)

⇣ = �+ z. (15)

Using Eqs. (8), (14), and (15), we can determine the
scaling exponents:

z =
d+ 2

3
, ⇣ = 1, � =

1� d

3
. (16)

The results are consistent with our previous heuristic
scaling argument [31]. Again, the above result is ex-
act only in d = 2. Since Eq. (11) is the most general
form of EOM obtained by the symmetry consideration,
we conclude that the above scaling exponents are the ex-
act scaling exponents of the Vicsek model in d = 2. In
d > 2, it is not clear if the scaling relations Eqs. (8),
(14), and (15) are satisfied, and we can not rule out the
possibility that some corrections appear to the exponents
Eq. (16).

Comparison with numerical simulation.— In Ta-
ble I, we compare the numerical results of the Vicsek
model [19], TT95 [14], and our theoretical predictions
Eqs. (16). Overall, our results show better agreement

FIG. 1. Correlation functions. Markers denote the numerical
results of the Vicsek model in d = 2 for L = 8000, taken from
Fig.1 (a) in Ref. [19]. The dashed and dotted lines represent
theoretical predictions.

with numerical results than that of TT95. In particular,
we get almost perfect agreement in d = 2. For d = 3,
on the contrary, there are small discrepancies between
the numerical and theoretical results. We expect that
further theoretical [14, 29, 30, 32–34], numerical [19, 35],
and, hopefully, experimental [13, 20, 36] developments
will lead to more accurate estimates of the scaling expo-
nents in d = 3.
Another important physical quantity is the correlation

function C(x) = hv?(x) · v?(0)i. The scaling behaviors
x? ⇠ b, xk ⇠ b

⇣ , and v? ⇠ u ⇠ b
� lead to

C(x) ⇠ b
2�
C(b�1x?, b

�⇣
xk) ⇠ |x?|2� ⇠ x

2�/⇣
k . (17)

In the Fourier space, it leads to [14, 30, 37]:

C̃(q) =

Z
dxeiq·xC(x)

⇠ b
2�+⇣+d�1

C̃(bq?, b
⇣
qk) ⇠ |q?|�z ⇠ q

�z/⇣
k . (18)

To calculate C̃(q) precisely, one should perform a numer-
ical simulation for a su�ciently large linear system size L
because the minimal wave vector q⇤ scales as q⇤ ⇠ 2⇡/L.
The best numerical result for the Vicsek model has been
obtained in d = 2 for L = 8000 in Ref. [19]. In Fig. 1, we
compare the numerical result, our theoretical prediction,
and that of TT95 [14, 37]. Our theory shows a better
agreement with the numerical results than TT95.
In the ordered phase of the Vicsek model, the density

fluctuations are significantly enhanced due to the NG
modes. This phenomenon is referred to as the giant num-
ber fluctuations (GNF) [36]. The GNF is popularly stud-
ied in numerical and experimental studies [19, 20, 36]. So,
we here derive the scaling exponent ↵ that characterizes
the strength of the GNF. To be more precise, we shall

Comparison with numerical simulation
Scaling exponents

u
x∥
t

• In d=2, we get almost perfect agreement. 

• In d=3, the both theories work well, and it is 

difficult to judge which theory works better. 

B. Mahault, F. Ginelli, and H. Chaté (2019)



Comparison with numerical simulation
Correlation function

x⊥ ∼ l, x∥ ∼ lζ, t ∼ lz, u ∼ lχ
Scalings

C(x⊥, x∥) = = ⟨u(x⊥, x∥)u(0,0)⟩ = l2χC(l−1x⊥, l−ζx∥) =
|x⊥ |2χ |x⊥ | ≫ x∥

|x∥ |2χ/ζ |x⊥ | ≪ x∥

Correlation function in real space

C̃(q⊥, q∥) = {
|q⊥ |−z |q⊥ | ≫ q∥

|q∥ |−z/ζ |q⊥ | ≪ q∥

Correlation function in Fourier space



Velocity correlation in d=2

⟂
�

This work
TT95

10-3 10-2 10-1

10-1

100

101
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103

q�or⟂/2π

C̃
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�,
0)
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C̃
(0
,q

⟂
)

B. Mahault et al. (2019)

Comparison with numerical simulation
Correlation function

Our theory works better than the Toner-Tu theory (1995).
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B. Mahault et al. (2019)

Velocity correlation in d=3

Both theories work well in d=3.
Further studies are necessary to judge the correct theory.

Comparison with numerical simulation
Correlation function
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Discussion
Connection with the Toner-Tu theory

Non-linear EOM

Slow mode for Toner-Tu theory

u ∝ v⊥

The Toner-Tu theory neglects (non-linear) coupling 
between velocity and density fluctuations. Toner (2012)

Velocity perpendicular to 
the order parameter ⟨v⟩

Here we brifely revisit the derivation of 

the scaling exponents of the Toner-Tu model.

Symmetry
v⊥(−x⊥) = − v⊥(x⊥) ua⊥ ⋅ ∇⊥u + ua∥∂∥u

Prohibited by symmetry

·u = ∇2u + ua⊥ ⋅ ∇⊥u + ua∥∂∥u + ξ
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·u = ∇2u + ua⊥ ⋅ ∇⊥u + ua∥∂∥u + ξ
Non-linear EOM
ua⊥ ⋅ ∇⊥u + ua∥∂∥u

Prohibited by symmetry

Galilean invariance

u → u + U, x⊥ → x⊥ + Ua⊥t
 and  


have the same scaling dimension
x⊥ ut

Conservative 
non-linear term

ua⊥ ⋅ ∇⊥u = ∇⊥ ⋅ (a⊥u2/2)
 This term does not affect the 

scaling exponents of the terms 
without ∇⊥·u ∼ lχ−z, ∂2
∥u ∼ lχ−2ζ, ξ ∼ l−(d+z)/2

χ − z = χ − 2ζ = − (d − 1 + ζ + z)/21 = χ + z



χ − z = χ − 2ζ = − (d − 1 + ζ + z)/21 = χ + z
Scaling relations

Discussion
Connection with the Toner-Tu theory



What will happen for Vicsek Model, 
where the density fluctutaions 

couple with velocity fluctutaions?

χ − z = χ − 2ζ = − (d − 1 + ζ + z)/21 = χ + z

⟨u2⟩ ∼ l2χ ∼ {finite d > 3/2
∞ d ≤ 3/2

Fluctuations destroy 

long-range order in d ≤ 3/2

ζ =
1 + d

5
, z =

2(1 + d)
5

, χ =
3 − 2d

5

Scaling exponents

The non-linear term stabilizes 

the long-range order even in d=2.Consisten with TT95

Scaling relations
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·u = ∇2u + ua ⊥ ⋅ ∇⊥u + ua∥∂∥u + ξ
Non-linear EOM

Slow mode for the Vicsek Model
 is a mixed mode between  and u δρ v⊥

Symmetry
v(−x⊥) = − v⊥(x⊥)

There is no-reason to prohibit ua∥∂∥u
When constructing phenomenological EOM, 

it is important to consider ALL relevant terms 
allowed by symmetry.
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• We constructed a phenomenological EOM for the slow 
modes of the Vicsek Model and calculated the scaling 
exponents.


• Our scaling exponents well agree with the numericla 
simulation of the Vicsek Model in d=2.


• Our theory and TT95 equally well fit the numerical data in 
d=3. 

Summary


