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FIG. 1. Hierarchy of nuclear forces in ChPT. Solid lines represent nucleons and dashed lines represent pions. Small dots, large solid dots,
solid squares, triangles, diamonds, and stars denote vertexes of index !i = 0, 1, 2, 3, 4, and 6, respectively. Further explanations are given in
the text.

Consider a m-nucleon irreducibly connected diagram (m-
nucleon force) in an A-nucleon system (m ! A). The number
of separately connected pieces is C = A − m + 1. Inserting
this into Eq. (2.5) together with L = 0 and

∑
i !i = 0 yields

ν = 2m − 4. Thus, two-nucleon forces (m = 2) appear at
ν = 0, three-nucleon forces (m = 3) appear at ν = 2 (but they
happen to cancel at that order), and four-nucleon forces appear
at ν = 4 (they do not cancel).

For an irreducible NN diagram (A = 2, C = 1), the power
formula collapses to the very simple expression

ν = 2L +
∑

i

!i . (2.7)

In summary, the chief point of the ChPT expansion of the
potential is that, at a given order ν, there exists only a finite
number of graphs. This is what makes the theory calculable.
The expression (Q/#χ )ν+1 provides an estimate of the relative
size of the contributions left out and thus of the relative

uncertainty at order ν. The ability to calculate observables
(in principle) to any degree of accuracy gives the theory its
predictive power.

Chiral perturbation theory and power counting imply that
nuclear forces evolve as a hierarchy controlled by the power
ν; see Fig. 1 for an overview. In what follows, we will focus
on the two-nucleon force (2NF).

C. The long-range NN potential

The long-range part of the NN potential is built up from pion
exchanges, which are ruled by chiral symmetry. The various
pion-exchange contributions may be analyzed according to the
number of pions being exchanged between the two nucleons:

V = V1π + V2π + V3π + · · · , (2.8)

where the meaning of the subscripts is obvious and the ellipsis
represents 4π and higher pion exchanges. For each of the
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FIG. 1: Chiral 2NF without and with �-isobar degrees of freedom. Arrows indicate the shift of strength when explicit �’s
are added to the theory. Note that the �-full theory consists of the diagrams involving �’s plus the �-less ones. Solid lines
represent nucleons, double lines �-isobars, and dashed lines pions. Small dots, large solid dots, solid squares, and diamonds
denote vertices of index �i = 0, 1, 2, and 4, respectively. ⇤b denotes the breakdown scale. Further explanations are given in
the text.

II. CHIRAL TWO-NUCLEON FORCES INCLUDING �-ISOBARS

A. Definition of NN potentials

We focus on NN potentials at NNLO of the �-full theory, which—following the notation introduced in Ref. [29]—
will be denoted by “�NNLO.” The diagrams to consider are displayed in Fig. 1. For illustrative purposes, the figure
includes also the graphs that occur at N3LO. The powers that are associated with the various orders are calculated
as follows. For a connected diagram of NN scattering, the power is given by [1]

⌫ = 2L+
X

i

�i , (2.1)

with vertex index

�i ⌘ di +
fi

2
� 2 , (2.2)

where L denotes the number of loops. Moreover, for each vertex i, di is the number of derivatives or pion-mass
insertions and fi the number of fermion fields. The sum runs over all vertices i contained in the diagram under
consideration.

The mathematical expressions defining the potentials are given in the appendices.
We list the constants involved in the long-range parts of the potentials (cf. Appendix A) in Table I. These constants

have the same values as used in Ref. [29]. The ⇡N LECs are from the ⇡N analysis by Siemens et al. [32], in which
the (redundant) subleading ⇡N� couplings proportional to b3 and b6 (b8 in the notation of Refs. [9, 34]) are removed
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where P denotes the principal value. Because one has to pre-
serve low-energy observables, for example, scattering phase
shifts defined through tan δ(p) = −pT (p, p), one requires
that

Tlow k(p′, p) = T (p′, p), for p′, p < "low k. (7)

Equations (6) and (7) together define the low-momentum NN
interaction Vlow k (for a review see Ref. [38]). Under the scale
decimation procedure, all high-precision NN potentials flow,
as "low k → 2.1 fm−1, to a nearly unique low-momentum
potential Vlow k . In the present study we employ the (bare)
chiral N3LO interaction [26] and evolve it down to a resolution
scale "low k = 2.1 fm−1.

As demonstrated in Ref. [10] the addition of three-
nucleon forces is essential for obtaining reasonable saturation
properties of nuclear matter when using the universal low-
momentum NN potential Vlow k in Hartree-Fock calculations.
The construction of decimated low-momentum three-body
forces consistent with the two-body decimation for Vlow k

remains a challenge. The difficulty has so far been ad-
dressed pragmatically by exploiting the fact that low-energy
nuclear observables must be scale independent. Following
this reasoning the low-energy constants associated with the
one-pion exchange component cD("low k) and the short-range
contact term cE("low k) of the chiral three-nucleon interaction
have been fitted to experimental binding energies of three-
and four-nucleon systems (3H, 3He, and 4He) at a given
(variable) low-momentum scale "low k . Because we investigate
the density-dependent two-nucleon interaction at the scale
"low k = 2.1 fm−1, we use the corresponding values for cD

and cE obtained in Ref. [39]:

cD(2.1 fm−1) = −2.062, cE(2.1 fm−1) = −0.625, (8)

together with "χ = 0.7 GeV. In addition to the low-
momentum decimation techniques just described, there exist
several other means to construct effective nucleon-nucleon
interactions suitable for perturbative many-body calculations,
such as similarity renormalization group transformations [40]
and the unitary correlation operator method (UCOM) [41,42].
The resulting effective two-body interactions are all quantita-
tively similar, and the inclusion of three-nucleon forces within
these different frameworks is currently in progress.

III. IN-MEDIUM NUCLEON-NUCLEON INTERACTION

A. Density-dependent terms in isospin-symmetric
nuclear matter

In this section we derive from the leading-order chiral
three-nucleon interaction, Eqs. (1)–(4), an effective density-
dependent in-medium NN interaction. We are considering
the on-shell scattering of two nucleons in isospin-symmetric
(spin-saturated) nuclear matter of density ρ = 2k3

f /3π2 in
the center-of-mass frame, N1( $p) + N2(− $p) → N1( $p + $q) +
N2(− $p − $q), where kf is the Fermi momentum. The kine-
matics is such that the total momentum of the two-nucleon
system is zero in the nuclear matter rest frame before and
after the scattering. The magnitude of the in- and outgoing
nucleon momenta is p = | $p| = | $p + $q|, and q = |$q| is the

magnitude of the momentum transfer. The on-shell interaction
in momentum space has the following (general) form:

V ( $p, $q) = VC + $τ1 · $τ2WC + [VS + $τ1 · $τ2WS]$σ1 · $σ2

+ [VT + $τ1 · $τ2WT ]$σ1 · $q $σ2 · $q
+ [VSO + $τ1 · $τ2WSO ]i($σ1 + $σ2) · ($q × $p)

+ [VQ + $τ1 · $τ2WQ]$σ1 · ($q × $p)$σ2 · ($q × $p). (9)

The subscripts refer to the central (C), spin-spin (S), tensor
(T), spin-orbit (SO), and quadratic spin-orbit (Q) components
of the NN interaction, each of which occurs in an isoscalar (V)
and an isovector (W) version. For the purpose of comparison
with the density-dependent terms that follow, we reproduce
the expression for the (bare) 1π exchange:

V
(1π)
NN = −g2

AMN

16πf 2
π

$τ1 · $τ2
$σ1 · $q $σ2 · $q
m2

π + q2
. (10)

Here $σ1,2 and $τ1,2 are the usual spin and isospin operators
of the two nucleons and MN = 938.918 MeV is the average
nucleon mass. Note that we have included an additional factor
of MN/4π in VNN to be consistent with the conventions
commonly chosen for Vlow k .

We start with those contributions to the in-medium NN
interaction V med

NN that are generated by the 2π -exchange com-
ponent of the chiral three-nucleon force. The three different
topologies for nonvanishing one-loop diagrams are shown
in Fig. 2. The short double-line on a nucleon propagator
symbolizes the filled Fermi sea of nucleons, which introduces
the medium insertion −2πδ(k0)θ (kf − |$k|) in the in-medium
nucleon propagator. In effect, the medium insertion sums up
hole propagation and the absence of particle propagation below
the Fermi surface |$k| < kf . Diagram (1) in Fig. 2 represents a
1π exchange with a Pauli blocked in-medium pion self-energy,
and the corresponding contribution to V med

NN reads:

V med,1
NN = g2

AMNρ

8πf 4
π

$τ1 · $τ2
$σ1 · $q $σ2 · $q
(
m2

π + q2
)2

(
2c1m

2
π + c3q

2). (11)

Because c1,3 < 0, this term corresponds to an enhancement
of the bare 1π exchange. In part it can be interpreted in
terms of the reduced pion decay constant, f ∗2

π,s = f 2
π + 2c3ρ,

which replaces (together with an expansion in ρ) f 2
π in the

denominator of Eq. (10) and which is associated with the
space components of the axial current in the nuclear medium.
Diagram (2) in Fig. 2 includes vertex corrections to the 1π
exchange caused by Pauli blocking in the nuclear medium.

(1) (2) (3)

FIG. 2. In-medium NN interaction generated by the two-pion
exchange component (∼c1,3,4) of the chiral three-nucleon interaction.
The short double-line symbolizes the filled Fermi sea of nucleons,
that is, the medium insertion −2πδ(k0)θ (kf − |$k|) in the in-medium
nucleon propagator. Reflected diagrams of (2) and (3) are not shown.
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FIG. 3. In-medium NN interaction generated by the one-pion
exchange [diagrams (4) and (5); ∼cD] and the short-range component
[diagram (6); ∼cE] of the chiral three-nucleon interaction. Reflected
diagrams of (4) and (5) are not shown, and diagram (6) represents all
possible ways to contract a nucleon line.

Because cD is negative, this term reduces again the bare 1π
exchange, roughly by about 16% at normal nuclear matter
density ρ0 = 0.16 fm−3. Diagram (5) in Fig. 3 includes Pauli-
blocked (pionic) vertex corrections to the short-range NN
interaction. The corresponding contribution to the density-
dependent in-medium NN interaction reads

V med,5
NN = gAMNcD

64π3f 4
π #χ

{
#τ1 · #τ2

[
2#σ1 · #σ2'2(p)

+
(
#σ1 · #σ2

(
2p2 − q2

2

)
+ #σ1 · #q #σ2 · #q

(
1 − 2p2

q2

)

− 2

q2
#σ1 · (#q × #p)#σ2 · (#q × #p)

)
('0(p)

+ 2'1(p) + '3(p))

]
+ 4k3

f − 6m2
π'0(p)

}
, (24)

where we have used an identity for #σ1 · #p#σ2 · #p + #σ1 · ( #p +
#q)#σ2 · ( #p + #q) = [. . .]. The ellipses stand for the combination
of spin operators written in the second and third lines of
Eq. (24). In comparison to Ref. [22], note that the expression
for V med,5

NN has been completed by adding the last two terms,
which represent an additional isoscalar central interaction.
With this complete form of V med,5

NN , the results for the Gamow-
Teller transition matrix element for 14C β decay do not change
qualitatively in comparison to Ref. [22] [when using c1,3,4 as
given here below Eq. (4)].

Finally, there is the short-range component of the chiral
3N interaction, represented by a three-nucleon contact vertex
proportional to cE/#χ . By closing one nucleon line [see
diagram (6) in Fig. 3], one obtains the following contribution
to the in-medium NN interaction:

V med,6
NN = −3MNcEρ

8πf 4
π #χ

, (25)

which simply grows linearly in density ρ = 2k3
f /3π2 and is

independent of spin, isospin, and nucleon momenta.1

The preceding expressions have been derived for on-shell
scattering, which greatly simplifies the calculation of the
density-dependent corrections to the NN interaction. As
discussed in Ref. [22], a suitable choice for extrapolating these

1To facilitate computation of symmetry factors and spin and isospin
traces, we have modeled (for that purpose) the three-nucleon contact
interaction by heavy isoscalar boson exchanges.

expressions off-shell is to make the substitution p2 → 1
2 (p2 +

p′2). Additionally, we include a regulator function of the form
exp[−(p/#low k)4 − (p′/#low k)4], where #low k = 2.1 fm−1 is
chosen so that the two-body and three-body force contributions
are decimated down to the same scale. This is consistent with
the approach taken in Ref. [39].

B. Correction terms in isospin asymmetric nuclear matter

Now we consider the additional modifications Wmed,i
NN

to the six in-medium NN scattering T matrices, V med,i
NN ,

resulting from a small isospin asymmetry. In this notation,
the superscript “i” refers to diagram (i) in Figs. 2 and 3.
The total nucleon density made up by protons and neutrons
is ρ = ρn + ρp, and the Fermi momentum kf is given as
before by the relation ρ = 2k3

f /3π2. As a measure of the
isospin asymmetry, we define the relative neutron excess
δnp = (ρn − ρp)/ρ. For a heavy nucleus such as 208Pb, the
relative neutron excess is of the order δnp ' 0.2. Re-evaluating
the six diagrams in Figs. 2 and 3 with the substitution

θ (kf − |#k|) → 1 + τ 3

2
θ (kf (1 − δnp)1/3 − |#k|)

+ 1 − τ 3

2
θ (kf (1 + δnp)1/3 − |#k|)

=
(

1−τ 3δnp

kf

3

∂

∂kf

)
θ (kf −|#k|) + · · · , (26)

we obtain the following expressions for the corrections (linear
in δnp) to the density-dependent NN interaction:2

Wmed,1
NN = 0, (27)

Wmed,2
NN = g2

AMNδnp

192π3f 4
π

(
τ 3

1 + τ 3
2

) #σ1 · #q #σ2 · #q
m2

π + q2
kf

× ∂

∂kf

{
4c1m

2
π ['0(p) + '1(p)] + (c3 − c4)

× [q2('0(p) + 2'1(p) + '3(p)) + 4'2(p)]

+ 4c4

[
2k3

f

3
− m2

π'0(p)

]}
, (28)

Wmed,3
NN = g2

AMNδnp

384π3f 4
π

(
τ 3

1 + τ 3
2

)
kf

× ∂

∂kf

{
−4c1m

2
π

[
2'0(p) −

(
2m2

π + q2
)
G0(p, q)

]

− c3

[
8k3

f

3
− 4

(
2m2

π + q2
)
'0(p) − 2q2'1(p)

+
(
2m2

π + q2
)2

G0(p, q)

]

+ 4c4(#σ1 · #σ2q
2 − #σ1 · #q #σ2 · #q)G2(p, q)

− (c3 + c4)i(#σ1 + #σ2) · (#q × #p)[2'0(p) + 2'1(p)

2The closed nucleon line in diagram (1) in Fig. 2 gives the factor
ρ = ρp + ρn, independent of δnp .
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correlations. Therefore, we introduce an approximation. First,
reduced effective NN forces are constructed by averaging
the 3NF over the third nucleon in the Fermi sea. Adding
the reduced NN force to the initial Ch-EFT NN interaction,
we carry out standard G-matrix calculations. This procedure
may not be accommodated rigorously in a linked-cluster
expansion of quantum many-body theory. Nevertheless, we
should expect meaningful information about the role of 3NFs
in this estimation.

The procedure for including the reduced NN force from the
Ch-EHF 3NF in LOBT calculations is explained in Sec. II. For
numerical calculations in a standard method, it is necessary
to introduce a partial-wave expansion of the reduced NN
interaction. This is straightforward but somewhat intricate.
Explicit expressions of the reduced NN interaction are given
in Appendix A. Expressions after the partial-wave expansion
are shown in Appendix B. Numerical results are presented
first for nuclear matter in Sec. III, and then for neutron matter
in Sec. IV. The cutoff-energy dependence of the calculated
energies is demonstrated in these sections. A summary follows
in Sec. V.

II. G MATRIX INCLUDING REDUCED
N N FORCE FROM 3NF

It is difficult to treat the 3NF V123 directly in infinite matter.
In this paper, I introduce an approximation of reducing the
3NF to an effective NN force by folding single-nucleon
degrees of freedom, as has been often employed in the
literature [14,15,24,25]. That is, the density dependent NN
interaction V12(3) is defined, in momentum space, by the
following summation over the third nucleon in the Fermi sea
of nuclear matter:

〈k′
1σ

′
1τ

′
1,k

′
2σ

′
2τ

′
2|V12(3)|k1σ1τ1,k2σ2τ2〉A

≡
∑

k3,σ3τ3

〈k′
1σ

′
1τ

′
1,k

′
2σ

′
2τ

′
2,k3σ3τ3|

×V123|k1σ1τ1,k2σ2τ2,k3σ3τ3〉A. (1)

The suffix A denotes an antisymmetrized matrix ele-
ment, namely |ab〉A ≡ |ab − ba〉 and |abc〉A ≡ |abc − acb +
bca − bac + cab − cba〉. The remaining two nucleons are
supposed to be in a center-of-mass frame; k′

1 + k′
2 = k1 +

k2 = 0. We do not include the three-body form factor in this
folding procedure, but introduce it later in the reduced NN
interaction. In this case, matrix elements and their partial wave
expansion can be carried out analytically for the Ch-EFT 3NF,
as shown in Appendix A.

The necessity of taking into account correlations being
neglected, contributions of the two- and three-nucleon forces,
V12 and V123, to the energy are given by

1

2

∑

k1 k2

〈k1k2|V12|k1k2〉A + 1

3!

∑

k1 k2 k3

〈k1k2k3|V123|k1k2k3〉A

= 1

2

∑

k1 k2

〈k1k2|V12 + 1

3
V12(3)|k1k2〉A. (2)

This implies that the G matrix may be defined by

G12 = V12 + 1

3
V12(3) +

(
V12 + 1

3
V12(3)

)
Q

ω − H
G12, (3)

where Q stands for the Pauli exclusion operator and the
denominator ω − H of the propagator is prescribed below.
The similar evaluation of the single-particle energy needs a
different combination factor:

〈k|t |k〉 +
∑

k′

〈kk′|V12|kk′〉A + 1

2

∑

k′k′′

〈kk′k′′|V123|kk′k′′〉A

= 〈k|t |k〉 +
∑

k′

〈kk′|V12 + 1

2
V12(3)|kk′〉A, (4)

where t is a kinetic-energy operator. It is reasonable to define
the single-particle energy which is utilized in the denominator
of the G-matrix equation, Eq. (3), employing the continuous
prescription for intermediate states as

ek = 〈k|t |k〉 + UG(k) (5)

UG(k) ≡
∑

k′

〈kk′|G12 + 1

6
V12(3)

(
1 + Q

ω − H

)
G12|kk′〉A,

(6)

supposing that the effect of the NN correlation is approxi-
mated by that of the G-matrix equation. To be specific, the
denominator ω − H in the G-matrix equation for G|k1k2〉 is
given by ek1 + ek2 − (t1 + UG(k′

1) + t2 + UG(k′
2)), where k′

1
and k′

2 are momenta of intermediate nucleons.
Solving the G-matrix equation together with the denomi-

nator explained above, the total energy is evaluated by

E =
∑

k

〈k|t |k〉 + 1

2

∑

k

UE(k), (7)

UE(k) =
∑

k′

〈kk′|G12|kk′〉A. (8)

The difference between UG(k) for the energy calculation and
UE(k) appearing in the single-particle energy is a prototype
of rearrangement energy. Naturally, the above treatment of the
3NF is heuristic. It is desirable to develop a more rigorous and
systematic perturbative treatment. One possible framework
may be a coupled cluster method, which was discussed in
Ref. [26].

In actual calculations in nuclear matter, a partial wave
expansion [27] is introduced with an angle-average approx-
imation for the Pauli exclusion operator Q. The good quality
of this approximation has been examined in the literature [28].
The partial wave expansion of the reduced NN interaction,
Eq. (1), is carried out in a standard way, which may be found
in the paper by Fujiwara et al. [29]. Partial waves up to the total
angular momentum J = 7 and the orbital angular momentum
$ = 7 are included in numerical calculations.

For completeness, explicit expressions of the reduced NN
interactions of VC , VD , and VE parts and their partial wave
contributions are given in Appendices A and B. Analogous
calculations were presented by Holt, Kaiser, and Weise [25]. I,
however, do not use an approximation for the off-diagonal
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correlations. Therefore, we introduce an approximation. First,
reduced effective NN forces are constructed by averaging
the 3NF over the third nucleon in the Fermi sea. Adding
the reduced NN force to the initial Ch-EFT NN interaction,
we carry out standard G-matrix calculations. This procedure
may not be accommodated rigorously in a linked-cluster
expansion of quantum many-body theory. Nevertheless, we
should expect meaningful information about the role of 3NFs
in this estimation.

The procedure for including the reduced NN force from the
Ch-EHF 3NF in LOBT calculations is explained in Sec. II. For
numerical calculations in a standard method, it is necessary
to introduce a partial-wave expansion of the reduced NN
interaction. This is straightforward but somewhat intricate.
Explicit expressions of the reduced NN interaction are given
in Appendix A. Expressions after the partial-wave expansion
are shown in Appendix B. Numerical results are presented
first for nuclear matter in Sec. III, and then for neutron matter
in Sec. IV. The cutoff-energy dependence of the calculated
energies is demonstrated in these sections. A summary follows
in Sec. V.

II. G MATRIX INCLUDING REDUCED
N N FORCE FROM 3NF

It is difficult to treat the 3NF V123 directly in infinite matter.
In this paper, I introduce an approximation of reducing the
3NF to an effective NN force by folding single-nucleon
degrees of freedom, as has been often employed in the
literature [14,15,24,25]. That is, the density dependent NN
interaction V12(3) is defined, in momentum space, by the
following summation over the third nucleon in the Fermi sea
of nuclear matter:

〈k′
1σ

′
1τ

′
1,k

′
2σ

′
2τ

′
2|V12(3)|k1σ1τ1,k2σ2τ2〉A

≡
∑

k3,σ3τ3

〈k′
1σ

′
1τ

′
1,k

′
2σ

′
2τ

′
2,k3σ3τ3|

×V123|k1σ1τ1,k2σ2τ2,k3σ3τ3〉A. (1)

The suffix A denotes an antisymmetrized matrix ele-
ment, namely |ab〉A ≡ |ab − ba〉 and |abc〉A ≡ |abc − acb +
bca − bac + cab − cba〉. The remaining two nucleons are
supposed to be in a center-of-mass frame; k′

1 + k′
2 = k1 +

k2 = 0. We do not include the three-body form factor in this
folding procedure, but introduce it later in the reduced NN
interaction. In this case, matrix elements and their partial wave
expansion can be carried out analytically for the Ch-EFT 3NF,
as shown in Appendix A.

The necessity of taking into account correlations being
neglected, contributions of the two- and three-nucleon forces,
V12 and V123, to the energy are given by

1

2

∑

k1 k2

〈k1k2|V12|k1k2〉A + 1

3!

∑

k1 k2 k3

〈k1k2k3|V123|k1k2k3〉A

= 1

2

∑

k1 k2

〈k1k2|V12 + 1

3
V12(3)|k1k2〉A. (2)

This implies that the G matrix may be defined by

G12 = V12 + 1

3
V12(3) +

(
V12 + 1

3
V12(3)

)
Q

ω − H
G12, (3)

where Q stands for the Pauli exclusion operator and the
denominator ω − H of the propagator is prescribed below.
The similar evaluation of the single-particle energy needs a
different combination factor:

〈k|t |k〉 +
∑

k′

〈kk′|V12|kk′〉A + 1

2

∑

k′k′′

〈kk′k′′|V123|kk′k′′〉A

= 〈k|t |k〉 +
∑

k′

〈kk′|V12 + 1

2
V12(3)|kk′〉A, (4)

where t is a kinetic-energy operator. It is reasonable to define
the single-particle energy which is utilized in the denominator
of the G-matrix equation, Eq. (3), employing the continuous
prescription for intermediate states as

ek = 〈k|t |k〉 + UG(k) (5)

UG(k) ≡
∑

k′

〈kk′|G12 + 1

6
V12(3)

(
1 + Q

ω − H

)
G12|kk′〉A,

(6)

supposing that the effect of the NN correlation is approxi-
mated by that of the G-matrix equation. To be specific, the
denominator ω − H in the G-matrix equation for G|k1k2〉 is
given by ek1 + ek2 − (t1 + UG(k′

1) + t2 + UG(k′
2)), where k′

1
and k′

2 are momenta of intermediate nucleons.
Solving the G-matrix equation together with the denomi-

nator explained above, the total energy is evaluated by

E =
∑

k

〈k|t |k〉 + 1

2

∑

k

UE(k), (7)

UE(k) =
∑

k′

〈kk′|G12|kk′〉A. (8)

The difference between UG(k) for the energy calculation and
UE(k) appearing in the single-particle energy is a prototype
of rearrangement energy. Naturally, the above treatment of the
3NF is heuristic. It is desirable to develop a more rigorous and
systematic perturbative treatment. One possible framework
may be a coupled cluster method, which was discussed in
Ref. [26].

In actual calculations in nuclear matter, a partial wave
expansion [27] is introduced with an angle-average approx-
imation for the Pauli exclusion operator Q. The good quality
of this approximation has been examined in the literature [28].
The partial wave expansion of the reduced NN interaction,
Eq. (1), is carried out in a standard way, which may be found
in the paper by Fujiwara et al. [29]. Partial waves up to the total
angular momentum J = 7 and the orbital angular momentum
$ = 7 are included in numerical calculations.

For completeness, explicit expressions of the reduced NN
interactions of VC , VD , and VE parts and their partial wave
contributions are given in Appendices A and B. Analogous
calculations were presented by Holt, Kaiser, and Weise [25]. I,
however, do not use an approximation for the off-diagonal
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correlations. Therefore, we introduce an approximation. First,
reduced effective NN forces are constructed by averaging
the 3NF over the third nucleon in the Fermi sea. Adding
the reduced NN force to the initial Ch-EFT NN interaction,
we carry out standard G-matrix calculations. This procedure
may not be accommodated rigorously in a linked-cluster
expansion of quantum many-body theory. Nevertheless, we
should expect meaningful information about the role of 3NFs
in this estimation.

The procedure for including the reduced NN force from the
Ch-EHF 3NF in LOBT calculations is explained in Sec. II. For
numerical calculations in a standard method, it is necessary
to introduce a partial-wave expansion of the reduced NN
interaction. This is straightforward but somewhat intricate.
Explicit expressions of the reduced NN interaction are given
in Appendix A. Expressions after the partial-wave expansion
are shown in Appendix B. Numerical results are presented
first for nuclear matter in Sec. III, and then for neutron matter
in Sec. IV. The cutoff-energy dependence of the calculated
energies is demonstrated in these sections. A summary follows
in Sec. V.

II. G MATRIX INCLUDING REDUCED
N N FORCE FROM 3NF

It is difficult to treat the 3NF V123 directly in infinite matter.
In this paper, I introduce an approximation of reducing the
3NF to an effective NN force by folding single-nucleon
degrees of freedom, as has been often employed in the
literature [14,15,24,25]. That is, the density dependent NN
interaction V12(3) is defined, in momentum space, by the
following summation over the third nucleon in the Fermi sea
of nuclear matter:

〈k′
1σ

′
1τ

′
1,k

′
2σ

′
2τ

′
2|V12(3)|k1σ1τ1,k2σ2τ2〉A

≡
∑

k3,σ3τ3

〈k′
1σ

′
1τ

′
1,k

′
2σ

′
2τ

′
2,k3σ3τ3|

×V123|k1σ1τ1,k2σ2τ2,k3σ3τ3〉A. (1)

The suffix A denotes an antisymmetrized matrix ele-
ment, namely |ab〉A ≡ |ab − ba〉 and |abc〉A ≡ |abc − acb +
bca − bac + cab − cba〉. The remaining two nucleons are
supposed to be in a center-of-mass frame; k′

1 + k′
2 = k1 +

k2 = 0. We do not include the three-body form factor in this
folding procedure, but introduce it later in the reduced NN
interaction. In this case, matrix elements and their partial wave
expansion can be carried out analytically for the Ch-EFT 3NF,
as shown in Appendix A.

The necessity of taking into account correlations being
neglected, contributions of the two- and three-nucleon forces,
V12 and V123, to the energy are given by

1

2

∑

k1 k2

〈k1k2|V12|k1k2〉A + 1

3!

∑

k1 k2 k3

〈k1k2k3|V123|k1k2k3〉A

= 1

2

∑

k1 k2

〈k1k2|V12 + 1

3
V12(3)|k1k2〉A. (2)

This implies that the G matrix may be defined by

G12 = V12 + 1

3
V12(3) +

(
V12 + 1

3
V12(3)

)
Q

ω − H
G12, (3)

where Q stands for the Pauli exclusion operator and the
denominator ω − H of the propagator is prescribed below.
The similar evaluation of the single-particle energy needs a
different combination factor:

〈k|t |k〉 +
∑

k′

〈kk′|V12|kk′〉A + 1

2

∑

k′k′′

〈kk′k′′|V123|kk′k′′〉A

= 〈k|t |k〉 +
∑

k′

〈kk′|V12 + 1

2
V12(3)|kk′〉A, (4)

where t is a kinetic-energy operator. It is reasonable to define
the single-particle energy which is utilized in the denominator
of the G-matrix equation, Eq. (3), employing the continuous
prescription for intermediate states as

ek = 〈k|t |k〉 + UG(k) (5)

UG(k) ≡
∑

k′

〈kk′|G12 + 1

6
V12(3)

(
1 + Q

ω − H

)
G12|kk′〉A,

(6)

supposing that the effect of the NN correlation is approxi-
mated by that of the G-matrix equation. To be specific, the
denominator ω − H in the G-matrix equation for G|k1k2〉 is
given by ek1 + ek2 − (t1 + UG(k′

1) + t2 + UG(k′
2)), where k′

1
and k′

2 are momenta of intermediate nucleons.
Solving the G-matrix equation together with the denomi-

nator explained above, the total energy is evaluated by

E =
∑

k

〈k|t |k〉 + 1

2

∑

k

UE(k), (7)

UE(k) =
∑

k′

〈kk′|G12|kk′〉A. (8)

The difference between UG(k) for the energy calculation and
UE(k) appearing in the single-particle energy is a prototype
of rearrangement energy. Naturally, the above treatment of the
3NF is heuristic. It is desirable to develop a more rigorous and
systematic perturbative treatment. One possible framework
may be a coupled cluster method, which was discussed in
Ref. [26].

In actual calculations in nuclear matter, a partial wave
expansion [27] is introduced with an angle-average approx-
imation for the Pauli exclusion operator Q. The good quality
of this approximation has been examined in the literature [28].
The partial wave expansion of the reduced NN interaction,
Eq. (1), is carried out in a standard way, which may be found
in the paper by Fujiwara et al. [29]. Partial waves up to the total
angular momentum J = 7 and the orbital angular momentum
$ = 7 are included in numerical calculations.

For completeness, explicit expressions of the reduced NN
interactions of VC , VD , and VE parts and their partial wave
contributions are given in Appendices A and B. Analogous
calculations were presented by Holt, Kaiser, and Weise [25]. I,
however, do not use an approximation for the off-diagonal
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bosons (the pion triplet in the two-flavor case). These, together
with nucleons, comprise the low-energy degrees of freedom
of the theory. Long-range effects from one- and two-pion
exchange between nucleons are treated explicitly, while the
short-distance dynamics due to heavy mesons and baryon
resonances (with the possible exception of the ! isobar) are
integrated out and their effects are encoded in nucleon contact
terms. Presently computation of the chiral NN potential
has been carried out to next-to-next-to-next-to-leading order
(N3LO) in the small momentum expansion [23–26]. At this
order it is possible to achieve an agreement with empirical
NN scattering phase shifts that is comparable to previous
high-precision NN potentials [27–29]. By adjusting the 29
parameters (mostly low-energy constants) that occur at this
order, the 1999 database for np and pp elastic scattering
up to Elab = 290 MeV can be fit with a χ2/df of 1.1 for
np scattering and 1.5 for pp scattering. Furthermore, the
experimental deuteron binding energy, charge radius, and
electric quadrupole moment are very well reproduced by
the chiral N3LO potential [26]. When applied to two- and
few-nucleon problems, these chiral potentials are regulated by
exponential functions [23,30] with cutoffs ranging from 500 to
700 MeV to eliminate high-momentum components. In addi-
tion, in-medium chiral perturbation theory that emphasizes the
role of explicit two-pion-exchange dynamics in nuclear matter
has been developed in Ref. [31].

Three-nucleon forces arise first at third order in the chiral
power counting [32]. Three components of different range,
shown in Figs. 1(a)–1(c), occur at this order and have the
following analytic structure:

V
(2π)

3N =
∑

i !=j !=k

g2
A

8f 4
π

"σi · "qi "σj · "qj(
"q2
i + m2

π

)(
"q2
j + m2

π

)F
αβ
ijkτ

α
i τ

β
j , (1)

V
(1π)

3N = −
∑

i !=j !=k

gAcD

8f 4
π (χ

"σj · "qj

"q2
j + m2

π

"σi · "qj "τi · "τj , (2)

V
(ct)

3N =
∑

i !=j !=k

cE

2f 4
π (χ

"τi · "τj , (3)

where (χ = 700 MeV, mπ = 138.04 MeV is the average pion
mass, "qi = "pi

′ − "pi is the difference between the final and the
initial momentum of nucleon i, and

F
αβ
ijk = δαβ

[
−4c1m

2
π + 2c3 "qi · "qj

]

+ c4ε
αβγ τ

γ
k "σk · ("qi × "qj ). (4)

)c()b()a(

FIG. 1. Leading-order contributions to the chiral three-nucleon
force: (a) the long-range 2π -exchange force V

(2π )
3N , (b) the medium-

range 1π -exchange force V
(1π )

3N , and (c) the short-range contact
interaction V

(ct)
3N .

In Eqs. (1)–(3), gA = 1.29, fπ = 92.4 MeV, and the nucleon
labels i, j, k can take the values 1,2,3, which results in six
possible permutations for each sum. Note that in Eqs. (2) and
(3) the index k (uniquely determined, given i and j ) does not
appear explicitly in the terms to be summed. The parameters
of V

(2π)
3N , namely, c1 = −0.76 GeV−1, c3 = −4.78 GeV−1,

and c4 = 3.96 GeV−1, also appear in the two-pion exchange
component of the NN interaction and therefore can be
determined from fits to low-energy NN phase shifts [33].
Restricting the two large coefficients c3,4 to their dominant
!(1232)-resonance contributions, one reproduces the three-
nucleon force of Fujita and Miyazawa [34]. The medium-range
[V (1π)

3N ] and short-range [V (ct)
3N ] components are proportional to

two new low-energy constants, cD and cE , respectively. These
constants can be fixed by fitting properties of few-nucleon
systems, such as the triton binding energy together with the
nd doublet scattering length [35], the 4He binding energy
[36], or the binding energies and spectra of light nuclei
[17]. At next order (in the chiral expansion) there are many
additional one-loop diagrams contributing to the chiral three-
nucleon force [32], but no new low-energy constants appear.
The explicit construction of all these terms is currently in
progress.

B. Low-momentum nuclear interaction

Recently there has been much interest in understanding the
scale dependence of NN interactions from the point of view of
the renormalization group [37,38]. As mentioned previously,
exponential regulator functions are used to suppress high-
momentum components of the chiral NN interaction. In fact,
all realistic NN potentials are fit to pp and pn scattering
data below a laboratory energy of 350 MeV and therefore are
constrained experimentally only up to a momentum of pmax &
400 MeV = 2.1 fm−1. Bogner and collaborators [37,38] have
shown how to evolve any bare NN interaction down to a low-
momentum scale via renormalization group techniques. Such
low-momentum interactions Vlow k are phase shift equivalent to
the underlying bare interaction at energies below the specified
cutoff scale (low k . Moreover, when the decimation scale is
reduced to pmax, all realistic NN interactions merge to a nearly
universal potential, thereby removing the model dependence
related to the high-momentum components. The method for
constructing such low-momentum interactions is as follows.

One begins with the half-on-shell T matrix for free NN
scattering in a given partial wave,

T (p′, p) = VNN (p′, p)

+ 2

π
P

∫ ∞

0

VNN (p′, q)T (q, p)

p2 − q2
q2dq, (5)

and introduces a low-momentum half-on-shell T matrix at the
scale (low k ,

Tlow k(p′, p) = Vlow k(p′, p)

+ 2

π
P

∫ (low k

0

Vlow k(p′, q)Tlow k(q, p)

p2 − q2
q2dq,

(6)
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(4) (5) (6)

FIG. 3. In-medium NN interaction generated by the one-pion
exchange [diagrams (4) and (5); ∼cD] and the short-range component
[diagram (6); ∼cE] of the chiral three-nucleon interaction. Reflected
diagrams of (4) and (5) are not shown, and diagram (6) represents all
possible ways to contract a nucleon line.

Because cD is negative, this term reduces again the bare 1π
exchange, roughly by about 16% at normal nuclear matter
density ρ0 = 0.16 fm−3. Diagram (5) in Fig. 3 includes Pauli-
blocked (pionic) vertex corrections to the short-range NN
interaction. The corresponding contribution to the density-
dependent in-medium NN interaction reads

V med,5
NN = gAMNcD

64π3f 4
π #χ

{
#τ1 · #τ2

[
2#σ1 · #σ2'2(p)

+
(
#σ1 · #σ2

(
2p2 − q2

2

)
+ #σ1 · #q #σ2 · #q

(
1 − 2p2

q2

)

− 2

q2
#σ1 · (#q × #p)#σ2 · (#q × #p)

)
('0(p)

+ 2'1(p) + '3(p))

]
+ 4k3

f − 6m2
π'0(p)

}
, (24)

where we have used an identity for #σ1 · #p#σ2 · #p + #σ1 · ( #p +
#q)#σ2 · ( #p + #q) = [. . .]. The ellipses stand for the combination
of spin operators written in the second and third lines of
Eq. (24). In comparison to Ref. [22], note that the expression
for V med,5

NN has been completed by adding the last two terms,
which represent an additional isoscalar central interaction.
With this complete form of V med,5

NN , the results for the Gamow-
Teller transition matrix element for 14C β decay do not change
qualitatively in comparison to Ref. [22] [when using c1,3,4 as
given here below Eq. (4)].

Finally, there is the short-range component of the chiral
3N interaction, represented by a three-nucleon contact vertex
proportional to cE/#χ . By closing one nucleon line [see
diagram (6) in Fig. 3], one obtains the following contribution
to the in-medium NN interaction:

V med,6
NN = −3MNcEρ

8πf 4
π #χ

, (25)

which simply grows linearly in density ρ = 2k3
f /3π2 and is

independent of spin, isospin, and nucleon momenta.1

The preceding expressions have been derived for on-shell
scattering, which greatly simplifies the calculation of the
density-dependent corrections to the NN interaction. As
discussed in Ref. [22], a suitable choice for extrapolating these

1To facilitate computation of symmetry factors and spin and isospin
traces, we have modeled (for that purpose) the three-nucleon contact
interaction by heavy isoscalar boson exchanges.

expressions off-shell is to make the substitution p2 → 1
2 (p2 +

p′2). Additionally, we include a regulator function of the form
exp[−(p/#low k)4 − (p′/#low k)4], where #low k = 2.1 fm−1 is
chosen so that the two-body and three-body force contributions
are decimated down to the same scale. This is consistent with
the approach taken in Ref. [39].

B. Correction terms in isospin asymmetric nuclear matter

Now we consider the additional modifications Wmed,i
NN

to the six in-medium NN scattering T matrices, V med,i
NN ,

resulting from a small isospin asymmetry. In this notation,
the superscript “i” refers to diagram (i) in Figs. 2 and 3.
The total nucleon density made up by protons and neutrons
is ρ = ρn + ρp, and the Fermi momentum kf is given as
before by the relation ρ = 2k3

f /3π2. As a measure of the
isospin asymmetry, we define the relative neutron excess
δnp = (ρn − ρp)/ρ. For a heavy nucleus such as 208Pb, the
relative neutron excess is of the order δnp ' 0.2. Re-evaluating
the six diagrams in Figs. 2 and 3 with the substitution

θ (kf − |#k|) → 1 + τ 3

2
θ (kf (1 − δnp)1/3 − |#k|)

+ 1 − τ 3

2
θ (kf (1 + δnp)1/3 − |#k|)

=
(

1−τ 3δnp

kf

3

∂

∂kf

)
θ (kf −|#k|) + · · · , (26)

we obtain the following expressions for the corrections (linear
in δnp) to the density-dependent NN interaction:2

Wmed,1
NN = 0, (27)

Wmed,2
NN = g2

AMNδnp

192π3f 4
π

(
τ 3

1 + τ 3
2

) #σ1 · #q #σ2 · #q
m2

π + q2
kf

× ∂

∂kf

{
4c1m

2
π ['0(p) + '1(p)] + (c3 − c4)

× [q2('0(p) + 2'1(p) + '3(p)) + 4'2(p)]

+ 4c4

[
2k3

f

3
− m2

π'0(p)

]}
, (28)

Wmed,3
NN = g2

AMNδnp

384π3f 4
π

(
τ 3

1 + τ 3
2

)
kf

× ∂

∂kf

{
−4c1m

2
π

[
2'0(p) −

(
2m2

π + q2
)
G0(p, q)

]

− c3

[
8k3

f

3
− 4

(
2m2

π + q2
)
'0(p) − 2q2'1(p)

+
(
2m2

π + q2
)2

G0(p, q)

]

+ 4c4(#σ1 · #σ2q
2 − #σ1 · #q #σ2 · #q)G2(p, q)

− (c3 + c4)i(#σ1 + #σ2) · (#q × #p)[2'0(p) + 2'1(p)

2The closed nucleon line in diagram (1) in Fig. 2 gives the factor
ρ = ρp + ρn, independent of δnp .
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3 Momentum and HO Basis Sets

operator are given by [70]

a1xN1N2; rpL1S1qJ1, pL2
1

2
qJ2sJ12; pT1

1

2
qT12| T bc

ˆ |N 1
1N

1
2; rpL1

1S
1
1qJ 1

1, pL1
2
1

2
qJ 1

2sJ12; pT 1
1
1

2
qT12ya1

“
ÿ

L12S12

ÿ

L1
12
S1
12

ÿ

ML12
MS12

ÿ

M 1
L12

M 1
S12

Ĵ1Ĵ
1
1L̂12L̂

1
12Ŝ12Ŝ

1
12Ĵ2Ĵ

1
2Ŝ1Ŝ

1
1T̂1T̂

1
1p´1qT1`T 1

1
`S1`S1

1

ˆ δS12,S1
12
δMS12

,M 1
S12

δT12,T 1
12
δL12,L1

12
δML12

,M 1
L12

δp2N1`L1`2N2`L2q,p2N 1
1

`L1
1

`2N 1
2

`L1
2

q

ˆ

$

’

&

’

%

L1 S1 J1

L2
1

2
J2

L12 S12 J12

,

/

.

/

-

$

’

&

’

%

L1
1 S1

1 J 1
1

L1
2

1

2
J 1
2

L1
12 S1

12 J 1
12

,

/

.

/

-

˜

L12 S12

ML12
MS12

ˇ

ˇ

ˇ

ˇ

ˇ

J12

MJ12

¸ ˜

L1
12 S1

12

M 1
L12

M 1
S12

ˇ

ˇ

ˇ

ˇ

ˇ

J 1
12

M 1
J12

¸

ˆ

#

1

2

1

2
T1

1

2
T 1
12 T 1

1

+ #

1

2

1

2
S1

1

2
S1
12 S1

1

+

xxN1L1, N2L2;L12|N 1
1L

1
1, N

1
2L

1
2yy 1

3

,

(58)

with the short hand x̂ “
?
2x ` 1. For the derivation of this formula (see Refs. [138, 139] for

details) several angular-momentum recouplings are necessary, yielding the 6j- and 9j-symbols.
Moreover, the transposition changes the underlying coordinate system in one state, which gen-
erates the harmonic-oscillator brackets (HOBs) xx. . . ; . . . yy 1

3

[137, 140–142]. Note, the HOBs
used in this work correspond to the definition in Ref. [140], an alternative formulation that
differs by a phase can be found, e.g., in Ref. [142].

From the diagonalization of the antisymmetrizer matrix we obtain the antisymmetric eigenstates
that correspond to the eigenvalue p´1q. These eigenstates can be expressed as a superposition
of the partial-antisymmetric states as

|E12i12J12T12ya “
ÿ

N 1
1
N 1

2
α1
12

δp2N 1
1

`L1
1

`2N 1
2

`L1
2

q,E12
δJ 1

12
,J12δT 1

12
,T12

Ci12
N 1

1
N 1

2
α1
12

|N1N2;α12y , (59)

where the states |E12i12J12T12ya correspond to the relative part of the antisymmetric Jacobi-HO
states and Ci12

N 1
1
N 1

2
α1
12

are the expansion coefficients, also referred to as “coefficients of fractional
parentage” (CFPs) [70]. The index i12 is not a physical quantum number, but enumerates the
antisymmetric states. The choice of the antisymmetric Jacobi basis states, i.e., the choice of the
CFPs, is not unique. In fact there are arbitrarily many possibilities to choose an orthonormal
basis that spans the antisymmetric space. The specific values of the CFPs are defined by
the diagonalization procedure and the physical content of a numerical matrix element in the
antisymmetric Jacobi-HO representation is only defined with respect to the underlying CFPs.

The starting point for the inclusion of 3N interactions in the HO basis is a representation of
the interaction in the antisymmetric Jacobi-HO basis

axE12i12J12T12|V |E1
12i

1
12J12T12ya, (60)
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c.f. Genuine NNN

EVOLVED CHIRAL NN + 3N HAMILTONIANS FOR . . . PHYSICAL REVIEW C 90, 024325 (2014)

matrix elements to obtain pure antisymmetrized m-scheme matrix elements,

a〈abc| V |a′b′c′〉a =
∑

Jab,J
′
ab,J

∑

Tab,T
′
ab,T

(
ja jb

ma mb

∣∣∣∣
Jab

Mab

) (
Jab jc

Mab mc

∣∣∣∣
J
M

)(
1
2

1
2

mta mtb

∣∣∣∣
Tab

MT ab

) (
Tab

1
2

MT ab mtc

∣∣∣∣
T

MT

)

×
(

j ′
a j ′

b

m′
a m′

b

∣∣∣∣
J ′

ab

M ′
ab

)(
J ′

ab j ′
c

M ′
ab m′

c

∣∣∣∣
J
M

) (
1
2

1
2

m′
ta m′

tb

∣∣∣∣
T ′

ab

M ′
T ab

)(
T ′

ab
1
2

M ′
T ab m′

tc

∣∣∣∣
T

MT

)

× a〈ãb̃c̃; JabJ ; TabT | V |ã′b̃′c̃′; J ′
abJ ; T ′

abT 〉a, (16)

with all M and MT quantum numbers determined by sums
of the single-particle m and mt quantum numbers, e.g.,
Mab = ma + mb. This decoupling is trivial and requires only
Clebsch-Gordan coefficients. Therefore, the decoupling can
be easily and efficiently done on the fly during the many-body
calculation.

F. Computational strategy

After discussing the formal steps for the calculation
of the three-body matrix elements entering NCSM-type
many-body calculations, we would like to address a few
computational aspects, because they are crucial for prac-
tical applications and set the limits for present ab initio
calculations.

The calculation of three-body matrix elements is a prime
example for the “recompute versus store” paradigm. In many
NCSM applications including chiral 3N interactions [8,30,42],
the complete set of m-scheme matrix elements (16) was com-
puted and stored before the actual many-body calculation. As
mentioned earlier, the sheer number of three-body m-scheme
matrix elements sets a severe limit to the model-space sizes that
are accessible with this approach. This is illustrated in Fig. 1,
which shows the memory needed to store m-scheme matrix
elements of the 3N interaction exploiting all basic symmetries
as functions of the maximum total energy quantum number
E3 max of the three-body states. For a NCSM calculation of a
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FIG. 1. (Color online) Memory required to store the T coef-
ficients ( ), as well as the three-body matrix elements in the
antisymmetrized-Jacobi ( ), JT -coupled ( ), and m-scheme ( )
representations as function of the maximum three-body energy
quantum number E3max. All quantities are assumed to be single-
precision floating point numbers.

mid-p-shell nucleus in Nmax = 8, corresponding to E3 max =
11, about 33 GB are needed to store the necessary 3N matrix
elements in single-precision exploiting all symmetries [29].
Moreover, disk-I/O and memory access is nontrivial for these
huge sets. To extend the NCSM model space to Nmax = 12
or even 14 for mid-p-shell nuclei, we have made a first step
towards a “recompute instead of store” strategy in Ref. [33].
Instead of precomputing m-scheme matrix elements, we only
precompute and store the JT -coupled matrix elements defined
by Eq. (14). All the computationally demanding steps of
the transformation are still done in the precompute phase.
However, as illustrated in Fig. 1, the storage needed for the
JT -coupled matrix elements is reduced by up to three orders of
magnitude. For an Nmax = 8 p-shell calculation only 0.4 GB
of storage is needed for the three-body matrix elements in
single precision.

The price to pay for this gain is the on-the-fly decoupling
(16) of the three-body matrix elements during the many-body
calculation. We have optimized the storage scheme for the
JT -coupled matrix elements to facilitate a fast and cache-
optimized on-the-fly decoupling: We store the values of the
matrix elements in a one-dimensional vector. The order and
position of the matrix elements is defined via a fixed loop
order for all quantum numbers of the JT -coupled matrix
elements. The six outer loops are defined by the quantum
numbers ã, b̃, c̃, ã′, b̃′, c̃′ of the single-particle orbitals, where
we exploit antisymmetry and Hermeticity. The six inner loops
are defined by the coupled quantum numbers Jab, J ′

ab, J
and Tab, T ′

ab, T in this specific order. The three innermost
isospin loops run over all five possible combinations of the
isospin quantum numbers and can be unrolled manually. We
do not exploit antisymmetry constraints for matrix elements
with identical single-particle orbitals to keep a fixed stride
for this inner segment. The angular-momentum loops use
the triangular constraints defined through the single-particle
quantum numbers. To evaluate a specific m-scheme matrix
element we jump to the position in the vector defined by the
orbital quantum numbers and then evaluate the decoupling
loops as a linear sweep over a contiguous segment of
the storage vector. Thus, the decoupling operation is very
simple and highly cache efficient. This simplicity and its
moderate memory footprint makes the decoupling routine an
excellent candidate for porting to accelerator cards and first
developments along these lines have been successful already
[54]. The standard implementation of the JT -coupled scheme
has already been adopted in various many-body methods
[18,21,22,29,34–36,55].
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FIG. 1. File size of the three-body matrix elements with
the single-precision floating point numbers. The horizontal
dashed line indicates 100 GB, which is a typical limit of the
memory per node in usual work stations.

The structure of this paper is as follows. In Sec. II, we
introduce a novel procedure to store the 3N matrix ele-
ments relevant to the NO2B approximation. In Sec. III,
the asymptotic behavior with respect to E3max is dis-
cussed. In Sec. IV, we demonstrate large E3max calcu-
lations around 132Sn, using the well-established NN+3N
1.8/2.0 (EM) interaction [39]. We also discuss the un-
certainty from free-space 3N similarity renormalization
group (SRG) evolution and present results for 132Sn with
the chiral NN+3N(lnl) interaction [40]. Finally, we con-
clude in Sec. V.

II. CALCULATION OF 3N MATRIX ELEMENTS

In Figure 1 we show the estimated file size of the
3N matrix elements as a function of E3max for a fixed
emax = 16. The curve “full” illustrates that the typical
basis-size limit is approximately E3max = 16 � 18 for a
memory limit of about 100 GB. This limit, however, is
typically not su�cient to obtain converged results for nu-
clei beyond A = 100 as discussed in Refs. [18, 20–22, 41],
and which we also demonstrate below. Towards heavier
systems, the contributions of the residual 3N interactions
is expected to be comparable to the truncation error of
the many-body method [42]. Since the memory require-
ment for storing the full set of 3N matrix elements is
prohibitive, we instead aim to exploit the simplifications
o↵ered by the NO approximation. In order to identify
the minimal subset of 3N matrix elements for the NO2B
Hamiltonian, we begin by reviewing the normal-ordering
procedure.

A. NO2B 3N matrix elements

Our starting Hamiltonian in second-quantized form is

H =
X

p0p

tp0pa
†
p0ap +

1

4

X

pp0qq0

V
NN

p0q0pqa
†
p0a

†
q0aqap

+
1

36

X

pp0qq0rr0

V
3N

p0q0r0pqra
†
p0a

†
q0a

†
r0araqap, (1)

where tp0p, V
NN

p0q0pq, and V
3N

p0q0r0pqr are the one-, two-
, and three-body matrix elements, respectively. The
index p labels the single-particle orbit with quantum
numbers {np, `p, jp,mp, tzp} corresponding to the radial
quantum number, orbital angular momentum, total an-
gular momentum, total angular momentum projection,
and isospin projection, respectively. Performing normal
ordering with respect to a reference state characterized
by a one-body density matrix ⇢p0p = ha†p0api and discard-
ing the residual 3N part, we obtain the NO2B Hamilto-
nian:

H
(NO2B) = E0 +

X

p0p

fp0p{a†p0ap}

+
1

4

X

pp0qq0

�p0q0pq{a†p0a
†
q0aqap} ,

(2)

where the braces {. . .} indicate that the enclosed string
of creation and annihilation operators are normal-ordered
with respect to the used reference state. The Hamilto-
nian is now expressed in terms of a zero-body part

E0 =
X

p0p

⇢p0ptp0p +
1

2

X

pp0qq0

⇢p0p⇢q0qV
NN

p0q0pq

+
1

6

X

pp0qq0rr0

⇢p0p⇢q0q⇢r0rV
3N

p0q0r0pqr,

(3)

a normal-ordered one-body part

fp0p = tp0p +
X

q0q

⇢q0qV
NN

p0q0pq +
1

2

X

qq0rr0

⇢q0q⇢r0rV
3N

q0r0p0qrp,

(4)
and a normal-ordered two-body part

�p0q0pq = V
NN

p0q0pq +
X

r0r

⇢r0rV
3N

p0q0r0pqr. (5)

If the one-body density matrix ⇢pp0 is rotationally invari-
ant and conserves parity and isospin projection, it must
satisfy (`p0 , jp0 ,mp0 , tzp0 ) = (`p, jp,mp, tzp), and the num-
ber of required 3N matrix elements is drastically smaller
than that of the original full set. This condition is satis-
fied for single-reference calculations (e.g. coupled cluster,
self-consistent Green’s function, IMSRG, HF-MBPT)
with a closed-shell reference, as well as for particle-
attached and particle-removed methods [6], as well as the
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where J results from the coupling of J12 for the relative motion with Lc.m. for the center of mass. As before, all projection
quantum numbers are suppressed for brevity. The overlap of the JT -coupled laboratory-frame states |ãb̃c̃; JabJ ; TabT 〉 with the
Jacobi states (8) defines the transformation coefficient

T
ãb̃c̃JabJ
N1N2αNc.m.Lc.m.

= T
nalajanblbjbnclcjc JabJ
N1L1S1J1 N2L2J2 J12 Nc.m.Lc.m.

= 〈N1N2; α; Nc.m.Lc.m.; J |ã b̃ c̃; JabJ ; TabT 〉. (9)

This overlap is independent of the isospin quantum numbers and nonvanishing only for T1 = Tab and T12 = T . Through multiple
angular-momentum recouplings and Talmi-Moshinsky transformations, one can work out the following analytic form of the T
coefficients, as discussed in Ref. [51],

T
nalajanblbjbnclcjcJabJ
N1L1S1J1N2L2J2J12Nc.m.Lc.m.

=
∑

N ,L

∑

Lab

∑

L

∑

S12

∑

L12

∑

"

δ2na+la+2nb+lb+2nc+lc,2Nc.m.+Lc.m.+2N1+L1+2N2+L2 (−1)lc+"+Lab+L+S12+L1+J

×̂a ̂b̂cĴabĴ Ĵ1Ĵ2Ŝ1Ŝ
2
12L̂

2
abL̂

2L̂2
12L̂2"̂2〈〈NL,N1L1; Lab|nblb,nala〉〉1

×〈〈Nc.m.Lc.m.,N2L2; "|NL,nclc〉〉2






la lb Lab
1
2

1
2 S1

ja jb Jab











Lab lc L

S1
1
2 S12

Jab jc J











L1 L2 L12

S1 S2 S12

J1 J2 J12






×
{

lc L "
L1 L Lab

}{
Lc.m. L2 "
L1 L L12

}{
Lc.m. L12 L
S12 J J12

}
, (10)

with the shorthand x̂ =
√

2x + 1. Owing to the change of the underlying coordinate system for the description of the three
nucleons, two harmonic-oscillator brackets (HOBs) 〈〈· · · | · · · 〉〉1,2 appear [40]. The HOBs always require a coupling of orbital
angular momenta, which implies various angular-momentum recouplings, resulting in the 6j and 9j symbols. The N summation
can be eliminated using the energy-conservation property of the first HOB.

We now have all components to formulate the matrix elements of the three-body operator V in the antisymmetrized JT -coupled
basis,

a〈ãb̃c̃; JabJ ; TabT | V |ã′b̃′c̃′; J ′
abJ ; T ′

abT 〉a = 6 〈ãb̃c̃; JabJ ; TabT |AVA|ã′b̃′c̃′; J ′
abJ ; T ′

abT 〉, (11)

where we again omit all projection quantum numbers. We can express the antisymmetrization operator using the antisymmetrized
Jacobi-HO basis, augmented by a HO center-of-mass part analogously to Eq. (8),

A =
∑

E12,i,J
π
12,T12

∑

Nc.m.,Lc.m.

∑

J

∣∣E12iJ
π
12T12; Nc.m.Lc.m.; J

〉
a a

〈
E12iJ

π
12T12; Nc.m.Lc.m.; J

∣∣. (12)

Plugging this into Eq. (11) and inserting additional resolutions of the unit operator in the nonantisymmetrized Jacobi-HO basis
(3) using

〈
N1N2; α; Nc.m.Lc.m.; J

∣∣E′
12iJ

′π
12 T ′

12; N ′
c.m.L

′
c.m.; J

′〉
a

= Ci
N1N2α

δ(2N1+L1)+(2N2+L2),E′
12
δJ π

12,J
′π ′
12

δT12,T
′

12
δNc.m.,N ′

c.m.
δLc.m.,L′

c.m.
δJ,J ′ , (13)

as well as the definition of the T coefficients (9), we arrive at the final transformation equation,

a〈ãb̃c̃; JabJ ; TabT | V |ã′b̃′c̃′; J ′
abJ ; T ′

abT 〉a

= 6
∑

N1,N2,α

∑

N ′
1,N

′
2,α

′

∑

Nc.m.,Lc.m.

∑

i,i ′

δTab,T1δT ′
ab,T

′
1
δT ,T12δT ,T ′

12
δJ12,J

′
12

× T
ã b̃ c̃ JabJ
N1N2αNc.m.Lc.m.

T
ã′ b̃′ c̃′ J ′

abJ

N ′
1N

′
2α

′Nc.m.Lc.m.
Ci

N1N2α
Ci ′

N ′
1N

′
2α

′ a

〈
E12iJ

π
12T12

∣∣V
∣∣E′

12i
′J π

12T12
〉
a
, (14)

with E12 = (2N1 + L1) + (2N2 + L2) and E′
12 = (2N ′

1 + L′
1) + (2N ′

2 + L′
2). The first four Kronecker deltas eliminate the isospin

summations contained in the α,α′ sums and ensure T1 = Tab, T12 = T , etc.

The transformation given by Eq. (14) is computationally
demanding, mainly because of the sheer number of relevant T
coefficients. Some of the computational aspects and limitations
for evaluating this transformation are discussed in Sec. II F.

E. Decoupling to m scheme

For many-body calculations using an m-scheme basis, it is
crucial to efficiently obtain the three-body matrix elements in

a corresponding uncoupled or m-scheme representation,

|abc〉a = |nalajamjamta; nblbjbmjbmtb; nclcjcmjcmtc〉a,
(15)

where a = {nalajamjamta} is a shorthand for the single-
particle quantum numbers, including all projection quantum
numbers. Thus, the final step in the computational scheme is
the complete decoupling of the antisymmetrized JT -coupled
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matrix elements to obtain pure antisymmetrized m-scheme matrix elements,

a〈abc| V |a′b′c′〉a =
∑

Jab,J
′
ab,J

∑

Tab,T
′
ab,T

(
ja jb

ma mb

∣∣∣∣
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) (
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∣∣∣∣
J
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)(
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2

1
2
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MT ab

) (
Tab

1
2

MT ab mtc

∣∣∣∣
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)

×
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a j ′

b

m′
a m′

b
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J ′

ab

M ′
ab

)(
J ′

ab j ′
c

M ′
ab m′

c

∣∣∣∣
J
M

) (
1
2

1
2

m′
ta m′

tb

∣∣∣∣
T ′

ab

M ′
T ab

)(
T ′

ab
1
2

M ′
T ab m′

tc

∣∣∣∣
T

MT

)

× a〈ãb̃c̃; JabJ ; TabT | V |ã′b̃′c̃′; J ′
abJ ; T ′

abT 〉a, (16)

with all M and MT quantum numbers determined by sums
of the single-particle m and mt quantum numbers, e.g.,
Mab = ma + mb. This decoupling is trivial and requires only
Clebsch-Gordan coefficients. Therefore, the decoupling can
be easily and efficiently done on the fly during the many-body
calculation.

F. Computational strategy

After discussing the formal steps for the calculation
of the three-body matrix elements entering NCSM-type
many-body calculations, we would like to address a few
computational aspects, because they are crucial for prac-
tical applications and set the limits for present ab initio
calculations.

The calculation of three-body matrix elements is a prime
example for the “recompute versus store” paradigm. In many
NCSM applications including chiral 3N interactions [8,30,42],
the complete set of m-scheme matrix elements (16) was com-
puted and stored before the actual many-body calculation. As
mentioned earlier, the sheer number of three-body m-scheme
matrix elements sets a severe limit to the model-space sizes that
are accessible with this approach. This is illustrated in Fig. 1,
which shows the memory needed to store m-scheme matrix
elements of the 3N interaction exploiting all basic symmetries
as functions of the maximum total energy quantum number
E3 max of the three-body states. For a NCSM calculation of a
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FIG. 1. (Color online) Memory required to store the T coef-
ficients ( ), as well as the three-body matrix elements in the
antisymmetrized-Jacobi ( ), JT -coupled ( ), and m-scheme ( )
representations as function of the maximum three-body energy
quantum number E3max. All quantities are assumed to be single-
precision floating point numbers.

mid-p-shell nucleus in Nmax = 8, corresponding to E3 max =
11, about 33 GB are needed to store the necessary 3N matrix
elements in single-precision exploiting all symmetries [29].
Moreover, disk-I/O and memory access is nontrivial for these
huge sets. To extend the NCSM model space to Nmax = 12
or even 14 for mid-p-shell nuclei, we have made a first step
towards a “recompute instead of store” strategy in Ref. [33].
Instead of precomputing m-scheme matrix elements, we only
precompute and store the JT -coupled matrix elements defined
by Eq. (14). All the computationally demanding steps of
the transformation are still done in the precompute phase.
However, as illustrated in Fig. 1, the storage needed for the
JT -coupled matrix elements is reduced by up to three orders of
magnitude. For an Nmax = 8 p-shell calculation only 0.4 GB
of storage is needed for the three-body matrix elements in
single precision.

The price to pay for this gain is the on-the-fly decoupling
(16) of the three-body matrix elements during the many-body
calculation. We have optimized the storage scheme for the
JT -coupled matrix elements to facilitate a fast and cache-
optimized on-the-fly decoupling: We store the values of the
matrix elements in a one-dimensional vector. The order and
position of the matrix elements is defined via a fixed loop
order for all quantum numbers of the JT -coupled matrix
elements. The six outer loops are defined by the quantum
numbers ã, b̃, c̃, ã′, b̃′, c̃′ of the single-particle orbitals, where
we exploit antisymmetry and Hermeticity. The six inner loops
are defined by the coupled quantum numbers Jab, J ′

ab, J
and Tab, T ′

ab, T in this specific order. The three innermost
isospin loops run over all five possible combinations of the
isospin quantum numbers and can be unrolled manually. We
do not exploit antisymmetry constraints for matrix elements
with identical single-particle orbitals to keep a fixed stride
for this inner segment. The angular-momentum loops use
the triangular constraints defined through the single-particle
quantum numbers. To evaluate a specific m-scheme matrix
element we jump to the position in the vector defined by the
orbital quantum numbers and then evaluate the decoupling
loops as a linear sweep over a contiguous segment of
the storage vector. Thus, the decoupling operation is very
simple and highly cache efficient. This simplicity and its
moderate memory footprint makes the decoupling routine an
excellent candidate for porting to accelerator cards and first
developments along these lines have been successful already
[54]. The standard implementation of the JT -coupled scheme
has already been adopted in various many-body methods
[18,21,22,29,34–36,55].
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3 Momentum and HO Basis Sets

mentioned before, quantities with numeric indices correspond to Jacobi coordinates and those
with latin indices to single-particle coordinates. Note, there are quantities that correspond to
both coordinate systems. For example the single-particle spins sa and sb couple to Sab, which
is equivalent to S1.7 The HO basis in Eq. (52) is used, e.g., for the SRG evolution in the
two-space (see Sec. 4) and is transformed via a Talmi-Moshinsky transformation [128,136,137]
to the m-scheme or to the so-called JT -coupled scheme (see Ref. [138] for a detailed derivation
of the transformation).

In analogy to the antisymmetric Jacobi-HO states in the three- and four-body space that are
introduced in Sec. 3.1.2 and 3.1.3, respectively, one can also introduce the following short-hand
notation for the relative part of the two-body states

|E1i1J1T1ya “ |N1; pL1S1qJ1;T1ya , (53)

with the energy quantum number E1 “ 2N1 ` L1 and the collective index i1 “ tL1, S1, T1u.
Note that we omit the projection quantum numbers for brevity.

Another common two-body Jacobi basis is the antisymmetric partial-wave decomposed momen-
tum basis

|π1; pL1S1qJ1;T1ya , (54)

where we omit the center-of-mass part for brevity. The quantity π1 corresponds to the absolute
value of the first Jacobi momentum. This basis is applied, e.g., to perform the SRG transforma-
tion of the chiral NN interaction in the two-space, which is used in the many-body Hamiltonian
(see Sec. 4.5) and is partially utilized in the derivation of the frequency conversion formula (see
Sec. 5). The transformation of the momentum basis to the HO basis is discussed for the more
complicated three-body case in Sec. 3.5.

3.1.2 Three-Body HO Basis and Antisymmetrization

The construction of antisymmetric three-body Jacobi-HO states can be performed by utilizing
the antisymmetrization technique discussed in the following. We begin with the Jacobi-HO
states

|Ncmp3qLcmp3qy b |N1N2; rpL1S1qJ1, pL2
1

2
qJ2sJ12; pT1

1

2
qT12ya1 , (55)

7We emphasize that it is crucial to distinguish between the angular momentum, spin, and isospin operators
that can couple with each other in the corresponding Hilbert spaces, and the quantum numbers that are associ-
ated with this operators. Nevertheless, we refer, e.g., to the “coupling of two quantum numbers” and point out
that this is only a short-hand formulation for the coupling of the corresponding operators.
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Motivation

genuine 3NF は大変...

→ 有効2体化3体力でバルクな3体力効果を”mimic”できないか？

・ cD,cEのみをパラメータとする
(c1,3,4はNN-sectorで決まっている)

・ 中重核領域でcD,cEを”ベイズ最適化”でラフに決定

・ 有効2体力の枠組みでの中重核領域の記述を検討

DENSITY-DEPENDENT EFFECTIVE NUCLEON-NUCLEON . . . PHYSICAL REVIEW C 81, 024002 (2010)

where P denotes the principal value. Because one has to pre-
serve low-energy observables, for example, scattering phase
shifts defined through tan δ(p) = −pT (p, p), one requires
that

Tlow k(p′, p) = T (p′, p), for p′, p < "low k. (7)

Equations (6) and (7) together define the low-momentum NN
interaction Vlow k (for a review see Ref. [38]). Under the scale
decimation procedure, all high-precision NN potentials flow,
as "low k → 2.1 fm−1, to a nearly unique low-momentum
potential Vlow k . In the present study we employ the (bare)
chiral N3LO interaction [26] and evolve it down to a resolution
scale "low k = 2.1 fm−1.

As demonstrated in Ref. [10] the addition of three-
nucleon forces is essential for obtaining reasonable saturation
properties of nuclear matter when using the universal low-
momentum NN potential Vlow k in Hartree-Fock calculations.
The construction of decimated low-momentum three-body
forces consistent with the two-body decimation for Vlow k

remains a challenge. The difficulty has so far been ad-
dressed pragmatically by exploiting the fact that low-energy
nuclear observables must be scale independent. Following
this reasoning the low-energy constants associated with the
one-pion exchange component cD("low k) and the short-range
contact term cE("low k) of the chiral three-nucleon interaction
have been fitted to experimental binding energies of three-
and four-nucleon systems (3H, 3He, and 4He) at a given
(variable) low-momentum scale "low k . Because we investigate
the density-dependent two-nucleon interaction at the scale
"low k = 2.1 fm−1, we use the corresponding values for cD

and cE obtained in Ref. [39]:

cD(2.1 fm−1) = −2.062, cE(2.1 fm−1) = −0.625, (8)

together with "χ = 0.7 GeV. In addition to the low-
momentum decimation techniques just described, there exist
several other means to construct effective nucleon-nucleon
interactions suitable for perturbative many-body calculations,
such as similarity renormalization group transformations [40]
and the unitary correlation operator method (UCOM) [41,42].
The resulting effective two-body interactions are all quantita-
tively similar, and the inclusion of three-nucleon forces within
these different frameworks is currently in progress.

III. IN-MEDIUM NUCLEON-NUCLEON INTERACTION

A. Density-dependent terms in isospin-symmetric
nuclear matter

In this section we derive from the leading-order chiral
three-nucleon interaction, Eqs. (1)–(4), an effective density-
dependent in-medium NN interaction. We are considering
the on-shell scattering of two nucleons in isospin-symmetric
(spin-saturated) nuclear matter of density ρ = 2k3

f /3π2 in
the center-of-mass frame, N1( $p) + N2(− $p) → N1( $p + $q) +
N2(− $p − $q), where kf is the Fermi momentum. The kine-
matics is such that the total momentum of the two-nucleon
system is zero in the nuclear matter rest frame before and
after the scattering. The magnitude of the in- and outgoing
nucleon momenta is p = | $p| = | $p + $q|, and q = |$q| is the

magnitude of the momentum transfer. The on-shell interaction
in momentum space has the following (general) form:

V ( $p, $q) = VC + $τ1 · $τ2WC + [VS + $τ1 · $τ2WS]$σ1 · $σ2

+ [VT + $τ1 · $τ2WT ]$σ1 · $q $σ2 · $q
+ [VSO + $τ1 · $τ2WSO ]i($σ1 + $σ2) · ($q × $p)

+ [VQ + $τ1 · $τ2WQ]$σ1 · ($q × $p)$σ2 · ($q × $p). (9)

The subscripts refer to the central (C), spin-spin (S), tensor
(T), spin-orbit (SO), and quadratic spin-orbit (Q) components
of the NN interaction, each of which occurs in an isoscalar (V)
and an isovector (W) version. For the purpose of comparison
with the density-dependent terms that follow, we reproduce
the expression for the (bare) 1π exchange:

V
(1π)
NN = −g2

AMN

16πf 2
π

$τ1 · $τ2
$σ1 · $q $σ2 · $q
m2

π + q2
. (10)

Here $σ1,2 and $τ1,2 are the usual spin and isospin operators
of the two nucleons and MN = 938.918 MeV is the average
nucleon mass. Note that we have included an additional factor
of MN/4π in VNN to be consistent with the conventions
commonly chosen for Vlow k .

We start with those contributions to the in-medium NN
interaction V med

NN that are generated by the 2π -exchange com-
ponent of the chiral three-nucleon force. The three different
topologies for nonvanishing one-loop diagrams are shown
in Fig. 2. The short double-line on a nucleon propagator
symbolizes the filled Fermi sea of nucleons, which introduces
the medium insertion −2πδ(k0)θ (kf − |$k|) in the in-medium
nucleon propagator. In effect, the medium insertion sums up
hole propagation and the absence of particle propagation below
the Fermi surface |$k| < kf . Diagram (1) in Fig. 2 represents a
1π exchange with a Pauli blocked in-medium pion self-energy,
and the corresponding contribution to V med

NN reads:

V med,1
NN = g2

AMNρ

8πf 4
π

$τ1 · $τ2
$σ1 · $q $σ2 · $q
(
m2

π + q2
)2

(
2c1m

2
π + c3q

2). (11)

Because c1,3 < 0, this term corresponds to an enhancement
of the bare 1π exchange. In part it can be interpreted in
terms of the reduced pion decay constant, f ∗2

π,s = f 2
π + 2c3ρ,

which replaces (together with an expansion in ρ) f 2
π in the

denominator of Eq. (10) and which is associated with the
space components of the axial current in the nuclear medium.
Diagram (2) in Fig. 2 includes vertex corrections to the 1π
exchange caused by Pauli blocking in the nuclear medium.

(1) (2) (3)

FIG. 2. In-medium NN interaction generated by the two-pion
exchange component (∼c1,3,4) of the chiral three-nucleon interaction.
The short double-line symbolizes the filled Fermi sea of nucleons,
that is, the medium insertion −2πδ(k0)θ (kf − |$k|) in the in-medium
nucleon propagator. Reflected diagrams of (2) and (3) are not shown.
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(4) (5) (6)

FIG. 3. In-medium NN interaction generated by the one-pion
exchange [diagrams (4) and (5); ∼cD] and the short-range component
[diagram (6); ∼cE] of the chiral three-nucleon interaction. Reflected
diagrams of (4) and (5) are not shown, and diagram (6) represents all
possible ways to contract a nucleon line.

Because cD is negative, this term reduces again the bare 1π
exchange, roughly by about 16% at normal nuclear matter
density ρ0 = 0.16 fm−3. Diagram (5) in Fig. 3 includes Pauli-
blocked (pionic) vertex corrections to the short-range NN
interaction. The corresponding contribution to the density-
dependent in-medium NN interaction reads

V med,5
NN = gAMNcD

64π3f 4
π #χ

{
#τ1 · #τ2

[
2#σ1 · #σ2'2(p)

+
(
#σ1 · #σ2

(
2p2 − q2

2

)
+ #σ1 · #q #σ2 · #q

(
1 − 2p2

q2

)

− 2

q2
#σ1 · (#q × #p)#σ2 · (#q × #p)

)
('0(p)

+ 2'1(p) + '3(p))

]
+ 4k3

f − 6m2
π'0(p)

}
, (24)

where we have used an identity for #σ1 · #p#σ2 · #p + #σ1 · ( #p +
#q)#σ2 · ( #p + #q) = [. . .]. The ellipses stand for the combination
of spin operators written in the second and third lines of
Eq. (24). In comparison to Ref. [22], note that the expression
for V med,5

NN has been completed by adding the last two terms,
which represent an additional isoscalar central interaction.
With this complete form of V med,5

NN , the results for the Gamow-
Teller transition matrix element for 14C β decay do not change
qualitatively in comparison to Ref. [22] [when using c1,3,4 as
given here below Eq. (4)].

Finally, there is the short-range component of the chiral
3N interaction, represented by a three-nucleon contact vertex
proportional to cE/#χ . By closing one nucleon line [see
diagram (6) in Fig. 3], one obtains the following contribution
to the in-medium NN interaction:

V med,6
NN = −3MNcEρ

8πf 4
π #χ

, (25)

which simply grows linearly in density ρ = 2k3
f /3π2 and is

independent of spin, isospin, and nucleon momenta.1

The preceding expressions have been derived for on-shell
scattering, which greatly simplifies the calculation of the
density-dependent corrections to the NN interaction. As
discussed in Ref. [22], a suitable choice for extrapolating these

1To facilitate computation of symmetry factors and spin and isospin
traces, we have modeled (for that purpose) the three-nucleon contact
interaction by heavy isoscalar boson exchanges.

expressions off-shell is to make the substitution p2 → 1
2 (p2 +

p′2). Additionally, we include a regulator function of the form
exp[−(p/#low k)4 − (p′/#low k)4], where #low k = 2.1 fm−1 is
chosen so that the two-body and three-body force contributions
are decimated down to the same scale. This is consistent with
the approach taken in Ref. [39].

B. Correction terms in isospin asymmetric nuclear matter

Now we consider the additional modifications Wmed,i
NN

to the six in-medium NN scattering T matrices, V med,i
NN ,

resulting from a small isospin asymmetry. In this notation,
the superscript “i” refers to diagram (i) in Figs. 2 and 3.
The total nucleon density made up by protons and neutrons
is ρ = ρn + ρp, and the Fermi momentum kf is given as
before by the relation ρ = 2k3

f /3π2. As a measure of the
isospin asymmetry, we define the relative neutron excess
δnp = (ρn − ρp)/ρ. For a heavy nucleus such as 208Pb, the
relative neutron excess is of the order δnp ' 0.2. Re-evaluating
the six diagrams in Figs. 2 and 3 with the substitution

θ (kf − |#k|) → 1 + τ 3

2
θ (kf (1 − δnp)1/3 − |#k|)

+ 1 − τ 3

2
θ (kf (1 + δnp)1/3 − |#k|)

=
(

1−τ 3δnp

kf

3

∂

∂kf

)
θ (kf −|#k|) + · · · , (26)

we obtain the following expressions for the corrections (linear
in δnp) to the density-dependent NN interaction:2

Wmed,1
NN = 0, (27)

Wmed,2
NN = g2

AMNδnp

192π3f 4
π

(
τ 3

1 + τ 3
2

) #σ1 · #q #σ2 · #q
m2

π + q2
kf

× ∂

∂kf

{
4c1m

2
π ['0(p) + '1(p)] + (c3 − c4)

× [q2('0(p) + 2'1(p) + '3(p)) + 4'2(p)]

+ 4c4

[
2k3

f

3
− m2

π'0(p)

]}
, (28)

Wmed,3
NN = g2

AMNδnp

384π3f 4
π

(
τ 3

1 + τ 3
2

)
kf

× ∂

∂kf

{
−4c1m

2
π

[
2'0(p) −

(
2m2

π + q2
)
G0(p, q)

]

− c3

[
8k3

f

3
− 4

(
2m2

π + q2
)
'0(p) − 2q2'1(p)

+
(
2m2

π + q2
)2

G0(p, q)

]

+ 4c4(#σ1 · #σ2q
2 − #σ1 · #q #σ2 · #q)G2(p, q)

− (c3 + c4)i(#σ1 + #σ2) · (#q × #p)[2'0(p) + 2'1(p)

2The closed nucleon line in diagram (1) in Fig. 2 gives the factor
ρ = ρp + ρn, independent of δnp .
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FIG. 3. In-medium NN interaction generated by the one-pion
exchange [diagrams (4) and (5); ∼cD] and the short-range component
[diagram (6); ∼cE] of the chiral three-nucleon interaction. Reflected
diagrams of (4) and (5) are not shown, and diagram (6) represents all
possible ways to contract a nucleon line.

Because cD is negative, this term reduces again the bare 1π
exchange, roughly by about 16% at normal nuclear matter
density ρ0 = 0.16 fm−3. Diagram (5) in Fig. 3 includes Pauli-
blocked (pionic) vertex corrections to the short-range NN
interaction. The corresponding contribution to the density-
dependent in-medium NN interaction reads

V med,5
NN = gAMNcD

64π3f 4
π #χ

{
#τ1 · #τ2

[
2#σ1 · #σ2'2(p)

+
(
#σ1 · #σ2

(
2p2 − q2

2

)
+ #σ1 · #q #σ2 · #q

(
1 − 2p2

q2

)

− 2

q2
#σ1 · (#q × #p)#σ2 · (#q × #p)

)
('0(p)

+ 2'1(p) + '3(p))

]
+ 4k3

f − 6m2
π'0(p)

}
, (24)

where we have used an identity for #σ1 · #p#σ2 · #p + #σ1 · ( #p +
#q)#σ2 · ( #p + #q) = [. . .]. The ellipses stand for the combination
of spin operators written in the second and third lines of
Eq. (24). In comparison to Ref. [22], note that the expression
for V med,5

NN has been completed by adding the last two terms,
which represent an additional isoscalar central interaction.
With this complete form of V med,5

NN , the results for the Gamow-
Teller transition matrix element for 14C β decay do not change
qualitatively in comparison to Ref. [22] [when using c1,3,4 as
given here below Eq. (4)].

Finally, there is the short-range component of the chiral
3N interaction, represented by a three-nucleon contact vertex
proportional to cE/#χ . By closing one nucleon line [see
diagram (6) in Fig. 3], one obtains the following contribution
to the in-medium NN interaction:

V med,6
NN = −3MNcEρ

8πf 4
π #χ

, (25)

which simply grows linearly in density ρ = 2k3
f /3π2 and is

independent of spin, isospin, and nucleon momenta.1

The preceding expressions have been derived for on-shell
scattering, which greatly simplifies the calculation of the
density-dependent corrections to the NN interaction. As
discussed in Ref. [22], a suitable choice for extrapolating these

1To facilitate computation of symmetry factors and spin and isospin
traces, we have modeled (for that purpose) the three-nucleon contact
interaction by heavy isoscalar boson exchanges.

expressions off-shell is to make the substitution p2 → 1
2 (p2 +

p′2). Additionally, we include a regulator function of the form
exp[−(p/#low k)4 − (p′/#low k)4], where #low k = 2.1 fm−1 is
chosen so that the two-body and three-body force contributions
are decimated down to the same scale. This is consistent with
the approach taken in Ref. [39].

B. Correction terms in isospin asymmetric nuclear matter

Now we consider the additional modifications Wmed,i
NN

to the six in-medium NN scattering T matrices, V med,i
NN ,

resulting from a small isospin asymmetry. In this notation,
the superscript “i” refers to diagram (i) in Figs. 2 and 3.
The total nucleon density made up by protons and neutrons
is ρ = ρn + ρp, and the Fermi momentum kf is given as
before by the relation ρ = 2k3

f /3π2. As a measure of the
isospin asymmetry, we define the relative neutron excess
δnp = (ρn − ρp)/ρ. For a heavy nucleus such as 208Pb, the
relative neutron excess is of the order δnp ' 0.2. Re-evaluating
the six diagrams in Figs. 2 and 3 with the substitution

θ (kf − |#k|) → 1 + τ 3

2
θ (kf (1 − δnp)1/3 − |#k|)

+ 1 − τ 3

2
θ (kf (1 + δnp)1/3 − |#k|)

=
(

1−τ 3δnp

kf

3

∂

∂kf

)
θ (kf −|#k|) + · · · , (26)

we obtain the following expressions for the corrections (linear
in δnp) to the density-dependent NN interaction:2

Wmed,1
NN = 0, (27)

Wmed,2
NN = g2

AMNδnp

192π3f 4
π

(
τ 3

1 + τ 3
2

) #σ1 · #q #σ2 · #q
m2

π + q2
kf

× ∂

∂kf

{
4c1m

2
π ['0(p) + '1(p)] + (c3 − c4)

× [q2('0(p) + 2'1(p) + '3(p)) + 4'2(p)]

+ 4c4

[
2k3

f

3
− m2

π'0(p)

]}
, (28)

Wmed,3
NN = g2

AMNδnp

384π3f 4
π

(
τ 3

1 + τ 3
2

)
kf

× ∂

∂kf

{
−4c1m

2
π

[
2'0(p) −

(
2m2

π + q2
)
G0(p, q)

]

− c3

[
8k3

f

3
− 4

(
2m2

π + q2
)
'0(p) − 2q2'1(p)

+
(
2m2

π + q2
)2

G0(p, q)

]

+ 4c4(#σ1 · #σ2q
2 − #σ1 · #q #σ2 · #q)G2(p, q)

− (c3 + c4)i(#σ1 + #σ2) · (#q × #p)[2'0(p) + 2'1(p)

2The closed nucleon line in diagram (1) in Fig. 2 gives the factor
ρ = ρp + ρn, independent of δnp .
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SRG evolution of NN/NNN interaction

bare λ=2.0 fm-1
NN-only

3S1 3S1

→ m×m行列の演算 + ODE(e.g. RK4)に帰着

m: 運動量メッシュ点の数

ROTH, CALCI, LANGHAMMER, AND BINDER PHYSICAL REVIEW C 90, 024325 (2014)

0 · · · 20 22 24 26 28
(E12, i)

(a) Tint

28

26

24

22

20

...

0

.

(E
12

,i
)

0 · · · 20 22 24 26 28
(E12, i)

(b) α = 0.0 fm4

0 · · · 20 22 24 26 28
(E12, i)

(c) α = 0.04 fm4

0 · · · 20 22 24 26 28
(E12, i)

(d) α = 0.16 fm4

0

0.12

0.32

0.64

1.16

2
[MeV]

FIG. 2. (Color online) Matrix elements in the antisymmetrized HO Jacobi representation for the triton channel (J π
12,T12) = (1/2+,1/2) for

!" = 24 MeV. Plotted are the absolute values of the intrinsic kinetic-energy matrix elements (a), as well as the interaction part of the evolved
chiral NN + 3N Hamiltonian for flow parameters α = 0 fm4 (b), α = 0.04 fm4 (c), and α = 0.16 fm4 (d). The dark grid lines separate blocks
of fixed energy quantum numbers E12 and E′

12.

elements appear at the right-hand side of Eq. (24). In practice,
we reduce the truncation parameter ESRG with increasing J12

because the dimension of the Jacobi-HO basis grows rapidly
with J12 and because contributions for higher angular momenta
have less influence on low-energy nuclear structure observ-
ables. We discuss the details and the impact of this truncation in
Sec. IV A.

Within the finite three-body model space, the numerical
problem reduces to a system of coupled linear first-order
differential equations for the matrix elements of Hα . The
right-hand-side of the flow equation (24) consists of threefold
matrix products that can be evaluated very efficiently using
optimized matrix multiplications. We use standard solvers
with adaptive step-size control, e.g., embedded Runge-Kutta
methods, to evolve the Hamiltonian up to a given flow
parameter α. In contrast to early implementations of the
SRG evolution in a Jacobi-HO basis [32], the numerical
solution of the evolution equations is performed very ef-
ficiently; the evolution for the triton channel (J π

12,T12) =
(1/2+,1/2) for a typical value of α in a model space with
ESRG = 40 takes less than one hour on a standard desktop
workstation.

An illustration of the SRG evolution of the three-
body matrix elements is presented in Fig. 2. We plot
the absolute values of the kinetic-energy matrix elements
a〈E12iJ

π
12T12| Tint|E′

12i
′J π

12T12〉a and interaction matrix ele-
ments a〈E12iJ

π
12T12| Hα − Tint|E′

12i
′J π

12T12〉a in the antisym-
metrized Jacobi-HO representation for the triton channel
(J π

12,T12) = (1/2+,1/2) starting from the chiral NN + 3N
Hamiltonian discussed in Sec. IV for the flow parameters α =
0, 0.04, and 0.16 fm4. The bare interaction shows sizable off-
diagonal contributions that are suppressed during the SRG evo-
lution. As a result the Hamiltonian is driven to a band-diagonal
form in the Jacobi-HO representation. This is expected from
the band-diagonal structure of the intrinsic kinetic energy in the
Jacobi-HO basis, which represents a trivial fixed point of the
evolution.

We note that this scheme can be generalized to the evolution
in four-body space. The only formal change is the use of
an antisymmetrized four-body Jacobi-HO basis. Efforts along
these lines are currently under way.

Instead of representing the SRG equations in the Jacobi-
HO basis (4), one could also use the Jacobi-momentum
representation (2) as shown in Ref. [53]. The momentum repre-
sentation has obvious advantages when aiming at calculations
of homogeneous nuclear and neutron matter [67]. However, for
configuration-space nuclear structure, calculations build on an
underlying HO basis, where one eventually has to provide HO
matrix elements, the Jacobi-HO basis has decisive advantages:
One can exploit all the benefits of a discrete orthonormal basis,
the antisymmetrization of three-body matrix elements is much
easier and more efficient, and the typical matrix dimensions
to be handled for the numerical solution of the flow equations
are smaller.

A seeming disadvantage of the Jacobi-HO representations
is the explicit dependence on the HO oscillator frequency
and the need for separate SRG evolutions for each relevant
frequency. This and related issues are remedied by using
the so-called frequency conversion discussed in the following
section.

D. Frequency conversion

Because the evolution equations are solved in the Jacobi-
HO basis, we fix the HO frequency !" from the beginning.
Thus, to perform many-body calculations for different frequen-
cies, we have to perform the SRG evolution for each frequency
separately. Depending on the frequency !", the model space
used for the SRG evolution spans different momentum or
energy ranges. At small frequencies !" the momentum range
covered in the SRG model space might not be sufficient to
capture the relevant contributions of the initial Hamiltonian.
If relevant pieces of the Hamiltonian are discarded already
before the SRG evolution owing to the ESRG truncation, then
the many-body calculations will exhibit an artificial frequency
dependence.

There is a simple trick to circumvent this problem. We can
perform the SRG evolution for a fixed and sufficiently large
frequency !"SRG and afterwards convert the evolved matrix
elements to a smaller frequency !" through a simple basis
transformation. For this unitary transformation we need the
overlaps of the antisymmetrized Jacobi-HO three-body states
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numerically we have to switch to a basis representation in
a Hilbert space and we are typically not able to handle the
solution in A-body space. We have to rely on solutions of the
flow equations in few-nucleon spaces to construct the evolved
Hamiltonian.

This limitation becomes a potential problem because the
unitary transformation induces many-body contributions to the
evolved operators that go beyond the particle rank of the initial
operator. If we assume an initial Hamiltonian containing a NN
interaction, then it is evident from Eqs. (18) and (20) that an
(infinitesimal) step of the flow evolution will induce irreducible
operator contributions beyond the two-body level. At any
finite flow parameter α the evolved Hamiltonian contains
irreducible operator contributions to all particle numbers. This
is a simple formal consequence of the fact that the generator
ηα is a two-body operator at least. The same holds for any
other evolved operator as well.

We can decompose the evolved Hamiltonian into contri-
butions to different particle ranks through a cluster expansion
[64,66],

Hα = H [1]
α + H [2]

α + H [3]
α + H [4]

α + · · · , (21)

where H [k]
α is an irreducible k-body operator that can be

formulated in second quantization as

H [k]
α = 1

(k!)2

∑

α1,...,αk

∑

β1,...,βk

a〈α1 · · · αk| H [k]
α |β1 · · ·βk〉a

× a†
α1

· · · a†
αk

aβk
· · · aβ1 . (22)

The matrix elements of the irreducible k-body contribution
H [k]

α in k-body space can be constructed from the matrix
elements of the evolved Hamiltonian Hα in k-body space
by simply subtracting the matrix elements of all irreducible
operators H [n]

α with n < k:

a〈α1 · · · αk| H [k]
α |β1 · · · βk〉a = a〈α1 · · ·αk| Hα|β1 · · · βk〉a

−
k−1∑

n=1

a〈α1 · · · αk| H [n]
α |β1 · · ·βk〉a. (23)

Thus, if we are able to solve the evolution equations in Hilbert
spaces of up to k particles, we can extract all irreducible
contributions up to the k-body level. Contributions of particle
ranks n with k < n ! A that formally emerge from the unitary
transformation in A-body space cannot be extracted; we have
to truncate the cluster expansion (21).

The truncation of the cluster expansion at the k-body level
(k < A) formally destroys the unitarity of the transformation in
A-body space. As long as we preserve unitarity, all eigenvalues
of the Hamiltonian in A-body space are not changed by the
unitary transformation—in particular, all eigenvalues will be
independent of the flow parameter α. If we discard higher-
order terms of the cluster expansion, there is no guarantee
that the eigenvalues of the Hamiltonian in A-body space
are invariant under the transformation. Stated differently, the
dependence of the eigenvalues on the flow parameter provides
a measure for the impact of the discarded higher-order terms.
We use a systematic flow-parameter variation as a diagnostic
for the significance of induced and discarded higher-order
contributions later on.

C. Evolution in three-body space

For the numerical solution of the flow equation for the
Hamiltonian one can use any computationally convenient basis
representation. Two common choices are momentum or HO
eigenbases for the relative motion. The center-of-mass degree
of freedom can be separated from the beginning, because the
Hamiltonian and the generator only act on the relative part
of the many-body Hilbert space. Furthermore, to exploit the
symmetries of the Hamiltonian we use a basis with good total
angular momentum, parity, and isospin.

In two-body space we, thus, use relative LS-coupled
momentum or HO eigenstates, i.e., |q(LS)JT 〉 or |N (LS)JT 〉,
respectively. The resulting evolution equations in these rep-
resentations and their solutions are discussed in detail in
Refs. [58,63,64] and we do not repeat the details of the
two-body evolution here.

In three-body space we can use the antisymmetrized
Jacobi-momentum or Jacobi-HO states introduced in Secs. II B
and II C, respectively. For reasons of efficiency and technical
convenience we use the antisymmetrized Jacobi-HO states to
formulate the matrix representation of the evolution equations.
Because isospin breaking at the three-body level is expected
to have a minor effect, we omit the isospin projection
quantum number MT 12 and use averaged initial three-body
matrix elements [44]. Because neither the Hamiltonian nor the
generator connect states of different J π

12 and T12, the evolution
equations decouple for different (J π

12, T12) channels. For each
channel we obtain, after expansion of the commutators and
insertion of two completeness relations,

d

dα
〈E12i| Hα|E′

12i
′〉 = (2µ)2

E′′
12!ESRG∑

E′′
12,i

′′

E′′′
12!ESRG∑

E′′′
12,i

′′′

(
〈E12i| Tint|E′′

12i
′′〉 〈E′′

12i
′′| Hα|E′′′

12i
′′′〉 〈E′′′

12i
′′′| Hα|E′

12i
′〉

− 2〈E12i| Hα|E′′
12i

′′〉 〈E′′
12i

′′| Tint|E′′′
12i

′′′〉 〈E′′′
12i

′′′| Hα|E′
12i

′〉
+ 〈E12i| Hα|E′′

12i
′′〉 〈E′′

12i
′′| Hα|E′′′

12i
′′′〉 〈E′′′

12i
′′′| Tint|E′

12i
′〉
)
, (24)

where |E12i〉 = |E12iJ
π
12T12〉a for fixed J π

12 and T12. For the
completeness relations we, of course, have to truncate the sum-
mation over the infinite three-body basis to a finite model space

defined by the maximum energy quantum number E′′
12,E

′′′
12 !

ESRG. Note that this flow equation has to be solved also for
E12 and E′

12 up to ESRG, because the corresponding matrix

024325-7

NNN, Jacobi 

induced-3Nを無視

H. Hergert et al. / Physics Reports 621 (2016) 165–222 169

As we will show in the following, the IM-SRG approach extends the RG notion of decoupling to the many-body Hilbert
space by formulating ‘‘in-medium’’ flow equations, the solution ofwhich is equivalent to the partial diagonalization or block-
diagonalization of themany-bodyHamiltonian [9,17,18,25,38]. Because of its favorable polynomial scalingwith system size,
and the flexibility to target ground and excited states of both closed- andopen-shell systems, the IM-SRGprovides a powerful
ab initio framework for calculating medium-mass nuclei from first principles that is grounded in modern RG principles.
Moreover, we will show that the IM-SRG provides a controlled, non-perturbative scheme to derive effective valence shell
model Hamiltonians and operators from the underlying nuclear forces. We believe Gerry would have been quite pleased!

2.1. Organization of this review

This work is organized as follows. The basic IM-SRG approach is laid out in Sections 3 and 4, where we introduce the
IM-SRG flow equations for normal-ordered operators and discuss the choice of generators. Sections 5 and 6 present selected
numerical results to illustrate and elaborate on key discussion points of Sections 3 and 4, in particular the convergence
behavior of IM-SRG energies for different generators, the decoupling, and the impact of the choice of reference state. In
Section 7, we carry out an in-depth perturbative analysis of the IM-SRG through fourth order in MBPT. The diagrammatic
content is compared to that of CC theory, which can be analyzed along similar lines, and we discuss the implications for
perturbative truncations of the IM-SRG flow equations. Finally, we discuss and demonstrate the center-of-mass factorization
in the IM-SRG ground-state wave function in Section 8. Due to many ongoing developments with three-nucleon forces, we
restrict the results in these sections to calculation with nucleon–nucleon interactions only. We summarize in Section 9
and close with a discussion of recent advances for open-shell nuclei, including three-nucleon forces, and for the consistent
evolution of operators. Auxiliary material, such as basic commutators required in the derivation of the IM-SRG flow
equations, are given in the appendices.

3. IM-SRG flow equations

3.1. Preliminaries

The Similarity Renormalization Group (SRG) was first formulated by Wegner [39] and Glazek and Wilson [40] to study
condensed matter systems and light-front quantum field theories, respectively. From a mathematical point of view, the
philosophy behind the SRG is to render the Hamiltonian H(s) diagonal via a continuous unitary transformation

H(s) = U(s)H(0)UÑ(s), (1)

where H(s = 0) is the starting Hamiltonian and s denotes the so-called flow parameter, for reasons that will become
apparent shortly. In practice, the demand for strict diagonality is usually relaxed to requiring band- or block-diagonality of
the Hamiltonianmatrix in a chosen basis, e.g., in relativemomentumor harmonic oscillator (HO) spaces. These specific cases
are realized in nuclear physics applications, where the SRG is used to decouple momentum or energy scales, and thereby
render the nuclear Hamiltonian more suitable for ab initiomany-body calculations [9,32,34,35].

With the IM-SRG, we want to use this strategy to solve the many-body problem directly. Taking the derivative of Eq. (1)
with respect to the flow parameter s, we obtain the operator flow equation

d
ds

H(s) = [⌘(s),H(s)], (2)

where the generator ⌘(s) is related to the unitary transformation U(s) by

⌘(s) =
dU(s)
ds

UÑ(s) = �⌘Ñ(s). (3)

By rearranging this relation, we obtain a differential equation for U(s) whose formal solution is given by the path- or
S-ordered exponential

U(s) = S exp
Z s

0
ds0⌘(s0). (4)

We leave ⌘(s) unspecified for now and defer the discussion of suitable choices to Section 4.
Naively, one could try to solve the flow equation (2) by choosing a suitable basis of the many-body Hilbert space and

turning Eq. (2) into a matrix differential equation, but such an approach would ultimately amount to a diagonalization of
the many-body Hamiltonian. To make matters worse, implementing the flowmeans we would deal with the Hamiltonian’s
full spectrum rather than just some extremal eigenvalues that can be extracted efficiently in state-of-the-art, large-scale
Lanczos approaches like the NCSM [14,41].

For the IM-SRG, we follow a different route, and formulate the flow equation as well as the decoupling conditions
underlying the definition of ⌘(s) in the language of second quantization. This approach has been very successful in producing
powerful and numerically efficient many-body schemes, chief among them the CC method (see, e.g., [42–45]).
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well as each other. In the Hilbert space spanned by this basis,
the matrix representation of our initial Hamiltonian in the
NO2B approximation (or any two-body operator) has the
structure shown in the left panel of figure 4, i.e., it is band-
diagonal, and can at most couple npnh and o on p n h2 2( ) ( )
excitations.

We now have to split the Hamiltonian into appropriate
diagonal and offdiagonal parts on the operator level, which is
a non-trivial task (see, e.g., the extensive discussion in [128–
130]). Using a broad definition of diagonality is ill-advised
because we must avoid to induce strong in-medium yN3 ,
interactions to maintain the validity of the IMSRG(2)
truncation. We choose what we call a minimal decoupling
scheme that aims to decouple the one-dimensional block
spanned by the reference state from all particle–hole
excitations, as shown in the right panel of figure 4.

If we could implement this decoupling without approx-
imations, we would extract a single eigenvalue and eigenstate
of the many-body Hamiltonian for the nucleus of interest in
the limit l ds . The eigenvalue would simply be given by
the zero-body piece of dH ( ), while the eigenstate is obtained
by applying the unitary IMSRG transformation to the
reference state, d '§U ( ) ∣† . In practice, we end up with an
approximate eigenvalue and mapping.

An important caveat is that we cannot guarantee a priori
that we will target the true interacting ground state and its
energy eigenvalue in this way. Empirically, the IMSRG flow
is found to connect the reference state to the eigenstate with
which it has the highest overlap. In single-reference scenarios,
a HF Slater determinant will typically have the highest
overlap with the exact ground state because it minimizes both
the absolute energy and the correlation energy, the latter being
due to admixtures from particle–hole excitations. In the
multireference case, we have found examples where the MR-
IMSRG flow targets excited states, as discussed in sections 6.3
and 7.4.

Analyzing the matrix elements between the reference
state and its excitations with the help of Wick’s theorem, we
first see that the Hamiltonian couples the 0p0h block to 1p1h

excitations through the matrix elements
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and their Hermitian conjugates. The contributions from the
zero-body and two-body pieces of the Hamiltonian vanish
because they are expectation values of normal-ordered
operators in the reference state (see equation (28)). Likewise,
the 0p0h and 2p2h blocks are coupled by the matrix elements
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and their conjugates. It is precisely these two-body matrix
elements that couple npnh and o on p n h2 2( ) ( ) states and
generate the outermost side diagonals of the Hamiltonian
matrix. This suggests that we can transform the Hamiltonian
to the shape shown in the top right panel of figure 4 by
defining its offdiagonal part as
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In section 5, we will show that the IMSRG flow does indeed
exponentially suppress the matrix elements of Hod and
achieve the desired decoupling in the limit l ds .

4.2.2. Variational derivation of minimal decoupling. Our
minimal decoupling scheme is of course very reminiscent of
the strategy followed in CC approaches [57, 69], except that
we specifically use a unitary transformation instead of a
general similarity transformation. It is also appealing for a
different reason: as we will discuss now, it can be derived
from a variational approach, tying the seemingly unrelated
ideas of energy minimization and renormalization in the
many-body system together. To this end, we consider the
energy expectation value of the final IMSRG evolved

Figure 4. Schematic view of single-reference IMSRG decoupling in a many-body Hilbert space spanned by a Slater determinant reference
'§∣ and its particle–hole excitations ' §y

y
h
p∣ .
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- Hamiltonianと同様に
任意のOperatorをevolveして
期待値を計算できる (c.f. Magnus expansion)

- 上のf&Γのflow→模型空間上の
殻模型有効相互作用を導出 (VS-IMSRG)
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As we will show in the following, the IM-SRG approach extends the RG notion of decoupling to the many-body Hilbert
space by formulating ‘‘in-medium’’ flow equations, the solution ofwhich is equivalent to the partial diagonalization or block-
diagonalization of themany-bodyHamiltonian [9,17,18,25,38]. Because of its favorable polynomial scalingwith system size,
and the flexibility to target ground and excited states of both closed- andopen-shell systems, the IM-SRGprovides a powerful
ab initio framework for calculating medium-mass nuclei from first principles that is grounded in modern RG principles.
Moreover, we will show that the IM-SRG provides a controlled, non-perturbative scheme to derive effective valence shell
model Hamiltonians and operators from the underlying nuclear forces. We believe Gerry would have been quite pleased!

2.1. Organization of this review

This work is organized as follows. The basic IM-SRG approach is laid out in Sections 3 and 4, where we introduce the
IM-SRG flow equations for normal-ordered operators and discuss the choice of generators. Sections 5 and 6 present selected
numerical results to illustrate and elaborate on key discussion points of Sections 3 and 4, in particular the convergence
behavior of IM-SRG energies for different generators, the decoupling, and the impact of the choice of reference state. In
Section 7, we carry out an in-depth perturbative analysis of the IM-SRG through fourth order in MBPT. The diagrammatic
content is compared to that of CC theory, which can be analyzed along similar lines, and we discuss the implications for
perturbative truncations of the IM-SRG flow equations. Finally, we discuss and demonstrate the center-of-mass factorization
in the IM-SRG ground-state wave function in Section 8. Due to many ongoing developments with three-nucleon forces, we
restrict the results in these sections to calculation with nucleon–nucleon interactions only. We summarize in Section 9
and close with a discussion of recent advances for open-shell nuclei, including three-nucleon forces, and for the consistent
evolution of operators. Auxiliary material, such as basic commutators required in the derivation of the IM-SRG flow
equations, are given in the appendices.

3. IM-SRG flow equations

3.1. Preliminaries

The Similarity Renormalization Group (SRG) was first formulated by Wegner [39] and Glazek and Wilson [40] to study
condensed matter systems and light-front quantum field theories, respectively. From a mathematical point of view, the
philosophy behind the SRG is to render the Hamiltonian H(s) diagonal via a continuous unitary transformation

H(s) = U(s)H(0)UÑ(s), (1)

where H(s = 0) is the starting Hamiltonian and s denotes the so-called flow parameter, for reasons that will become
apparent shortly. In practice, the demand for strict diagonality is usually relaxed to requiring band- or block-diagonality of
the Hamiltonianmatrix in a chosen basis, e.g., in relativemomentumor harmonic oscillator (HO) spaces. These specific cases
are realized in nuclear physics applications, where the SRG is used to decouple momentum or energy scales, and thereby
render the nuclear Hamiltonian more suitable for ab initiomany-body calculations [9,32,34,35].

With the IM-SRG, we want to use this strategy to solve the many-body problem directly. Taking the derivative of Eq. (1)
with respect to the flow parameter s, we obtain the operator flow equation

d
ds

H(s) = [⌘(s),H(s)], (2)

where the generator ⌘(s) is related to the unitary transformation U(s) by

⌘(s) =
dU(s)
ds

UÑ(s) = �⌘Ñ(s). (3)

By rearranging this relation, we obtain a differential equation for U(s) whose formal solution is given by the path- or
S-ordered exponential

U(s) = S exp
Z s

0
ds0⌘(s0). (4)

We leave ⌘(s) unspecified for now and defer the discussion of suitable choices to Section 4.
Naively, one could try to solve the flow equation (2) by choosing a suitable basis of the many-body Hilbert space and

turning Eq. (2) into a matrix differential equation, but such an approach would ultimately amount to a diagonalization of
the many-body Hamiltonian. To make matters worse, implementing the flowmeans we would deal with the Hamiltonian’s
full spectrum rather than just some extremal eigenvalues that can be extracted efficiently in state-of-the-art, large-scale
Lanczos approaches like the NCSM [14,41].

For the IM-SRG, we follow a different route, and formulate the flow equation as well as the decoupling conditions
underlying the definition of ⌘(s) in the language of second quantization. This approach has been very successful in producing
powerful and numerically efficient many-body schemes, chief among them the CC method (see, e.g., [42–45]).
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Figure 2
A schematic showing how the in-medium similarity renormalization group approach obtains the effective
interaction Heff by progressively suppressing the off-diagonal terms of H . (a) s = 0. (b) s = 5. (c) s = 30.

!ow parameter s and applied to the Hamiltonian through the !ow equation

dH (s)
ds

= [η(s),H (s)], 11.

where the generator η(s) is formally de"ned as

η(s) ≡ dU (s)
ds

U †(s) = −η†(s). 12.

We split the !owing Hamiltonian H (s) into diagonal and off-diagonal pieces:

H (s) = Hd (s) +Hod (s), 13.

such that

Hod (s) = PH (s)Q+QH (s)P, 14.

where the projection operators P and Q have the same meaning as in the previous sections. Our
goal, then, is to devise a generator η(s) such that

lim
s→∞

Hod (s) = 0 15.

and, therefore,

lim
s→∞

Hd (s) = Heff. 16.

In the language of the RG,Heff is a "xed point of the RG !ow.
One choice for η(s), which is used in the calculations we describe here, is the White genera-

tor (145, 169):

ηWh(s) ≡ Hod (s)
"(s)

. 17.

For present and future use, we have introduced a convenient superoperator notation (170), in
which we indicate division of the operator O by an energy denominator ":

〈
φi

∣∣∣∣
O
"

∣∣∣∣ φ j

〉
≡

〈φi|O|φ j〉
εi − ε j

, 18.
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Figure 9
Deviation from experiment for excited states throughout the sd shell, obtained with (a) the EM1.8/2.0 interaction without
transformation, (b) the EM1.8/2.0 interaction transformed with the VS-IMSRG using ENO, and (c) the USDB interaction. The points
indicate the deviation between the computed and experimental energies for all of these levels, which contribute to the speci!ed
cumulative rms deviation between theory and experiment. Abbreviations: ENO, ensemble normal ordering; rms, root-mean-square;
USD, universal sd shell; VS-IMSRG, valence-space in-medium similarity renormalization group.

computed and experimental energies for all of these levels, which contribute to the speci!ed
cumulative rms deviation between theory and experiment. Figure 9a uses the bare matrix
elements of the EM1.8/2.0 interaction in the sd shell valence space, and Figure 9b shows the
results obtained by applying the VS-IMSRG with ENO, as described in Sections 2 and 4.1. Since
our starting interaction has been evolved to a low resolution scale, correlations due to the strong
short-range repulsion and the tensor force have largely been accounted for. Thus, the shell model
picture is reasonable: Low-lying nuclear states are bound, and excitation energies are at least of
the correct order of magnitude, with a sizable rms deviation of 1,696 keV.

The deviations from experiment are reduced signi!cantly when we use the VS-IMSRG to de-
couple the sd shell valence space from other excitations, accounting for core polarization and other
types of long-range, many-body correlations (see Section 2). With an rms deviation of 647 keV,
we are not doing as well as the gold-standard USDB interaction, for which the deviation is merely
220 keV for the selected levels (and only ∼130 keV for all 600-plus measured sd shell levels). This
is not unexpected: USDB is essentially the best possible !t to experimental data under the cho-
sen model assumptions, including the choice of a valence space containing only the 1s1/2, 0d3/2,
and 0d5/2 orbitals; the mass dependence of the TBMEs; and the omission of residual three- and
higher-body effective interactions. The accuracy of the VS-IMSRG results is subject to the un-
certainties of the input interaction and the truncation used in the method. Both can and will be
systematically improved in future applications.

5.2. The Calcium Region
Soon after the successful application of perturbatively constructed shell model interactions in the
sd shell, the !rst results for the calcium isotopes followed, including a successful prediction of the
two-neutron separation energies at the subshell closure in 52Ca (133, 137, 239). More recently,
the masses of 55−57Ca were measured at RIKEN, showing the onset of a "at trend in the sepa-
ration energies beyond 54Ca that would be consistent with the !lling of the neutron 0 f5/2 shell
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IMSRG(2)～CCSD

c.f. IMSRGコード (C++/Python)
https://github.com/ragnarstroberg/imsrg
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cD,cEのベイズ最適化

有効2体化3体力を取り込んで、cD,cEを中重核のg.s. energyでfit

cD

cE

-log(2乗誤差)

Egs (40,48,52,54Ca), 
emax=10, HFMBPT(3)×0.93

cD =  3.50, cE = 0.50

IMSRGコード (C++/Python)を使用 https://github.com/ragnarstroberg/imsrg

A)

B) cD = 0.166, cE = -0.333
→

8
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図 7.7: Nd = 4 図 7.8: Nd = 7 図 7.9: Nd = 10

さて、この作業を図 7.7–7.9のように繰り返していくと... 10個も観測すれば最適解をかなりの精
度で見つけることができました。さらに真の関数 (赤線)の関数形がわからなくとも、GPによる
予測は、観測を繰り返すことで尤もらしい関数がどんどん狭まってきて、予測 (青の破線とバン
ド)が真の関数を内包しながら漸近していくことが見て取れます*9。

これまで示した例は 1次元でしたので、あまりベイズ的最適化の [ありがたみ]は感じられなかっ
たかもしれません。ただ、次元が 3次元以上になると、人間の頭では視覚的にとらえることがで
きませんから、[次にこのあたりを探せばよさそうだ]とアタリをつける事自体容易ではありませ
ん。こうした観点からも、大域的最適解を効率よく求める方法としてベイズ的最適化を用いると
いうのは一つの有効な手段になりそうです。

ここでは、1回の探索にかかるコストに比べて、GPや獲得関数の計算が劇的に低コストだと仮定
していることに注意してください*10。

適切な [距離]を定義してやれば、x軸は実数値でなくても定式化できますので、少し想像力を働
かせると、様々なことに応用ができます。

なお、これまでの絵を描いたりガウス過程や獲得関数の計算をするコード (JupyterNotebook)

を GitHub の実践データサイエンス用のレポジトリで公開しています。実は、こうしたベイズ
的最適化の過程というのはライブラリ化されていて、たとえば Pythonなら pipなどで [Gpy]と
[GpyOpt]というライブラリをインストールすればすぐに (もっと複雑な機能を)使うことが出来
ます*11。

*9 この計算結果が、真の関数への漸近を証明したわけではないことに注意
*10 多くの場合これは正しいですが、ガウス過程は多次元の正規分布によって定式化されていますので、パラメータの次元が上がったり、探索
が密になったりすると共分散行列が満たすべき半正定値性などが数値的に損なわれてしまう恐れがあるので、適切なカーネル関数の設計や
行列のスケール変換をするなどの工夫 (とその正当性の検証)が必要になり計算コストも増大します。

*11 ただし、私は [2019年時点の GPyというライブラリはガウス過程の予測分布が正しく計算できていないのでは?]という疑念を持っていま
す。このあたりのことはホームページや GitHub に書いています。手で書くか、Pytorch など別のライブラリを用いることをおすすめし
ます。Torch系も通常と異なる方式 (Tensor型)で入力をしなければならないので慣れるのに少し苦労しそうですが...。

ベイズ最適化 (Bayesian Optimization): 探索と活用のトレードオフ

最小化/最大化したい関数(誤差関数/尤度)の振る舞いを、
Gaussian Processでsurrogateして、次の探索点を提案

※「Sota Yoshida ベイズ最適化 GitHub」で検索すると
授業で使うGoogle Colab.用Jupyter Notebookが見つかります

・最適化したい関数がブラックボックス
・探索回数をできるだけ減らしたい
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図 7.2: 2個データが観測されているとする。 図 7.3: 真の関数 (赤線)を加えたもの

め、真の関数は ftrue = sin x + 0.2xで与えられると仮定しておいて、観測されるデータには、こ
の値 (赤線)に分散が 0.01のランダムノイズが加えられているとしましょう。x = 8あたりで最大
値を与えるなというのが視覚的に分かりますし、真の関数の形がわかっている場合は、微分すれ
ば x = arccos(−0.2) + 2nπ で極大値をもつことがわかり、n = 1がこの場合の最適解だというこ
とが求められます。現実の問題の場合にはそもそもこの赤色の線がわからなくて苦労してるわけ
です。

さて、データが 2点 (x = 1, 5)観測されています、と。次に探索すべき点はどこでしょうか？ 多
くの人は (赤線を見なかったとしても),[なんとなく]x = 1や x = 5のすぐ近くではなく、左肩上
がりに上がっていそうだと期待して x = −2を探したり、まだ全然探していない x = 9あたりを
探してみたくなるのではないでしょうか？

以下ではこのなんとなくをもう少しちゃんと定式化することにしましょう。詳細はあとに譲りま
す (→ 7.1.1節)が、ガウス過程 (GP)と呼ばれる確率過程を導入することで、様々な可能な関数
の重ね合わせとして、各点 x で関数の確率分布が得られます。図 7.4 にその様子を示しました。
うっすら描かれている曲線が、ガウス過程から生成されたサンプル関数です。

図をみやすくするために数本しか描いていませんが、こうした関数を無数に集めてきた際の [平均
的な関数]が青い破線で示されていて、青い領域はその不確実性 (1σ)に対応します。

ガウス過程を用いたベイズ的最適化では、[獲得関数]と呼ばれる量を最大化する点を次の探索点
として提案します。かなり大雑把に言い換えると、未知のブラックボックス関数がより不確実な
ところ、つまり次の探索で関数の不定性がぐっと小さくなりそうなところで次の測定をしましょ
うというのが基本的なアイデアです。

ここでは最もポピュラーな獲得関数の一つである Probability of Improvement (PI)と呼ばれるも

今の場合:
探索=1回の大変な計算
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Ca領域の基底状態, IMSRG計算:

NN (N3LO, SRG evolved, λ=2.0 fm-1, ind✗) +3NF (NNLO, Fermi gas approx., not evolved)

- Single-Ref. (Reference state  = それぞれの核についてHF)
- emaxに対する収束の兆候 ~  emax=12 (emax=10●→12●)

- 有効2体化3体力の積分パラメータは固定(kF = 1.35 fm-1)
→ 16O とCa領域を両立しない

10



VS-IMSRG計算: g.s.

バレンス核子が多くなるにつれIMSRG/VS-IMSRGのgapが大きくなる

Ref.=Core →バレンス3体力の効果等を過小評価する
Ref.=Nucl.    Ensemble Normal Ordering (ENO) 

●: A
♦: B

VS-IMSRGでpf shell(40Caコア)の相互作用を導出し、 殻模型計算で厳密対角化

Ref: S.R. Stroberg Annu. Rev. Nucl. Part. Sci. 2019. 69:307‒62 

Ref.=Nucl.
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VS-IMSRG計算: g.s.

バレンス核子が多くなるにつれIMSRG/VS-IMSRGのgapが大きくなる

Ref.=Core →バレンス3体力の効果等を過小評価する
Ref.=Nucl.    Ensemble Normal Ordering (ENO) 

●: A
♦: B

VS-IMSRGでpf shell(40Caコア)の相互作用を導出し、 殻模型計算で厳密対角化

Ref: S.R. Stroberg Annu. Rev. Nucl. Part. Sci. 2019. 69:307‒62 

Ref.=Nucl.
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VS-IMSRG計算: Ca (A=48,52,54)

intA/B: hw=28, emax=12, Ref=40Ca

S.R. Stroberg et al., PRL 118, 032502 (2017)
NN(EM, N3LO) + NNN (Λ3NF=400 MeV)
hw = 24, cD = -0.2 cE = 0.098

Ca48

Ca52

Ca54

• int A/Bともにスペクトル
(g.s.と励起状態の相対的な関係)
はほぼ同じ

3NF(OPE/CON)には強く依存しない

• genuine 3NFを含む計算(右2つ)と
核力・近似の不定性の範囲でconsistent?

全てを上手く説明する核力は今のところ無い

• 現象論的にはソコソコ...?

T=1のmonopoleを見てみると
GXPF1A(Bonn C, G行列+fit)
に”似ている”

12



VS-IMSRG計算: 48Cr yrast states

► int A/Bはf7/2が壊れやすい → 後述
► back bendingは説明できない

g.s. Energy: -403.76 (intA), -411.47(Exp.)

13



monopole int.

proton-neutron

T=1成分はGXPF1Aと類似→Caの記述はソコソコ?

proton-neutronで、全体的に引力的(GXPF1A比)

→ f5-f7の”1MeV”~ Central&Tensor
→ f7に詰まるよりもf5に適度に励起した方がお得
→ 48Crのback bending, 56Ni領域での破綻

Vmono. (total=C+LS+T+ALS)

origin:  相互作用(近似,LECs fitのartifact)? 多体手法(IMSRG(2))?

56Ni (hw=28,emax=12, ref=40Ca/56Ni)

※GXPF1Aはcoulomb無し

14



n Central

n Tensor 

56Ni相互作用でのmonopoleの内訳 (Central/LS/Tensor)

► 今の相互作用はCa同位体にLECs(cD&cE) をあわせた以外、一切fitはナシ
► 一方でCentralのmonopoleはGXPF1A(G行列+fit)と極めて類似した傾向(非自明)

► 「GXPF1Aはfitの影響からT=1で現実的な核力と逆符号のtensorを持つ」
VS-IMSRGによる相互作用ではこのような”artifact”は見られない
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まとめ

n Chiral EFT相互作用の、とくに有効2体化3体力による
3体力のバルクな近似の妥当性を中重殻領域で検証中

► 密度依存性の導入 (今はエイヤッと標準核密度)→より広域を系統的に

n publicな相互作用生成コードChiEFT.jlを開発中,  NN+eff 2N(3NF)

► genuine 3NFやNN-NNNのconsistent SRGとあわせて検証へ

► 核力から核構造計算・結果の可視化を単一のプラットフォームで...

publicな3体力/多体計算コード Nuclear Toolkit (?)の作成に興味はありませんか？

n これまでの現象論的な殻模型計算における”ノウハウ”を活かして
核力・有効相互作用・多体計算手法(SM, MSCM/QVSM, IMSRG, etc.) 
相補的な理解の深化へ...

► 核力(NN, NNN, etc.)のさらなる理解

► 核力に基づく中重核領域計算フロンティアの開拓

16
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基底状態のIMSRG計算: 収束性 (intB)

16O 40Ca

48Ca 56Ni



EM1.8/2.0 magic interaction,  J. Simonis et al., PRC 96, 014303 (2017)
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FIG. 4. Convergence of charge radii for 56Ni (top panels) and 78Ni (bottom panels) calculated with the closed-shell IM-SRG. The legend
is as in Fig. 1.

et al. [36] for the 1.8/2.0 (EM) interaction. Considering
the same model-space truncation eMax/E3Max = 14/16 and
harmonic-oscillator frequency h̄! = 16 MeV we find good
agreement within ≈1% for 16O: −127.2 MeV [IM-SRG(2)]
vs −128 MeV ["-CCSD(T)]; for 40Ca: −344.5 MeV vs
−348 MeV; for 48Ca: −416.1 MeV vs −419 MeV; and for
78Ni: −633.6 MeV vs −637 MeV, while there is a difference
of more than 3% for 4He (−29.2 MeV vs −28.2 MeV).

Finally, in Figs. 5 and 6 we show ground-state energies
and charge radii, respectively, for selected closed-shell nuclei
from 4He to 78Ni. Except for the neutron-rich oxygen isotopes
22,24O all calculated ground-state energies from the 1.8/2.0
(EM) interaction are in very good agreement with experiment.
Interestingly the other three interactions follow the same
pattern but are shifted by as much as 1.5 MeV/A in the case of
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FIG. 5. Systematics of the energy per nucleon E/A of closed-
shell nuclei from 4He to 78Ni calculated with the IM-SRG for the four
Hamiltonians considered. The results are compared against experi-
mental ground-state energies from the AME 2012 [40] (extrapolated
for 48,78Ni).

the 2.0/2.0 (PWA) interaction. The experimental charge radii
are enclosed by the 2.2/2.0 (EM) and 2.0/2.0 (PWA) results,
but the trend observed for the closed-shell nuclei studied in
detail already above appears to hold at least up to 78Ni. That
is, radii with 1.8–2.2/2.0 are too small, but 2.0/2.0 (PWA)
gives slightly too large radii. As in the case of ground-state
energies, the radius systematics is similar for all Hamiltonians,
with mainly only a constant shift for the different interactions.
This behavior for the ground-state energy and charge radii is
reminiscent of the Coester-like line for the saturation points of
the four Hamiltonians considered [32].

III. OPEN-SHELL ISOTOPIC CHAINS

In this section, we move beyond closed-shell systems to
explore ground- and excited-state systematics throughout a
selection of isotopic chains in the sd and pf shells, namely
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induceされる多体力を上手くmimicするような3体力になっている?

IMSRG計算

NN (N3LO, SRG evolved, ind✗) + 3NF (NNLO, not evolved)
K. Hebeler et al., PRC 83, 031301(R) (2011)

cD = 1.264, cE = -0.120



J. Hoppe et al., PRC 100, 024318 (2019)

NN+3NF upto N3LO,  Consistently SRG evolved (ind ✓)

PROBING CHIRAL INTERACTIONS UP TO NEXT-TO- … PHYSICAL REVIEW C 100, 024318 (2019)

FIG. 6. Ground-state energies per nucleon of selected closed-shell oxygen, calcium, and nickel isotopes. Results are shown at N3LO for
the EMN potential with cutoffs ! = 420, 450, and 500 MeV depicted by the brown, orange, and green-solid lines and circles, respectively.
The N2LO results are given by the dashed lines for the EMN 450 MeV potential (blue line and solid up triangles) and the "-full interaction
(purple line and solid up triangles), while NLO results are displayed by the red-dotted line and diamonds. The open triangles give the coupled
cluster (CC) results for the "-full interaction from Ref. [11] for comparison. The blue and orange bands give the N2LO and N3LO uncertainty
estimate, respectively, for the EMN 450 MeV interaction. We note that the uncertainty due to the E3max cut is ! 0.1 MeV/A through 40Ca and
increases up to ∼ 0.5 MeV/A for 68Ni. Experimental values are taken from Ref. [32].

For all following results, we choose the frequency for ex-
tracting radii consistent with the ground-state energy, keeping
in mind that the results for the charge radii of the nickel and
heavier calcium isotopes are somewhat less converged. Calcu-
lations based on NN-only interactions are well converged for
both nuclei, and the optimal h̄ω is shifted to slightly larger val-
ues. Generally, we find that 3N interactions have a significant
impact on the ground-state energies and charge radii. In both
nuclei, 16O and 56Ni, 3N interactions provide repulsive con-
tributions, leading to significantly reduced binding energies
and increased charge radii. Compared to experimental values,
we find an underbinding of about 30 MeV (200 MeV) for 16O
(56Ni), whereas the charge radius of 16O turns out to be too
large by about 0.2 fm.

In the following, we study 40Ca based on consis-
tently evolved NN+3N interactions following Ref. [18]. We
distinguish three cases: “NN-only” (no 3N contributions at
all), “NN+3N-induced” (NN plus induced 3N contributions
from the NN SRG evolution in momentum space), and
“NN+3N-full” (including also initial 3N interactions in the
SRG evolution). Our results for the ground-state energy and
charge radius of 40Ca are shown in Figs. 4 and 5 for the
N3LO EMN 450 MeV and 500 MeV interactions. Note that
the radius operator is not free-space SRG evolved.

As in Figs. 2 and 3, we find significantly decreased bind-
ing energies and increased charge radii due to 3N inter-
actions, also for the 500 MeV interaction. The “NN-only”
results exhibit a sizable resolution scale dependence, whereas
“NN+3N-induced” leads to very similar results in the studied
range λ = 1.8–2.2 fm−1. This indicates that contributions
from neglected induced higher-body interactions are rather
insignificant. However, although the results with unevolved
interactions appear to be converged with respect to the model
space emax for ! = 450 MeV, they differ significantly from
the results with evolved interactions. This indicates that con-
tributions beyond the IM-SRG(2) are indeed relevant. The
“NN+3N-full” ground-state energies are remarkably similar
for both N3LO EMN 450 MeV and 500 MeV interactions.
This is most likely due to fitting the 3N couplings to the same
nuclear matter observables. However, as in Figs. 2 and 3, there
are similar deficiencies with respect to experiment, with a
difference of about 2 MeV per nucleon (see also Fig. 6).

We find similar trends for the charge radius in Fig. 5. In
this case, the “NN+3N-induced” results are very similar for
the unevolved interaction and all resolution scales studied,
indicating that contributions beyond the IM-SRG(2) may be
less relevant for this observable. This observation could point
to the missing IM-SRG(3) contributions being of short-range
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FIG. 7. Same as Fig. 6 but for charge radii. Experimental values are taken from Refs. [33,34]. Note that the results for the heavier calcium
isotopes and beyond are somewhat less converged in h̄ω (see text for details).

character, given that the radius operator is mainly sensitive
to long-range contributions. We find again remarkably similar
results for both N3LO EMN 450 MeV and 500 MeV inter-
actions. In contrast to the results for the ground-state energy
(see Fig. 4), we find a better agreement with the experimental
charge radius for all “NN+3N-full” calculations (note the
scale in Fig. 4 compared to Fig. 5).

In the following, we consider a model space of
emax/E3max = 14/14 and h̄ω = 20 MeV. In Figs. 6 and 7,
we show results for ground-state energies and charge radii
of selected closed-shell oxygen, calcium, and nickel isotopes
for the (unevolved) N3LO EMN 420, 450, and 500 MeV
interactions. In addition, we present results at NLO and N2LO
for the EMN 450 MeV interaction. This enables us to provide
uncertainty estimates for the order-by-order convergence of
the chiral expansion (see, e.g., Ref. [35]). For the orders i ! 3
(i.e., ! N2LO), the uncertainty "X (i) for a fixed cutoff is
estimated by

"X (i) = max
3! j!i

(Qi+1− j |X ( j) − X ( j−1)|), (5)

where X ( j) denotes the obtained result at order j in chiral
EFT and Q = mπ/$b is the ratio of a typical momentum scale
over the breakdown scale, with the pion mass mπ = 140 MeV
and we take for the breakdown scale $b = 500 MeV. In
Figs. 6 and 7, the uncertainty estimates for the EMN 450 MeV
interaction at N2LO and N3LO are depicted by the blue and
orange band, respectively. We have assessed the convergence
with respect to E3max by increasing its value to 16 in selected

cases, leading to changes of ground-state energies up to about
0.1 MeV/A until 40Ca and up to 0.5 MeV/A for 68Ni. The
changes of radii are only minor. However, as discussed above
we note that contributions beyond the IM-SRG(2) may be
important and need to also be explored explicitly in the future.
For comparison, we also include in Figs. 6 and 7 results based
on a recently developed "-full interaction [11] at N2LO, using
the same model space but h̄ω = 16 MeV. This also shows the
excellent comparison of our IM-SRG(2) calculations with the
coupled cluster (CC) results from Ref. [11].

The NLO interaction significantly overbinds all nuclei.
Adding N2LO leads to substantial repulsive contributions,
resulting in an underbinding compared to experiment. The
impact of N3LO on the ground-state energies is rather small.
Overall the results exhibit a systematic order-by-order conver-
gence with overlapping N2LO and N3LO bands. Moreover,
we observe only a weak cutoff dependence at N3LO, which
slightly increases for larger mass numbers, and the results
for all cutoffs are within the (orange) uncertainty band. The
underbinding compared to experiment is expected from the
comparison of the N3LO EMN 450 MeV interaction with
the empirical saturation region (see Fig. 4 in Ref. [6]). The
ground-state energies resulting from the "-full interaction are
in better agreement with experiment, but still underbind the
investigated closed-shell nuclei (see also Ref. [11]).

The general trends for the charge radii are similar to the
observations for the ground-state energies, with systematic
order-by-order convergence, overlapping uncertainty bands,
and small N3LO cutoff variation. Overall we find too large
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FIG. 4. Ground-state energy of 40Ca as a function of emax for the NN-only (left), NN+3N-induced (middle), and NN+3N-full (right)
interactions of the N3LO EMN 450 and 500 MeV potentials, unevolved and SRG-evolved to resolution scales λ = 2.2, 2.0, and 1.8 fm−1,
respectively. Results are shown for h̄ω = 20 MeV and E3max = 14. The experimental value from Ref. [32] is given by the black-dashed line.

SRG-evolved interactions we use Jmax = 7/2 and Jmax = 5.
Contributions to the ground-state energies beyond these limits
for these interactions are expected to be at the level of MeV,
which is small compared to the interaction sensitivity explored
in the following.

In Figs. 2 and 3 we show the ground-state energies and
charge radii of 16O and 56Ni for the NN-only and NN plus
3N interactions as a function of the harmonic-oscillator fre-
quency h̄ω and for different model-space truncations. While

we observe converged results at h̄ω ≈ 20–24 MeV for 16O for
NN+3N interactions, the results for 56Ni are fully converged
only with respect to the single-particle basis emax. Increasing
the 3N cut E3max from 14 to 16 still results in slight changes for
energies and radii. Moreover, selecting the optimal frequency
for extracting the charge radius of 56Ni is not as clear as for
16O, as the results show an unusual convergence behavior with
h̄ω and the model-space truncation, which could be due to the
3N cut E3max.

FIG. 5. Same as Fig. 4 but for the charge radius of 40Ca. The experimental value is taken from Ref. [33]. Note that the results for unevolved
interactions are barely visible in some panels, as they are on top of the corresponding evolved results.
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What is Julia？

Since 2012:
Becoming popular in physics, DS, Machine Learning, etc.

→ High readability and productivity like Python
→ High performance like C++/Fortran

• MIT LICENSE
• Multiple dispatch
• Dynamically typed 
• JIT(Just-In-Time) compilation by LLVM
• Fast as C++/Fortran
• Macros like Lisp
• Package manager
• Easy to call Python, C, Fortran, etc.

If you are “greedy”, you should consider to use Julia !



Juliaを用いた殻模型計算コード: ShellModel.jl (v0.1.0)

◯ Lanczos法による厳密対角化:

殻模型計算の80-95%を占める

Thick-Restart(TR), Block Lanczos(BL),
TRBL, double Lanczos (J射影), etc.

sd-shell (16O～), pf-shell(40Ca～)領域で”最速”

◯ 各種物理量の期待値計算:

EM遷移強度, β崩壊(GT, Fermi, ...)

◯ Eigenvector Continuation: 

任意のパラメータ点での近似波動関数の構成
→(疑似)計算データの高速なサンプリング→最適化,ベイズ推定・不定性評価
c.f. https://arxiv.org/abs/2105.08256

N. Shimizu et al., 
Comp. Phys. Commun. 244 (2019) 372‒384 

376 N. Shimizu, T. Mizusaki, Y. Utsuno et al. / Computer Physics Communications 244 (2019) 372–384

The block Lanczos method has two advantages over the simple
Lanczos method: one is the fact that the degenerate eigenvalues
up to the block size can be obtained accurately. It is helpful to
obtain highly-excited states where the level density increases and
near-degeneracy would occur in shell-model calculations, while
the simple method works more efficiently in case of obtaining a
small number of states. The other is that, in general, a matrix–
matrix product is far efficiently calculated than a matrix–vector
product. On the other hand, the number of the Lanczos vectors
tends to be larger than the simple Lanczos method, which would
cause difficulty in reorthogonalization. In order to overcome this
problem, we introduce the thick-restart method in the same way
as the thick-restart Lanczos method.

3.4. Thick-restart block Lanczos method

When a large number of eigenvalues are required, the block
algorithm is expected to reduce the number of iterations and
the elapsed time. However, the number of the Lanczos vectors
tends to increase more than the simple Lanczos method and
the cost of their reorthogonalization increases accordingly. While
the implicitly restart block Lanczos method is known to restrict
the number of the Lanczos vectors [42], we here propose to
combine the block Lanczos method with the thick restart to
reduce the cost of the reorthogonalization. Its algorithm is shown
in Algorithm 4. Similar algorithms for a non-symmetric matrix
or a linear response eigenvalue problem have been discussed in
Refs. [43–45].

Algorithm 4 Thick-restart block Lanczos method

1: V 1 be arbitrary vectors with V T
1V 1 = 1 and kx := 0.

2: for l = 1, 2, 3, · · · do
3: for k = 1, 2, · · · do
4: W := HV k
5: ↵k := V T

kW
6: Tkx+q(k�1)+1:kx+qk,kx+q(k�1)+1:kx+qk := ↵k
7: Diagonalize T (k) and stop if en converges
8: Orthogonalize W with v1, v2, · · · , vkx+qk
9: V k+1�k := QR(W )

10: Tkx+qk+1:kx+q(k+1),kx+q(k�1)+1:kx+qk := �k
11: Tkx+q(k�1)+1:kx+qk,kx+qk+1:kx+q(k+1) := �T

k ,
12: end for

13: Construct T (ls) and vk, 1  k  ls for restart
14: kx := ls
15: end for

The restart is done so that the number of Lanczos vectors does
not exceed the given upper limit lm. The T (k) matrix and v after
the restart is constructed in the same way as Eq. (15) before the
restart. The T (k) matrix after the restart is constructed as

T (k) :=

0

BBBBBBB@

E(ls) rT 0
r ↵1 �T

1
�1 ↵2 �T

2
. . .

. . .
. . .

�k�2 ↵k�1 �T
k�1

0 �k�1 ↵k

1

CCCCCCCA

, (16)

where E(ls) is a diagonal matrix whose matrix elements are the
Ritz values (e1, e2, . . . , els ) of the matrix T which is constructed
just before the restart. While the T (k) matrix is no longer block
tridiagonal after the restart, it is still symmetric. The Lanczos
vectors up to kth iterations after the start or the restart is defined

Fig. 2. Convergence patterns of the simple Lanczos method in the case of 48Cr
with the GXPF1A interaction. The lines denote the lowest 32 Ritz values against
the number of Lanczos iterations. The 1st, 6th, 11th, 16th, 21st, 26th, and 31st
Ritz values are indicated by the solid lines, while the dotted lines denote the
other values.

as

vkx+1, vkx+2, . . . , vkx+qk (17)
:= v

(1)
1 , v

(2)
1 , . . . , v

(q)
1 , v

(1)
2 , . . . · · · , v(q)

k .

These Lanczos vectors after the restart are constructed as

vk :=
X

j

vjUjk for k = 1, 2, . . . , ls (18)

V 1 := V km+1 (19)
r := �kmUkx+q(km�1)+1:kx+qkm,1:ls (20)

where ek and Ulk are the kth eigenvalue and eigenvector of the
T (k) matrix before the restart. The km denotes the k just before
the restart. Note that ls is not necessarily a multiple of q.

Thus, the thick-restart procedure again enables us to restrict
the number of the Lanczos vectors and to reduce the cost of
the reorthogonalization, which tends to increase in the block
algorithm.

4. Performance of the Lanczos methods

In the previous section, we briefly introduced the four meth-
ods of the solver for the eigenvalue problem: the simple Lanczos,
the thick-restart Lanczos, the block Lanczos, and the thick-restart
block Lanczos methods. In this section, we discuss the conver-
gence properties and performance of the four Lanczos meth-
ods. Their convergence properties are discussed in Section 4.1.
Section 4.2 is devoted to the performance of the block algorithm.
The performance of the four Lanczos methods is compared in
Section 4.3.

4.1. Convergence properties

The convergence properties of the four Lanczos methods in
the LSSM calculations are discussed in this subsection. We take
48Cr with the pf -shell model space and the GXPF1A interac-
tion [4] as an example throughout this subsection. In this case,
4 protons and 4 neutrons occupy pf -shell orbits, which consist of
0f7/2, 0f5/2, 1p3/2, and 1p1/2 single-particle orbits, or the 20 single-
particle states both for protons and neutrons. Its M-scheme
dimension is 1,963,461.

Fig. 2 shows the convergence of the 32 eigenvalues as a
function of the number of Lanczos iterations. The criterion of
convergence is that the relative change of the Ritz values as a

https://github.com/SotaYoshida/ShellModel.jl
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|ψ("c1)〉, |ψ("c2)〉, · · · , |ψ("cNs )〉

H("c)|ψ("c)〉 = E("c)|ψ("c)〉. (1)

The typical parametrization of the shell-model Hamiltonian is
the following:

H = H(1) + H(2) =
∑

ac

h(1)
ac c†acc +

1
4

∑

abcd

h(2)
abcdc†ac†bcdcc, (2)

H(2) =
1
4

∑

abcdJM

Nab(J)Ncd(J)A†(ab; JM)A(cd; JM)VJ(abcd),

(3)

Nab(J) = [(1 + δab)]1/2 ,Ncd(J) = [(1 + δcd)]1/2 , (4)

A†(ab; JM) =
∑

ma,mb

( jama jbmb|JM)c†jama
c†jbmb

(5)

A(cd; JM) =
∑

mc,md

( jcmc jdmd |JM)c jdmd c jcmc (6)

H̃"v = λN"v, (7)
H̃i, j = 〈ψ("ci)|H("c#)|ψ("c j)〉, (8)
Ni, j = 〈ψ("ci)|ψ("c j)〉. (9)

Then, the original eigenpairs can be approximated as

E("c#) $ λ, (10)

|ψ("c#)〉 $
Ns∑

i=1

vi|ψ("ci)〉 ≡ |ψEC("c#)〉. (11)

〈Ô〉 $ 〈ψEC("c#)|Ô|ψEC("c#)〉, (12)

〈Ô〉 = 〈ψ("c#)|Ô|ψ("c#)〉. (13)

H̃i, j =
∑

k

h(1)
k × OBTDk +

∑

k

VJ(abcd)k × TBTDk, (14)

log L("c) = − 1
N

N∑

i=1

(EEC,i("c) − EExp.,i)2

2σ2
err,i

, (15)

σ2
err,i = σ

2
EC,typ. + σ

2
EC,i, (16)

log Pr("c) = −Λ
2
||H("c) − H("cref.)||2. (17)

EExact(4+1 ) = −75.951 MeV, QExact(4+1 ) = +28.340 efm2,

EExact(4+2 ) = −75.454 MeV, QExact(4+2 ) = −25.682 efm2,

EEC(4+1 ) = −74.751 MeV, QEC(4+1 ) = −25.635 efm2,

EEC(4+2 ) = −73.825 MeV, QEC(4+2 ) = +27.599 efm2. (18)

OBTD( f i; ja jb; λ) ≡ 1√
2λ + 1

〈ψJ f M f ||[c†ja ⊗ c̃ jb ](λ)||ψJi Mi〉,

(19)

OBTDk ≡
√

2 jk + 1
2Ji + 1

OBTD(ii; jk jk; 0) = 〈ψJi Mi ||Nk ||ψJi Mi〉,
(20)

TBTD( f i; abcd; JabJcd; λ)

≡ 1√
2λ + 1

〈ψJ f Mf ||[A†(ab; JabMab) ⊗ Ã(cd; Jcd Mcd)](λ)||ψJi Mi〉,

(21)

Ã(cd; Jcd Mcd) ≡ (−1)Jcd+Mcd A( jc jd; Jcd − Mcd), (22)

TBTD ≡
√

2Jab + 1
2Ji + 1

TBTD( f i; abcd; JabJab; 0), (23)
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Ã(cd; Jcd Mcd) ≡ (−1)Jcd+Mcd A( jc jd; Jcd − Mcd), (22)

TBTD ≡
√

2Jab + 1
2Ji + 1

TBTD( f i; abcd; JabJab; 0), (23)

Preprint submitted to Computer Physics Communications May 14, 2021

Figure 1: A new workflow of the shell-model calculations: (a) EC can be used as an emulator of shell-model calculations, (b) preprocessed exact calculations for
target quantities, (c) making another sample eigenvector to improve the accuracy of the emulator. See main text for more details.

systems like the sd-shell nuclei, ShellModel.jl is the fastest
code (to the authors’ knowledge).

2.2. Eigenvector continuation: an e�cient emulator and a pre-
processing for the nuclear shell model

The eigenvector continuation (EC), which was proposed in
Ref. [12], has been widely used as an e�cient emulator of
nuclear many-body methods [43–47] and as a resummation
method [48, 49]. In the following, we give a brief overview
of the eigenvector continuation, and then explain how to apply
it to shell-model calculations.

Suppose that the eigenvectors for Eq. (1) have been already
obtained at Ns di↵erent parameters | (~c1)i, | (~c2)i, . . . , | (~cNs )i.
These eigenvectors will be hereafter referred to as samples. In
such a case, the eigenpairs under a given Hamiltonian H(~c�) are
approximated by solving the following generalized eigenvalue
problem in the subspace spanned by the samples:

H̃~v = �N~v, (7)
H̃i, j = h (~ci)|H(~c�)| (~c j)i, (8)
Ni, j = h (~ci)| (~c j)i. (9)

Then, the original eigenpairs can be approximated as

E(~c�) ' �, (10)

| (~c�)i '
NsX

i=1

vi| (~ci)i ⌘ | EC(~c�)i. (11)

The problem is reduced from the diagonalization of a sparse
Hamiltonian matrix H with size of M-scheme dimension to the
H̃ of a dense matrix of size Ns, which is typically on the order
of tens or hundreds. This might significantly reduce the com-
putational cost compared to the original problem. Note that
it is straightforward to extend Eqs. (7)–(11) to include excited
states. With the approximated wave functions, one can approx-
imate the expectation values for a target observable:

hÔi ' h EC(~c�)|Ô| EC(~c�)i, (12)

where the operator Ô can be e.g., electromagnetic transition op-
erators.

The eigenvector continuation has been well known as the
Rayleigh-Ritz method in (applied) mathematics, and introduced
to or re-evaluated in the nuclear physics community recently.
However, its properties are still under consideration [50], and
the previous works in nuclear physics have proved for the first
time its e�ciency for large-scale many-body problems and en-
lightened the possibility to enlarge the scope of microscopic
studies to a heavier and/or more exotic region of the nuclear
landscape.

For solving the EC problems, the most time-consuming part
is, in general, to evaluate the expectation value of Hamiltoni-
ans, i.e., H̃ in Eq. (8). However, the computational cost for
evaluating H̃ can be somewhat alleviated in shell-model calcu-
lations. This is because of the fact that the expectation values
of shell-model Hamiltonians can be factorized out by the SPEs
and TBMEs:

H̃i, j =
X

k

h(1)
k ⇥ OBTDk +

X

k

VJ(abcd)k ⇥ TBTDk, (13)

where k denotes the labels of one- and two-body interactions
in a given shell-model Hamiltonian H(~c�), and the OBTD
and TBTD are the abbreviations of one- and two-body tran-
sition densities, respectively. The concrete expressions for the
OBTDk and TBTDk are summarized in Appendix A. Once we
could evaluate the transition densities in Eq. (13) for arbitrary
two sample eigenvectors, one can significantly reduce the com-
putational cost to evaluate H̃ for di↵erent parameters, because
these can be evaluated simply by the dot product of the param-
eters and the transition densities, which are independent on the
parameter values.

Although the number of required samples depends on the
problem and desired accuracy, the cost for solving generalized
eigenvalue problem Eq. (7) is typically negligible compared to
that of the original eigenvalue problem. Hence, the eigenvector
continuation provides an e�cient emulator of the shell-model
calculation as well as other nuclear models discussed in the pre-
vious works.

In addition to its role as an emulator, EC can also be used as
a preprocessing method. In the Lanczos method, one usually
starts with the Lanczos iterations from a random vector, when
one has no prior information about the starting vector. How-
ever, the convergence of the Lanczos iterations should be accel-
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〈Ô〉 $ 〈ψEC("c#)|Ô|ψEC("c#)〉, (12)
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Ã(cd; Jcd Mcd) ≡ (−1)Jcd+Mcd A( jc jd; Jcd − Mcd), (22)

TBTD ≡
√

2Jab + 1
2Ji + 1

TBTD( f i; abcd; JabJab; 0), (23)

Preprint submitted to Computer Physics Communications May 14, 2021

Figure 1: A new workflow of the shell-model calculations: (a) EC can be used as an emulator of shell-model calculations, (b) preprocessed exact calculations for
target quantities, (c) making another sample eigenvector to improve the accuracy of the emulator. See main text for more details.

systems like the sd-shell nuclei, ShellModel.jl is the fastest
code (to the authors’ knowledge).

2.2. Eigenvector continuation: an e�cient emulator and a pre-
processing for the nuclear shell model

The eigenvector continuation (EC), which was proposed in
Ref. [12], has been widely used as an e�cient emulator of
nuclear many-body methods [43–47] and as a resummation
method [48, 49]. In the following, we give a brief overview
of the eigenvector continuation, and then explain how to apply
it to shell-model calculations.

Suppose that the eigenvectors for Eq. (1) have been already
obtained at Ns di↵erent parameters | (~c1)i, | (~c2)i, . . . , | (~cNs )i.
These eigenvectors will be hereafter referred to as samples. In
such a case, the eigenpairs under a given Hamiltonian H(~c�) are
approximated by solving the following generalized eigenvalue
problem in the subspace spanned by the samples:

H̃~v = �N~v, (7)
H̃i, j = h (~ci)|H(~c�)| (~c j)i, (8)
Ni, j = h (~ci)| (~c j)i. (9)

Then, the original eigenpairs can be approximated as

E(~c�) ' �, (10)

| (~c�)i '
NsX

i=1

vi| (~ci)i ⌘ | EC(~c�)i. (11)

The problem is reduced from the diagonalization of a sparse
Hamiltonian matrix H with size of M-scheme dimension to the
H̃ of a dense matrix of size Ns, which is typically on the order
of tens or hundreds. This might significantly reduce the com-
putational cost compared to the original problem. Note that
it is straightforward to extend Eqs. (7)–(11) to include excited
states. With the approximated wave functions, one can approx-
imate the expectation values for a target observable:

hÔi ' h EC(~c�)|Ô| EC(~c�)i, (12)

where the operator Ô can be e.g., electromagnetic transition op-
erators.

The eigenvector continuation has been well known as the
Rayleigh-Ritz method in (applied) mathematics, and introduced
to or re-evaluated in the nuclear physics community recently.
However, its properties are still under consideration [50], and
the previous works in nuclear physics have proved for the first
time its e�ciency for large-scale many-body problems and en-
lightened the possibility to enlarge the scope of microscopic
studies to a heavier and/or more exotic region of the nuclear
landscape.

For solving the EC problems, the most time-consuming part
is, in general, to evaluate the expectation value of Hamiltoni-
ans, i.e., H̃ in Eq. (8). However, the computational cost for
evaluating H̃ can be somewhat alleviated in shell-model calcu-
lations. This is because of the fact that the expectation values
of shell-model Hamiltonians can be factorized out by the SPEs
and TBMEs:

H̃i, j =
X

k

h(1)
k ⇥ OBTDk +

X

k

VJ(abcd)k ⇥ TBTDk, (13)

where k denotes the labels of one- and two-body interactions
in a given shell-model Hamiltonian H(~c�), and the OBTD
and TBTD are the abbreviations of one- and two-body tran-
sition densities, respectively. The concrete expressions for the
OBTDk and TBTDk are summarized in Appendix A. Once we
could evaluate the transition densities in Eq. (13) for arbitrary
two sample eigenvectors, one can significantly reduce the com-
putational cost to evaluate H̃ for di↵erent parameters, because
these can be evaluated simply by the dot product of the param-
eters and the transition densities, which are independent on the
parameter values.

Although the number of required samples depends on the
problem and desired accuracy, the cost for solving generalized
eigenvalue problem Eq. (7) is typically negligible compared to
that of the original eigenvalue problem. Hence, the eigenvector
continuation provides an e�cient emulator of the shell-model
calculation as well as other nuclear models discussed in the pre-
vious works.

In addition to its role as an emulator, EC can also be used as
a preprocessing method. In the Lanczos method, one usually
starts with the Lanczos iterations from a random vector, when
one has no prior information about the starting vector. How-
ever, the convergence of the Lanczos iterations should be accel-
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Figure 1: A new workflow of the shell-model calculations: (a) EC can be used as an emulator of shell-model calculations, (b) preprocessed exact calculations for
target quantities, (c) making another sample eigenvector to improve the accuracy of the emulator. See main text for more details.

systems like the sd-shell nuclei, ShellModel.jl is the fastest
code (to the authors’ knowledge).

2.2. Eigenvector continuation: an e�cient emulator and a pre-
processing for the nuclear shell model

The eigenvector continuation (EC), which was proposed in
Ref. [12], has been widely used as an e�cient emulator of
nuclear many-body methods [43–47] and as a resummation
method [48, 49]. In the following, we give a brief overview
of the eigenvector continuation, and then explain how to apply
it to shell-model calculations.

Suppose that the eigenvectors for Eq. (1) have been already
obtained at Ns di↵erent parameters | (~c1)i, | (~c2)i, . . . , | (~cNs )i.
These eigenvectors will be hereafter referred to as samples. In
such a case, the eigenpairs under a given Hamiltonian H(~c�) are
approximated by solving the following generalized eigenvalue
problem in the subspace spanned by the samples:

H̃~v = �N~v, (7)
H̃i, j = h (~ci)|H(~c�)| (~c j)i, (8)
Ni, j = h (~ci)| (~c j)i. (9)

Then, the original eigenpairs can be approximated as

E(~c�) ' �, (10)

| (~c�)i '
NsX

i=1

vi| (~ci)i ⌘ | EC(~c�)i. (11)

The problem is reduced from the diagonalization of a sparse
Hamiltonian matrix H with size of M-scheme dimension to the
H̃ of a dense matrix of size Ns, which is typically on the order
of tens or hundreds. This might significantly reduce the com-
putational cost compared to the original problem. Note that
it is straightforward to extend Eqs. (7)–(11) to include excited
states. With the approximated wave functions, one can approx-
imate the expectation values for a target observable:

hÔi ' h EC(~c�)|Ô| EC(~c�)i, (12)

where the operator Ô can be e.g., electromagnetic transition op-
erators.

The eigenvector continuation has been well known as the
Rayleigh-Ritz method in (applied) mathematics, and introduced
to or re-evaluated in the nuclear physics community recently.
However, its properties are still under consideration [50], and
the previous works in nuclear physics have proved for the first
time its e�ciency for large-scale many-body problems and en-
lightened the possibility to enlarge the scope of microscopic
studies to a heavier and/or more exotic region of the nuclear
landscape.

For solving the EC problems, the most time-consuming part
is, in general, to evaluate the expectation value of Hamiltoni-
ans, i.e., H̃ in Eq. (8). However, the computational cost for
evaluating H̃ can be somewhat alleviated in shell-model calcu-
lations. This is because of the fact that the expectation values
of shell-model Hamiltonians can be factorized out by the SPEs
and TBMEs:

H̃i, j =
X

k

h(1)
k ⇥ OBTDk +

X

k

VJ(abcd)k ⇥ TBTDk, (13)

where k denotes the labels of one- and two-body interactions
in a given shell-model Hamiltonian H(~c�), and the OBTD
and TBTD are the abbreviations of one- and two-body tran-
sition densities, respectively. The concrete expressions for the
OBTDk and TBTDk are summarized in Appendix A. Once we
could evaluate the transition densities in Eq. (13) for arbitrary
two sample eigenvectors, one can significantly reduce the com-
putational cost to evaluate H̃ for di↵erent parameters, because
these can be evaluated simply by the dot product of the param-
eters and the transition densities, which are independent on the
parameter values.

Although the number of required samples depends on the
problem and desired accuracy, the cost for solving generalized
eigenvalue problem Eq. (7) is typically negligible compared to
that of the original eigenvalue problem. Hence, the eigenvector
continuation provides an e�cient emulator of the shell-model
calculation as well as other nuclear models discussed in the pre-
vious works.

In addition to its role as an emulator, EC can also be used as
a preprocessing method. In the Lanczos method, one usually
starts with the Lanczos iterations from a random vector, when
one has no prior information about the starting vector. How-
ever, the convergence of the Lanczos iterations should be accel-

3

 1 
 2 
 3 
 4 
 5 
 6 
 7 
 8 
 9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 
31 
32 
33 
34 
35 
36 
37 
38 
39 
40 
41 
42 
43 
44 
45 
46 
47 
48 
49 
50 
51 
52 
53 
54 
55 
56 
57 
58 
59 
60 
61 
62 
63 
64 
65 

https://arxiv.org/abs/2105.08256
https://github.com/SotaYoshida/ShellModel.jl


他のコードとの”比較”

NuShellX W.Rae, B.A. Brown (Michigan)  ~ 42,000行
BIGSTICK C.W. Johnson (San Diego) ~ 70,000行
ANTOINE E. Caurier (Strasbourg) ~ 30,000行
KSHELL N. Shimizu (Tokyo) ~ 24,000行
ShellModel.jl SY ~ 5,200行

• R. Machleidt (20,000～40,000行, Fortran)
• chiEFTint.jl (3,000～4,000行, Julia)
https://github.com/SotaYoshida/ChiralEFTint.jlで公開予定

殻模型計算コード

ちなみに...χEFT核力の計算コード

Point: 
Juliaコードは読み書きしやすく、実行性能も十分

※私のコードは機能面で劣るため、比較自体は全くのアンフェアです

KSHELL        => ハイブリット(OpenMP+MPI)並列用
ShellModel.jl => 手元で軽めの計算を大量にやる用

Dim. ~ 90,000 Dim. ~ 2×10^6

※設計思想が違うので比較は単純ではない

Fortran

https://github.com/SotaYoshida/ChiralEFTint.jl


Δ-full EFT, PRC 102, 054301 (2020) 

GO potential (Chalmers & Oak Ridge) Nosyk, Entem, Machleidt
PRC 104, 054001 (2021).

「やっぱりΔの自由度が重要!!」

「あなたたちのポテンシャル、
P-waveのphase shiftが
めちゃくちゃだし、
60年代の核力より酷いよ」

そう単純なストーリーではない


