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Theoretical issues on black hole jets

• Energy injection !"
• BH or disk?

• Mass injection $̇"
• Outflow + inflow structure in funnel

• Acceleration
• Γ&'( ~ !"/$̇"+,

• B field flux
• Collimation
• Global/local stability
• Dissipation
• Emission
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Fig. 3.—Initial (left) and final (right) distribution of A!. Level surfaces coincide with magnetic field lines, and field line density corresponds to poloidal field
strength. In the initial state field lines follow density contours if "0 > 0 :2 "0 ; max .
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Debates on energy injection mechanism

Then, after some calculations, we obtain

gKerr
µν + gBZ

µν = gKerr+(δM̄,δJ̄)
µν + gotherµν + [ℓ = 2 terms] +O(α3) +O(β2), (159)

where gotherµν does not depend on time. This shows that the ℓ = 0, 1 time-dependent terms

of gµν = gKerr
µν + gBZ

µν can be expressed as the Kerr metric with time-dependent parameters,

gKerr+(δM̄ ,δJ̄)
µν , whose time dependence is determined from the energy and angular momentum

extraction rates of the Blandford-Znajek process. If we regard M + δM̄ as a black hole

mass, its time dependence coincides with Eq. (153). Therefore, this gives an appropriate

time-dependent mass for the energy extraction in the present setting.

We have seen that the ℓ = 0, 1 time-dependent terms of our results can be fit by the

Kerr metric with time-dependent parameters in the Eddington-Finkelstein like coordinates.

We should note that it is essential on which time coordinate we let the mass and angular

momentum parameters depend. For example, if we let them depend on time in the Boyer-

Lindquist coordinates, our results cannot be fit by the corresponding spacetime. Finding

an appropriate coordinate system is not such a trivial problem, and what we showed is that

the Eddington-Finkelstein like coordinates is the appropriate choice.

Finally, we comment on Aeff(2,1) in Eq. (121). While Aeff(2,1) is related to the flux associ-

ated with ∇µ(T eff
µν (∂V )

ν) = 0 (see Sec. IIC 3), at this stage, the physical meaning of Aeff(2,1)

is not clear. Because δM (2,1) in Eq. (126) is written by Aeff(2,1), it is useful to consider the

meaning of “the mass term” δM (2,1). If we compare the situation with the Kerr black hole

case, δM (2,1) corresponds to δM (2,1)
Kerr in Eq. (B14). As shown in Eq. (B21), “the mass term”

δM (2,1)
Kerr in the Kerr black hole case does not directly denote the variation of the mass of the

black hole, and the variation of the physical mass is obtained by subtracting the effect of the

spin from δM (2,1)
Kerr , the second term of the right-hand side of Eq. (B21). This suggests that

δM (2,1) also contains information of both the mass and angular momentum of black holes,

and this is the reason why Aeff(2,1)|r=r0 in Eq. (124) does not coincides with −ĖBZ.

VI. SUMMARY AND DISCUSSION

We developed the formalism of monopole and dipole linear gravitational perturbations

around the Schwarzschild black holes in the Eddington-Finkelstein coordinates against the

generic time-dependent accreting matters. We derived the mass and angular momentum
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Ideal MHD steady axisymmetric solutions

3.2.2. Parameter Dependences

We calculate the parabolic configuration models with
different parameter values listed in Table 1 to investigate the
dependencies of the density distribution on the BH spin a and
up,ss.

We use a= 0.8 and 0.95 for the P2 and P3 models,
respectively, to investigate the BH spin dependence.
ˆ hWE E n n, , ,F norm are shown in Figure 4. Interestingly, as a
becomes larger, the density gets larger near the jet edge and
smaller near the axis, while Ê changes in the opposite way. ηE
of the P2 and P3 models also roughly follow qµsin2

H. ηE
becomes larger in all the field lines with a because of the
increase of B3(r= rH) and the Poynting flux. ΩF also increases
with a. The force-freeness 1− LΩF/E is smaller than 0.2 for all
three models. The minimum value 1− LΩF/E≈ 0.01 realizes
where Ê is maximum.

We perform calculations with different up,ss. We use
up,ss= 6× 10−4 and 1.4× 10−3 for the P4 and P5 models,
respectively. The results are shown in Figure 7. When up,ss is
smaller, n/nnorm changes in a similar fashion as a gets larger.
n/nnorm at the jet edge changes proportional to -up,ss

1 . The P1,
P4, and P5 models show that ηE does not significantly depend
on up,ss. As up,ss decreases, Ê increases and η decreases for all
the field lines.

4. Discussion

4.1. Density on the Separation Surface

The matter density distribution will constrain the mass-
loading mechanism. In Figure 8, we show n/nnorm of the P1,
P2, and P3 models as a function of rss. n/nnorm is largest at the
jet edge and decreases as Ψ get smaller as shown in Figure 4.
rss decreases as a gets larger. At the far zone, the normalized
density roughly follows µ -n n rnorm ss

2 in all the models.
Figure 9 shows n/nnorm as a function of rss for the different
values of up,ss. We also have the dependence µ -n n rnorm ss

2 in
the far zone in these models. For rss< 10, the rss dependence of
n/nnorm is steeper.

The annihilation of high-energy photons from the accretion
disk is one of the proposed mass-loading mechanisms
(Levinson & Rieger 2011; Mościbrodzka et al. 2011; Kimura
& Toma 2020). This process leads to the e+e− density

distribution n∝ r−6 for the case in which the γ-ray emitting
region is compact near the BH (Mościbrodzka et al. 2011), and
then the particles are injected mainly at the base for the
outflow, i.e., at the separation surface, which is similar to the
situation of our model. However, the dependence r−6 appears
too steep compared with the results in our model. If the γ-ray
emitting region is extended, say around r∼ 10, in the accretion
flow (Kimura & Toma 2020), the r dependence of the e+e−

density can be much shallower and might be consistent with
our results. However, it should be noted that this e+e− injection
model can provide particle number density sufficient for
screening the spark gap (i.e., larger than the Goldreich–Julian
number density), but not sufficient for the radio synchrotron
flux of M87 jet (Kimura & Toma 2020). Other injection
mechanisms such as magnetic reconnection (e.g., Parfrey et al.
2015; Mahlmann et al. 2020) and/or fluid instability (e.g.,
Globus & Levinson 2016; Nakamura et al. 2018; Chatterjee
et al. 2019; Sironi et al. 2021) could be efficient for injecting
electrons that produce the limb-brightened radio emission.
The results of our model are compatible with the observed

limb-brightened emission structure of jets (see also Figure 3),
although it is uncertain what fraction of the matter contribute to
the nonthermal emission. The relative amount of the density
near the axis compared to the one near the jet edge is also
important because the emission near the axis will be Doppler-
boosted, forming the central ridge of the observed triple-ridge
emission structure of M87 jet (Ogihara et al. 2019).

4.2. Comparison to Other Studies

The distribution of the Bernoulli parameters can be
compared to the results of other studies. Huang et al. (2020)
numerically solved the GS equation for the whole region. They
set the loading zone between the separation surface and the
null-charge surface, although it is unclear whether such a large
loading zone is necessary for obtaining the solutions. ˆ ( )YE has
a peak near the jet edge in their result, while our models have
the one relatively closer to the axis. They showed that ΩF
monotonically increases toward the axis, and
ΩF(Ψ= 0)= 0.5ΩH, which is set as a boundary condition,
while in our model, ΩF(Ψ) decreases rapidly near the axis. η of
their model is assumed by a given magnetization parameter and
the poloidal magnetic field at the null-charge surface. It is

Figure 3. Two-dimensional distribution of up, n/nnorm, and σ of the P1 model.
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outmost magnetic field line is specified by
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This is a collimated parabola, with the first term being a pure
parabola, and the second term being a perturbative component
(Beskin et al. 1998). In this paper, we fix the jet width
parameter r0≡10M and treat evt as a free parameter of the jet
shape. Therefore, the free parameters in our MHD jet model are
the BH spin a, the perturbation parameter of jet shape evt, and
the magnetization parameter σ0.

Solving the MHD GS Equation (6) is an eigenvalue problem,
with eigenvaluesW Y( ) and Y$( ) to be determined ensuring that
the field lines cross the inner or outer Alfvén surface smoothly.
The Bernoulli Equation (4) is also an eigenvalue problem, with
eigenvalues Y� $ in( ) ( ) and Y� $ out( ) ( ) determined ensuring
that the inflow and outflow smoothly cross the inner and outer
FM surface. We numerically solve the two coupled equations
iteratively. In each iteration, the GS equation provides the field
line configuration fed into the Bernoulli equation. The stream
velocity uμ obtained from the Bernoulli equation is used to
calculate +EM and +MT, which are fed into the GS Equation (6)
for the next iteration. When all quantities converge to an
expected precision, both the EM field and four-velocity uμ of
an MHD jet are obtained (see details in the Appendix).

3.1. A Fiducial Model

In this subsection, we analyze a fiducial model with a BH
spin a=0.998, the perturbation parameter of the outmost field
line shape εvt=0.01, and the magnetization parameter
σ0=600 as an example, and summarize some generic features
of MHD jets powered by spinning BHs.

3.1.1. Magnetic Field Lines

In Figure 2 we compare the poloidal magnetic field lines of
the initial guess (thin dotted lines), the FFE solution (thick
dotted lines), and the MHD solution (thin solid lines). The thick
lines in both panels represent the outermost field line, which is
given by Equation (15). As expected, the deviation of the MHD
solution from the FFE counterpart is relatively small because
the value of σ0 is high (the higher σ0, the more it is
magnetically dominated).
In the zoom-in plot (left panel), the locations of the inner FM

surface (aqua), Alfvén surfaces (purple), and light surfaces
(magenta) are presented. For the fiducial model with a BH spin
a=0.998, the outer light surface radius of the outermost field
line is ∼5.1M. This radius will increase when the BH rotates
slowly, e.g., it is ∼9.1M for a=0.85, as discussed below. The
loading zone is located between the two blue lines, with the left
boundary set by the null surface and the right boundary set by
where =u 0p outflow∣ is obtained from solving the Bernoulli
equation. In the zoom-out plot (right panel), the outer FM
surface terminates on some field line close to the polar
direction. Beyond this field line there exists no global solution
of supermagnetosonic outflow (see details in Appendix A.1).
Fortunately, we find that the fraction of such field lines is small,
and we set the outflow velocity as the velocity along the last
field line that carries supermagnetosonic outflow.
In Figure 3 we present the angular velocity of the magnetic

field lines W MHD∣ (solid line), the corresponding force-free
solution W FFE∣ (dotted line), and the eigenvalues � $ in;out( )
(dashed lines) of the fiducial model. Compared to the monopole
solution, in which W » W0.5FFE H∣ (see Paper I), the magnetic
field lines of the collimated jet rotate more slowly. Specifically,
the outmost field line rotates with an angular velocity

Figure 2. Left: the poloidal field line configuration of an MHD jet of the
fiducial model (thin solid lines), its FFE counterpart (thick dotted lines), and the
initial guess (thin dotted lines) for comparison. The corresponding parameters
are e s =a, , 0.998, 0.01, 600vt 0( ) ( ). The outmost field line is shown as the
thick solid line. The loading zone is located between the two blue lines, with
the left boundary at the null surface. The dashed purple, magenta, and aqua line
represent the Alfvén surfaces (A), light surfaces (LS), and inner fast
magnetosonic (FM) surface, respectively. Right: a zoom-out configuration of
the field lines shown in the left panel. The outer fast magnetosonic (FM)
surface is presented as the aqua line.

Figure 3. Comparison of angular-velocity-like quantitiesW FFE∣ (dotted),W MHD∣
(solid), and � $ in;out( ) (dashed), of the fiducial model.
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larger near the axis, which is the opposite trend from our
results.

ΩF(Ψ) distribution is also shown in Beskin & Zheltoukhov
(2013), in which they solve the GS equation of a cylindrical jet
in a special relativistic regime. In their result, ΩF(Ψ) decreases
near the axis like our results. This trend is also seen in the
GRMHD simulation of McKinney et al. (2012).

4.3. Magnetic Bending Profile

Pu & Takahashi (2020) introduced the reasonable shape of
the function of Ep,ZAMO/BT,ZAMO, which can be rewritten by
the bending angle of the field line, and derived wind solutions
with the prescribed function (see also Tomimatsu & Takaha-
shi 2003; Takahashi & Tomimatsu 2008).

∣ ( )∣= fE G B G gp,ZAMO p t 33 is the poloidal electric field

strength and ∣ ( )∣a=B B gT,ZAMO 3 33 is the toroidal magnetic
field strength in the zero angular momentum observer frame.
There are some constraints to this function. First,

Ep,ZAMO/BT,ZAMO= 1 at the horizon (i.e., the Znajek condi-
tion). Second, Ep,ZAMO/BT,ZAMO= 0 at the null-charge surface,
where the field line corotates with the spacetime
(−g03/g33=ΩF). Finally, ( ) ˆ< -E B E1 1p,ZAMO T,ZAMO

2 2

for the outflow in order to prevent up from diverging. For the
outflow, Ep,ZAMO/BT,ZAMO needs to increase for the flow to
accelerate. Additionally, Ep,ZAMO/BT,ZAMO should be smooth
and continuous.
The previous studies mentioned above prescribed

(Ep,ZAMO/BT,ZAMO)2 as a constant value for outflow and
derived up using it. The assumed (Ep,ZAMO/BT,ZAMO)2 and the
derived one using Equation (8) was not self-consistent. We

Figure 4. Êin, ΩF, ηinEin, and n/nnorm at the separation surface. The black, blue, and red lines are the results of P1, P2, and P3 models, respectively. The number
density at the separation surface is concentrated more near the jet edge when the BH spin a is larger.
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M87

Black Hole Shadow in M87 7

50 µas

Figure 3. Top: EHT image of M87* from observations on
April 11, 2017 as a representative example of the images col-
lected in the 2017 campaign. The image is the average of
three di↵erent imaging methods after convolving each with
a circular Gaussian kernel to give matched resolutions. The
largest of the three kernels (20µas FWHM) is shown in the
lower right. The image is shown in units of brightness tem-
perature, Tb = S�2/2kB⌦, where S is the flux density, �
is the observing wavelength, kB is the Boltzmann constant,
and ⌦ is the solid angle of the resolution element. Bottom:
Similar images taken over di↵erent days showing the stabil-
ity of the basic image structure and the equivalence among
di↵erent days. North is up, East to the left.

Gammie 2018; Bronzwaer et al. 2018; Younsi et al.
2019). We limit ourselves to providing here a brief de-
scription of the initial setups and the physical scenar-
ios explored in the simulations; see Paper V for details
on both the GRMHD and GRRT codes, which have
been cross-validated for accuracy and consistency (Porth
et al. 2019; Gold et al. 2019).
A typical GRMHD simulation in the library is char-

acterized by two parameters: the dimensionless spin
a⇤ ⌘ Jc/GM2, where J and M are the spin angular mo-
mentum and mass of the black hole, respectively, and the
net dimensionless magnetic flux over the event horizon
� ⌘ �/(ṀR2

g)
1/2, where � and Ṁ are the magnetic flux

and mass flux (or accretion rate) across the horizon, re-
spectively. Since the GRMHD simulations scale with the
black-hole mass, M is set only at the time of producing
the synthetic images with the GRRT codes. The mag-
netic flux is generally non-zero because magnetic field
is trapped in the black hole by the accretion flow and
sustained by currents in the surrounding plasma.
These two parameters allow us to describe accretion

disks that are either prograde (a⇤ � 0) or retrograde
(a⇤ < 0) with respect to the black hole spin axis, and
whose accretion flows are either “SANE” (from “Stan-
dard and Normal Evolution”, Narayan et al. 2012) with
� ⇠ 1, or “MAD” (from “Magnetically Arrested Disk”,
Narayan et al. 2003) with � ⇠ 15. 2 In essence, SANE
accretion flows are characterized by moderate dimen-
sionless magnetic flux and result from initial magnetic
fields that are smaller than those in MAD flows. Fur-
thermore, the opening angles of the magnetic funnel in
SANE flows are generically smaller than those in MAD
flows. Varying a⇤ and �, we have performed 43 high-
resolution, three-dimensional and long-term simulations
covering well the physical properties of magnetized ac-
cretion flows onto Kerr black holes.
All GRMHD simulations are initialized with a weakly

magnetized torus orbiting around the black hole and
driven into a turbulent state by instabilities, includ-
ing the magnetorotational instability (Balbus & Hawley
1991), rapidly reaching a quasi-stationary state. Once
a simulation is completed, the relevant flow properties
at di↵erent times are collected to be employed for the
further post-processing of the GRRT codes. The gener-
ation of synthetic images requires, besides the proper-
ties of the fluid (magnetic field, velocity field, rest-mass
density), also the emission and absorption coe�cients,
the inclination i (the angle between the accretion flow
angular-momentum vector and the line of sight), the po-
sition angle PA (the angle East of North, i.e., counter-
clockwise on our images, of the projection on the sky of
the accretion-flow angular momentum), the black hole
mass M and distance D to the observer.
Because the photons at 1.3mm wavelength observed

by the EHT are believed to be produced by synchrotron
emission, whose absorption and emission coe�cients de-
pend on the electron distribution function, we consider
the plasma to be composed of electrons and ions that
have the same temperature in the magnetically dom-
inated regions of the flow (funnel), but a substantially
di↵erent temperature in the gas dominated regions (disk
midplane). In particular, we consider the plasma to be

2
We here use Heaviside units, where a factor of

p
4⇡ is absorbed

into the definition of the magnetic field.
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Fig. 4. Stacked M 87 jet images and transverse intensity profiles. Panel (a) : The image with a restoring beam of 0.3 ⇥ 0.1 mas. The core (C),
northern/southern limbs (NL/SL) of the jet (J), and the counter jet (CJ) are indicated by white arrows. Panel (b) : The same image but restored
with a smaller beam of 0.123 ⇥ 0.051 mas and zoomed in on the inner region. The colorbars indicate total intensities in units of Jy/beam. Contour
levels are (�1, 1, 1.4, 2, 2.8, ...) ⇥ 0.47 mJy/beam. The white bars indicate projected linear distance scales for M 87. The white dashed lines denote
the position of the slices in panel (c). The restoring beams are indicated by the cyan ellipses at the top left corner of each panel. Panel (c) : The
transverse jet intensity profiles measured by using the higher resolution image in Fig. 4b (starting from north to south). The dark solid/broken lines
are the measured intensity at ⇠ 0.8/0.6 mas core distance, respectively. The light gray line is the zero intensity level and the dark thick gray line
indicates the 5� level.

the intrinsic jet opening angle is �int = 63.6� ± 25.0� (90� ± 28�)
for a jet viewing angle ✓ = 18� (30�), respectively.

Asymptotic structure in the measured jet width W versus
the distance from the central engine z was fit with a power-law
model W(z) / z

k where k is a dimensionless index which pa-
rameterizes the jet expansion and acceleration within theoretical
models (e.g. Komissarov et al. 2007; Lyubarsky 2009). It is im-
portant to note that the core separation d is not necessarily the
same as the the distance from the central engine z because of the
jet opacity (e.g. Lobanov 1998). Hence, we associate the core
separation d to the distance from the central engine by z = ✏ + d

where ✏ is the unknown o↵set between the BH and the 86 GHz
core (see Fig. 7). We adopted ✏  41 µas based on the results

of Hada et al. (2011), where the authors performed astromet-
ric VLBA observations toward M 87 at 2.3 � 43.2 GHz and esti-
mated the distance between the intensity peak and the jet apex at
43 GHz. Then we obtained W as function of z and the power-law
model was fit to W(z).

We find a jet expansion rate of k = 0.469 ± 0.019 when we
ignore the core-shift at 86 GHz (i.e., ✏ = 0). With a non-zero
core-shift correction (✏ , 0), we find k ⇠ 0.47�0.51 with a mean
value of k = 0.498 ± 0.025 (the error represents uncertainties in
both the core position and the statistical fitting). Both fits have a
reduced chi square of �2

red ⇠ 0.51. This is in agreement with pre-
vious values of k = 0.56�0.60 (Asada & Nakamura 2012; Hada
et al. 2013; Mertens et al. 2016) within 3� uncertainty levels. To
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(Biretta et al. 1999; Cheung et al. 2007; Giroletti et al. 2012).
On the other hand, no prominent superluminal features inside
rB have been confirmed in VLBI observations over recent
decades (Reid et al. 1989; Kellermann et al. 2004; Ly et al.
2007). Instead, subluminal features are considered as nonbulk
motions, such as growing instability patterns and/or standing
shocks (e.g., Kovalev et al. 2007). Thus, this discrepancy (a
gap between subluminal and superluminal motions along the
jet axial distance) has been commonly recognized. Asada et al.
(2014) discovered a series of superluminal components
upstream of HST-1 (z/rg∼105–106), providing the missing
link in the jet kinematics of M87.

Very recently, superluminal motions on the scale of
z/rg;103–104 were finally discovered by Mertens et al.
(2016) and Hada et al. (2017). These observations give a
diversity to the velocity picture and suggest the hypothesis that
the systematic bulk acceleration is taking place if the observed
proper motions indeed represent the underlying bulk flow. A
smooth acceleration from subliminal to superluminal motions
upstream of HST-1 is argued in the context of the MHD jet with
an expanding parabolic nozzle (Nakamura & Asada 2013;
Asada et al. 2014; Mertens et al. 2016; Hada et al. 2017), while

observed proper motions exhibit a systematic deceleration in
the region downstream of HST-1 (Biretta et al. 1995, 1999;
Meyer et al. 2013), where the jet forms a conical stream.
Paired sub-/superluminal motions in optical/radio observa-

tions at HST-1 (Biretta et al. 1999; Cheung et al. 2007; see
Figure 16 at ∼106rg) are modeled by the quad relativistic MHD
shock system with a coherent helical magnetic field (Nakamura
et al. 2010; Nakamura & Meier 2014). Taking the complex 3D
kinematic features of trailing knots downstream of HST-1
(Meyer et al. 2013) into account, a growing current-driven
helical kink instability associated with forward/reverse MHD
shocks in the highly magnetized relativistic jet (Nakamura &
Meier 2004) may be responsible for organizing the conical jet
in M87 at the kiloparsec scale.
We examine here the jet kinematics with observations far

upstream of HST-1 at z/rg;103–104 (Kellermann et al. 2004;
Kovalev et al. 2007; Hada et al. 2016, 2017; Mertens et al.
2016). The distribution of Γβ reaches a maximum level of ;3
and extends to a lower value by more than two orders of
magnitude as is shown in Figure 16. Mertens et al. (2016)
interpret that the flow consists of a slow, mildly relativistic
(Γβ∼0.6; subluminal) layer (the exterior of the jet sheath),

Figure 16. Distribution of Γβ as a function of the jet axial distance z (deprojected with M=6.2×109 Me and θv=14°) from the SMBH in units of rg. The data of
proper motions are taken from the literature (Reid et al. 1989; Biretta et al. 1995, 1999; Kellermann et al. 2004; Cheung et al. 2007; Kovalev et al. 2007; Ly et al.
2007; Giroletti et al. 2012; Meyer et al. 2013; Asada et al. 2014; Hada et al. 2016; Mertens et al. 2016; Hada et al. 2017, labeled as R89, B95, B99, K04, C07, K07,
L07, G12, M13, A14, H16, M16, and H17, respectively). Theoretical expectation by utilizing the FFE parabolic (z∝R1.8) jet solutions (NMF07; TMN08) is also
displayed with varying Kerr parameters (a=0.5: dotted line; a=0.7: dashed line; a=0.9: triple-dot-dashed line; a=0.99: solid line). The vertical solid line with
horizontal bars (cyan) indicates a range of maximum values in the jet sheath (between two outermost streamlines: z∝R2 and z∝R1.6), which are obtained in our
GRMHD simulations at rout=100rg (a=0.5–0.99; see Figure 12). For our reference, the maximum value in McKinney (2006, labeled as M06) with a=0.9375 is
marked with a filled star. Also, the vertical solid line with horizontal bars (black) indicates a range of maximum values in Penna et al. (2013, labeled as P13) with
a=0.7–0.98. The horizontal gray line corresponds to Γβ with b q= cos v , at which the Doppler beaming has a peak (see also Figure 18).
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Radio jet emission is produced in funnel region(?)

In this paper, we build a simple model of emission in the
funnel, specifically at the bottom of the stagnation surface (with
no emission from the accretion disk or funnel wall), and
examine whether such emission can reproduce the observed
ring-like emission structure by calculating GRRT and sub-
sequent image reconstruction assuming EHT arrays.

2. Setup of Stagnation Ring Model and GRRT Calculations

We compute the images of the stagnation ring with
nonthermal electrons around the Kerr BH, by using a GRRT
code RAIKOU (Kawashima et al. 2019; T. Kawashima et al.
2021, in preparation). We set the BH mass M = 6.5× 109Me
(EHTC2019f) and the BH-spin parameter a* = 0.5, 0.7, 0.9,
and 0.99. The observer screen with the field of view
160 μas× 160 μas divided by 2400× 2400 pixels is located at
104rg with viewing angle i = 163°. We assume the distance of
M87* to be D = 16.7Mpc (Bird et al. 2010).

First of all, we present the location and the structure of the
stagnation ring (see Figure 1). We set plasmas at the bottoms of
the stagnation surfaces in the funnel. This is because the
breakdown of MHD conditions could occur there (Broderick &
Tchekhovskoy 2015). The breakdown of MHD conditions is
the emergence of an electric field parallel to the magnetic field,
which is caused by strong magnetization inside the jet funnel
suppressing the diffusion of charged particles from the
accretion flow and the resultant low density plasma that is
insufficient to screen the electric field. More particles are
expected to be created via, e.g., inverse-Compton pair-
catastrophe, at regions with stronger magnetic fields, which
are closer to the BH. The position of the stagnation ring center
is located inside the outermost streamline in the jet funnel,
which can be represented by the magnetic stream function
(Tchekhovskoy et al. 2008) being connected with the outer
horizon of the BH on the equatorial plane:

⎛
⎝⎜

⎞
⎠⎟( ) ( ) ( )q qY = - =
k

r
r
r

, 1 cos 1, 1f f
f

H
f

where (rf, θf) describes the outermost streamline in the jet
funnel and ( )= + -r r a1 1H g

2
* is the outer horizon radius

of the Kerr BHs. We set κ = 0.75 in such a way that the
magnetic-streamline shape is consistent with the VLBI
observations (Hada et al. 2016; Kim et al. 2018), and choose
rf/rg, as summarized in Table 1, to be consistent with GRMHD
simulations (Nakamura et al. 2018)10

The radius of the cross-section circles of the stagnation rings
(the filled blue circles in Figure 1) are set to be rsize = 0.5rg,
being in rough agreement with the estimated scale length of the
emission region inside the M87 jet. The synchrotron cooling
timescale tsyn limits the scale length of the emission region as
ℓsyn = ctsyn

( ) ( )s g n= ~ - -m c U r B3 4 0.3 50 G 230 GHz ,e B
2

T e g
3 2

syn
1 2

where we have assumed that the Lorentz factor of bulk motion
is ∼1 at the stagnation surface, and n g p= eB m c2 esyn e

2 .
Physical quantities of stagnation rings are as follows. We set

the magnetic-field strength B = 50 G (Kino et al. 2015). The
energy spectrum of the nonthermal electrons are assumed to
be∝ γ− p in the range 50� γ� 5× 103, where γ is the Lorentz
factor of the electrons and p = 3.5 is the power-law index.
Here, the minimum Lorentz factor is chosen to be
νsyn∼ 230 GHz, being consistent with the parameter range in
Dexter et al. (2012). The maximum Lorentz factor is set to be
so high that it does not affect the results at 230 GHz. We set the
number density of the nonthermal electrons, as shown in
Table 1, in such a way that the resultant radiative flux at
230 GHz is;0.6 Jy (EHTC2019d). Normalized angular
velocity of the stagnation ring is set as described in Table 1.
Here, the angular velocity Ω = u j/u t is evaluated by using the
azimuthal and time component of the four-velocity u j and u t,
measured in the observer frame at the stagnation surface in
GRMHD simulations (Nakamura et al. 2018), which will be
almost equivalent with the angular velocity of the BH
magnetosphere since the radial (and poloidal) velocity is zero
at the stagnation surface. We note that Ω/ΩH ; 0.5 is also

Figure 1. Location and geometry of the stagnation rings. The filled blue circles
display the stagnation rings. The gray curves present the outermost streamline
in the jet funnel described by Equation (1). The cyan dashed lines describe the
rough position of the stagnation surface (a more precise and detailed structure
is shown in Figure 14 in Nakamura et al. 2018). The red dotted lines display the
innermost and outermost photon spheres (Teo 2003, EHTC2019e), which is
referred to as the photon shell (Johnson et al. 2020). The photon spheres for the
observer with i = 163° exist inside the photon shell.

Table 1
Parameters of Stagnation Ring Model

a* rf [rg] n e(nth)[cm−3] Ω [rg/c] Ω/ΩH

0.5 13 8.9 × 102 0.06 ;0.45
0.7 10 1.2 × 103 0.08 ;0.36
0.9 6.5 3.5 × 103 0.15 ;0.48
0.99 4 6 × 103 0.2 ;0.46

Note. The parameters B = 50 [G], rsize = 0.5 [rg], g = 50min , g = ´5 10max
3,

and p = 3.5 are used in all the models in this work.

10 In Nakamura et al. (2018), the accretion flow is in the semi-magnetically
arrested disk (MAD) state, which is an intermediate state between standard and
normal evolution (SANE) and MAD, see Narayan et al. (2012), Sádowski et al.
(2013), Tchekhovskoy (2015), EHTC2019e, and references therein for the
detail of SANE and MAD. SANE and MAD are weakly and strongly
magnetized states, which are defined by the dimensionless magnetic flux
threading the event horizon fBH ∼ 1 and ∼15, respectively. Here,

�f = F M r cBH BH BH g , and ΦBH = (1/2)∫θ∫j|Br|dAθj, dAθj is an area
element in the θ–j plane, and �MBH is the mass accretion rate onto the BH.
The magnetic field in MAD is so strong that it obstructs the steady infall of
plasma and results in accretion with strong time variability (Igumenshchev
et al. 2003; Narayan et al. 2003; see also Bisnovatyi-Kogan & Ruzmai-
kin 1974, 1976). The strong magnetic field in MAD leads to formation of the
wider jet funnel and also the higher jet efficiency (i.e., higher ratio of jet-power
to accretion-power) due to a more efficient Blandford–Znajek process than that
in SANE.
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roughly consistent with those in another type of GRMHD
simulation solving inside the jet funnel (Tchekhovskoy et al.
2010), where ΩH = a*c/2rH.

We calculate the GRRT images of the stagnation ring model
at 230 GHz. We assume that there is a vacuum outside the
stagnation ring to focus on the possibility that the stagnation
ring mimics the ring-like image observed in M87 without the
uncertainty of the accretion flow emission. The synchrotron
emission and absorption via the nonthermal electrons are
incorporated as described in Dexter (2016), in which the
coefficient of emissivity and the absorption are numerated and
tabulated without assuming � �g n n g nmin

2
p max

2
p, where

n q p= eB m c3 sin 4p B e . Following some works based on
semianalytic models (e.g., Pu et al. 2016), we fix the angle
between the ray and the magnetic field to be π/6 for simplicity.

3. Simulated Stagnation Ring Images and Comparison with
the Ring Images of M87*

The resulting image of the stagnation ring is shown in
Figure 2. The top panels present the total ring images including
both of the approaching- and counter-jet. The position angle of
the jet is assumed to be 270°, i.e., the observer is in the the west
(right) direction in the screen. It is shown that the diameter of
the all-ring images decreases with the increase of the BH spin,
as a consequence of the appearance of the stagnation ring closer
to the BH when the BH spin is higher. Importantly, for
a* = 0.99, the stagnation ring image in the counter-jet region (
i.e., the outer ring) almost coincides with the photon ring with
diameter∼40 μas, which is consistent with the observed ring
diameter in M87*. We also note that the small ring via the
approaching jet emission appears inside the∼40 μas ring.
In order to understand these complicated ring features, we

decomposed the images into those from the approaching- and

Figure 2. Stagnation ring images with both of the approaching-jet (AJ) and counter-jet (CJ) emission (top), AJ only (middle), and CJ only (bottom) with PA = 270°.
The color represents the intensity normalized by the maximum intensity including both the approaching- and counter-jet for each BH-spin parameter. Since the quasi
photon-ring is too thin and dim in the panel of AJ emission with a* = 0.5, we insert the rectangular box showing the magnified view of part of the quasi photon-ring
and the direct image of the approaching jet, in which the substructure of the quasi photon-ring can also be found.
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Figure 9. For the offline versions of this paper, this figure is a colorized version of one frame from the 2007 movie. Online at
the journal, or in astro-ph ancillary file M87 VLBA 2007.mp4, the figure is the movie, showing the first 11 images in sequence,
with pauses proportional in time to the interval between epochs (typically three weeks). The underlying images are the same
as those in Figures 7 and 8. The series of ticks along the bottom indicates elapsed time and the moving box indicates which
epoch is being displayed. The movie shows the actual observed epochs because confusing artifacts appear when interpolating
undersampled data. The movie provides a clear visual impression of outward motion, but also of a rapidly evolving pattern that
makes it hard to follow individual features over long periods.

ties were encountered with the calibration and a full po-
larization analysis has been deferred. But two epochs,
2007 January 27 and 2007 May 10, were successfully cal-
ibrated and imaged. The polarization structure within
3 mas of the core is shown in Figure 15 for those two
epochs. Magnetic field vectors are shown under the as-
sumption that they are rotated 90◦ from the measured
electric field vectors and that there is no significant rel-
ativistic aberration or rotation measure. These assump-
tions will need to be checked because rotation measures
high enough to matter (greater than about 5000 radi-
ans m−2) have been observed at other positions and
frequencies in M87 (Zavala & Taylor 2002; Kuo et al.
2014). It may be possible to extract rotation measures
from our data but that analysis has not yet been com-
pleted. The magnetic field vectors are superimposed on
total intensity contours and a grey scale image indicat-
ing the polarized intensity. The polarization percentage
varies from near zero close to the core where the field
direction flips, to about 4% about 0.4 mas from the core
along the southern edge of the jet, and along the north-
ern edge of the jet in the first epoch. Farther along the
jet, and closer to the core along the northern edge in
the second epoch, the polarized emission is too weak for
reliable detection in these two data sets. The peak po-
larized flux densities (noted in the figure caption) are

seen about 0.15 mas southwest of the core. At those lo-
cations, the polarization percentages are 1.5% and 1.1%
at the first and second epochs. On the counter-jet (east)
side of the core, within the wings of the beam, the po-
larization is 1% to 2%.
The magnetic field orientation shows a consistent pat-

tern at the two epochs. This might be expected as there
were no large changes to the intensity structure dur-
ing this period. On the jet side of the core the mag-
netic field vectors are approximately perpendicular to
the local jet axis. Rotation of the vectors between north
and south edges reflects the wide jet opening angle. On
the counter-jet side of the core, the magnetic field vec-
tors are approximately parallel to the counter-jet axis,
again rotation between north and south edges reflects
the wide opening angle. While the ∼90◦ polarization
angle change near the core may reflect the magnetic
field structure, it is also possible to get such an effect
in VLBI sources as a result of the transition from opti-
cally thick to optically thin emission. A related opacity
effect is expected to displace the radio core from the ac-
tual black hole location. Such a shift for 43 GHz in M87
was measured by Hada et al. (2011) to be 41 ± 12 µas.
Given that the polarized emission on the counter-jet side
of the core is within the wings of the convolving beam,
it is possible that it originates in the portion of the jet
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Figure 1. 2D evolution of the out-of-plane field Bz (color
scale) — in units of the initial jet field Bz0 ⌘ Bj,z — at (a)
!pt = 80, (b) !pt = 3262, (c) !pt = 4216, (d) !pt = 5171,
and (e) !pt = 12569, with in-plane field lines overlaid. The
magnetized jet is initially at |x| . 250 c/!p, surrounded by
the wind.

plasma scales up to ⇡0.3Ly — in pressure equilibrium
with the surrounding wind plasma.
The evolution of the KHI is further analyzed in Fig. 2.

The jet starts with bulk four-velocity ��y = �0�0 = 1.3
(blue in (a)), and it is magnetically-dominated, with
�y ⇡ �j,y = 6.7 (dotted blue in (b)) and �z =
�y tan2 ✓ ⇡ 93.3 (here, �i ⌘ B2

i /4⇡n0mec2 is the mag-
netization contributed by the field component Bi). As a
result of the KHI, the in-plane field lines are twisted and
folded, and a significant Bx develops at the jet bound-
aries, with peak magnetization �x ⇡ 4 (green and yellow

Figure 2. Temporal evolution of y-averaged profiles, with
colors from blue to red referring to the same times as pan-
els in Fig. 1. (a) Bulk four-velocity along y, in units of the
speed of light, where in each cell the fluid speed is com-
puted by averaging over velocities of individual particles.
(b) Local magnetization contributed by Bx (solid lines), i.e.,
�x = B2

x/(4⇡n0mec
2). Dotted lines represent the magneti-

zation from in-plane fields, i.e., �x + �y, at the initial (blue)
and final (red) times. (c) Electron internal energy density
normalized to the initial rest-mass energy density of jet elec-
trons. Dotted lines refer to jet electrons only, at the initial
(blue) and final (red) times.

in (b)). Since part of the resulting magnetic energy will
be dissipated by reconnection, the peak value of �x can
be taken as a proxy for the characteristic magnetiza-
tion of reconnecting current sheets. Since �x & 1, KHI-
driven reconnection occurs in the relativistic regime.
The end stage (red lines) shows a velocity profile char-

acterized by a fast jet core (at |x| . 100 c/!p), mov-
ing nearly at the initial four-velocity �0�0 = 1.3, sur-
rounded by wings (or, a sheath) of slower moving ma-
terial (at 100 . |x| . 250 c/!p), with ��y ⇡ 0.5.
A trans-relativistic sheath also characterizes the final
stages of simulations starting with faster jets (�0�0 = 3
and �0�0 = 10). In the sheath near |x| ⇡ 200 c/!p,
the in-plane magnetic energy density (dotted red in (b))
is nearly in equipartition with the electron energy den-
sity (solid red in (c)), or equivalently, the plasma beta
�p ⇡ 1. This is a generic outcome of relativistic recon-
nection (e.g., Sironi et al. 2016).
The nonlinear development of the KHI leads to ef-

ficient particle acceleration (the temporal evolution of

2D PIC simulation of shear flow 
(with thickness Δ ≫ ⁄$ %&)

Can these blobs 
accelerate to G ~ several?

3.5. Reconnection Rate

We calculate the reconnection rate in a similar way to the
Orszag–Tang vortex for both MAD and SANE configurations.
We first transform the Eulerian electric and magnetic fields into
a local inertial frame (see, e.g., White et al. 2016) to apply the
standard reconnection analysis. We project the fields in the flat
frame along the direction parallel to the current layer to
determine the upstream geometry, and a typical Harris-type
sheet structure is found in Figure 12 both for the magnetic field
and the current density magnitude J. All three magnetic field
components switch sign in the current sheets, indicating that
zero-guide-field reconnection occurs in both MAD and SANE
cases.

In the local inertial frame, we determine the inflow speed
from the ´E B velocity that we project along the direction
perpendicular to the current sheet, and then calculate the
reconnection rate as ( )= -v c v v c2rec up, left up, right . In both
MAD and SANE configurations, we select 10 current sheets at
different times during the quasi-steady-state phase of accretion
and consistently find a reconnection rate between 0.01c and
0.03c. This finding is in accordance with analytic resistive
MHD predictions for plasmoid-dominated reconnection in
isolated current sheets (Bhattacharjee et al. 2009; Uzdensky
et al. 2010). Note that the actual Lundquist number is
approximately ( )h= '2S L c 10sheet

5 , as all current sheets
have a typical length scale of ( – )~' r5 20 g , confirming that
reconnection occurs in the plasmoid-dominated regime as
�S 104.

4. Flare Analysis

Sgr A* shows daily flares in the near-infrared (on average
every ∼6 hr; Eckart et al. 2006) and X-ray (on average every
∼12–24 hr; Baganoff et al. 2003) spectrum, often without a
significant time lag. The X-ray flares are large-amplitude
outbursts followed by a quiescent period, whereas near-infrared

flares appear as peaks within an underlying noise. The near-
infrared flares can typically last for ∼80 minutes, and the X-ray
flares show shorter timescales of ∼50 minutes. Substructural
variability with a characteristic timescale of ~1525 minutes is
regularly observed in near-infrared flares (Genzel et al. 2003;
Eckart et al. 2006. The Gravity Collaboration et al. (2018)
resolved the flare locations of three flares in the central r10 g.
The near-infrared flares are polarized, indicating their origin in
synchrotron radiation produced by relativistic electrons. The
polarization angle can change significantly during the flare
(Dodds-Eden et al. 2009, 2010), indicating a change of
topology of the magnetic field, e.g., due to magnetic
reconnection. The near-infrared flares in the spectrum are
explained by a peak synchrotron frequency in accordance with
Lorentz factors of ( )G -2 B B103

quiescence
1 2, where B is the

magnetic field strength in Gauss (G) and –~B 10 50 Gquiescence
is the field strength in quiescent periods in the inner r10 g of the
accretion disk (Dodds-Eden et al. 2009). This in turn requires
particle acceleration, which is likely to be powered by tapping
energy from the magnetic field, to energies well above the
quiescent temperature of ~ ´3 10 K10 (Bower et al. 2006).
The magnetic field strength is expected to significantly
decrease to –~1 10 G during a flare to explain the simultaneity
and symmetry of the X-ray and near-infrared light curves
(Dodds-Eden et al. 2010).
Here, we compare the first time-dependent GRRMHD model

for flare generation with observational constraints for Sgr A*.
To convert the plasma temperature and magnetic field strength
from code units to cgs units, we find a scaling factor

=B 50 G0 for the MAD state such that the field strength at
r3 g, where the accretion disk starts, is equal to 50 G in
quiescence, as constrained by observations (Dodds-Eden et al.
2009) for Sgr A*. This results in a field strength of 10 G at

r10 g in quiescence, and the field strength scales as ∝r−1

with distance from the black hole. The fluid temperature
rp is normalized as ( )r=T p m kp0 0 0 B [K], where

Figure 10. ( )b =- b p21 2 at four typical times [ ]=t r c2941, 2971, 2988, 3009 g (from left to right) during the quasi-steady-state phase of accretion in the MAD
configuration. Magnetic field lines are plotted on top as solid black lines. In the top half, one can detect the accretion of a magnetic flux tube (left panel) at
» »x r y r3 , 1g g that opens up and becomes tearing unstable (second panel) after it connects to the black hole and produces copious plasmoids coalescing into large-

scale structures (third and fourth panels) at » »x r y r5 , 2.5g g, with a typical size of about one Schwarzschild radius.
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where ξz is the redshift evolution factor (Murase & Waxman
2016), fbol is the bolometric correction factor, and fγ/p =
Lγ/Lp . This estimate is consistent with the numerical result
for 1–10 GeV. The cutoff energy for gamma rays due to the
γγpair production is ∼2 GeV for LERGs of ~m m*� � , so the
gamma-ray spectrum has a peak around it.

The diffuse neutrino intensity has a peak at 10 PeV and is
consistent with the extrapolation of the detected intensity
(Aartsen et al. 2015a, 2015b). It rapidly decreases above
the energy due to the pion cooling suppression. The peak
intensity of the neutrinos per flavor can be estimated to
be F » F ~n n g g gE f E1 3 2p

2 2( ) × 10−9 GeVs−1cm−2sr−1,
where = ~g g

- -f t t 0.1p p
1

loss
1 is the pion production efficiency

at the peak energy. The predicted intensity is below the current
upper limit provided by the extremely high-energy (EHE)
analysis (Aartsen et al. 2018). The planned experiment,
IceCube-Gen2 (Aartsen et al. 2019), will be able to detect the
predicted neutrinos, which provides a good test to our model.

We should note the uncertainty of the luminosity function of
LERGs and òj. With the luminosity function given in Table 4 of
Pracy et al. (2016), the diffuse intensities are a factor of 3
lower. In this case, the contribution to the GeV gamma-ray
background is less than 10% and detection of the neutrino
background is challenging even with IceCube-Gen2. This
uncertainty is shown by the shaded regions in Figure 4. On the
other hand, the background intensities can be higher than those
for our reference model for a lower value of òj. The thin lines in
Figure 4 represent the background intensities for òj=0.6.
MADs can provide ∼50% of the GeV gamma-ray background
without significantly overshooting the current upper limit of the
neutrino intensity. Future neutrino observations and accurate
measurements of the radio-luminosity function will be able to
clarify or constrain the parameter space of our MAD model.

Observationally, the gamma-ray luminosity in the LAT band
correlates with the 5 GHz luminosity (Inoue 2011; Di Mauro et al.
2014; Stecker et al. 2019). Our model can reproduce the observed
correlation at the lower luminosity range (bottom panel of
Figure 4), taking into account the dispersion of the Lj–L1.4GHz
relation of 0.7 dex (Cavagnolo et al. 2010). Here, we use
L5GHz≈(5/1.4)0.2L1.4GHz as in the previous works (Willott et al.
2001; Inoue 2011). For radio galaxies of L5GHz1040 erg s−1,
gamma rays from MADs are attenuated by the γγpair production
(see Section 5 for its effects on maximum luminosity). Hence, our
model predicts a subpopulation that shows a fainter Lγ than the
relation, but detecting them by LAT is challenging. For
L5GHz1043 erg s−1, the assumption of the collisionless accre-
tion flow breaks down, and jets should be responsible for the
gamma-ray emission.

4. Particle Injection at the Magnetosphere

The polar region above the central BH lacks mass supply
because the centrifugal barrier and possible globally ordered
magnetic fields prevent thermal particles from entering there.
The density in the region continues to decrease, leading to
formation of a magnetosphere (McKinney & Gammie 2004;
Nakamura et al. 2018). A vacuum gap may open in the
magnetosphere when the number density is below the Gold-
reich–Julian density (Goldreich & Julian 1969),

p p
=

W
» ´ - - -n

B
ec

B
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2 8
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where p» FB R2h GMAD
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-m M1.1 103
4
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1 2� G is the

magnetic field strength at the horizon, F ~ McR50 GMAD
2� is

the magnetic flux for MADs (Tchekhovskoy et al. 2011), and
ΩF≈c/(4RG) is the angular velocity of the field lines with an
efficient energy extraction (Blandford & Znajek 1977). The gap
accelerates charged particles, which highly influences the
structures of bulk flow at the launching point of the jets and
high-energy emission in the magnetosphere (see Rieger &
Levinson 2018).
First, we examine whether the gap can be screened by the

gamma rays emitted from the MAD. The gamma rays create
electron–positron pairs in the magnetosphere through interac-
tion with lower-energy photons. The gap could open at ∼2RG
(Hirotani & Pu 2016; Levinson & Segev 2017; Chen &
Yuan 2020; Kisaka et al. 2020), and we hereafter consider the
magnetosphere, or the funnel, of size 2RG. This is smaller than
the emission region of the high-energy photons, and thus we
assume the isotropic photon distribution. Most of the observed
radio galaxies have soft photon spectra in the GeV–TeV
gamma-ray band. Then, the pair injection rate to the funnel is
roughly estimated to be
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where n GeV=LGeV/(4πR2cEGeV) and n keV are the photon
number densities in the GeV and keV bands, respectively, LGeV
and LkeV are the photon luminosities in the bands, and

p=. R4 2 3Gfun
3( ) is the volume of the magnetosphere. We

use σ γγ≈0.2σ T for the estimate, where σ T is the Thomson
cross section. In the steady state, the pair production rate should
be balanced by the advective escape rate, which leads to (see
Levinson & Rieger 2011)
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where p»+ R4 2 Gfun
2( ) is the surface area of the funnel and

Vesc≈c/3 is the mean escape velocity of the pairs from the
region. This value is two orders of magnitude higher than n GJ
in Equation (10), and thus the vacuum gap is likely closed
when MADs are the emission region of the observed GeV–TeV
gamma rays.
We also numerically estimate the pair density in the

magnetosphere for M87 and NGC 315. The pair density is
represented by

ò ò» g gg g� #�n R dE n d n x2 , 13G E ( ) ( )

where p= gg gn L R cE4E E
2( ) is the differential number density

of the photons, gLE is the differential photon luminosity, and
s= - --# x x x x H x0.652 log 1 1T

2 3( ) ( )( ) ( ) and = g g�x E
m ce

2 4( ) (Coppi & Blandford 1990). We find that the pair
amounts are sufficient for screening the gap in M87 and NGC
315 (see Table 1).
However, the amount of the pairs are insufficient to account

for the observed features of the jet. Radio observations of M87
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heating rate for electrons to protons is given by
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Then, the photon luminosity by the thermal electrons is
estimated to be

» -g � �L
Q
Q

mL1 , 2e

p
,thrml NT dis Edd( ) ( )�

where òNT is the energy fraction of nonthermal particle
production to dissipation and òdis is the energy fraction of the
dissipation to accretion.

The photon spectra by the thermal electrons for M87 and
NGC 315 are shown in Figure 2, and the parameters and
resulting quantities are tabulated in Table 1. The MAD heats up
the thermal electrons to a few MeV, and they emit peaky
signals in ∼10−3 eV by the synchrotron radiation. These
photons are important targets for the photohadronic processes.
Although the inverse Compton scattering and bremsstrahlung
create higher-energy photons, they are too faint to explain the
observed data, and too tenuous to work as target photons.

To obtain the nonthermal spectra for particle species i, we
solve the steady-state transport equation:
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The escape term is common for all the components. We consider
diffusion and advection (infall to the BH) as the escape
processes, whose timescales are estimated to be tdiff≈R2/DR

and tfall≈R/VR, respectively, where DR≈ηri,Lc/3 is the
diffusion coefficient, ri,L=Ei/(eB) is the Larmor radius, ηrL is
the effective mean free path, and η is a numerical factor. The
total escape time is given by = +- - -t t tesc
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where sinj is the injection spectral index. The normalization, N0� ,
is determined by ò= = � �L N E dE Mcp E p p,inj NT dis

2
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� � for pro-
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electrons, respectively. Ei,cut is determined by tloss=tacc,
where tacc is the acceleration time and = +- - -t t tloss

1
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1 is
the total loss timescale. We phenomenologically write the

Figure 2. Broadband photon spectra for M87 (left) and NGC 315 (right). The thick lines are the observed flux on Earth, and the thin lines are the intrinsic spectra
before the attenuation. The thin dotted lines are the sensitivity for CTA (Cherenkov Telescope Array Consortium et al. 2019) and AMEGO (Moiseev & Amego
Team 2017). Data points are taken from MAGIC Collaboration et al. (2020), Prieto et al. (2016), Wong et al. (2017), and Ait Benkhali et al. (2019) for M87 and from
de Menezes et al. (2020) for NGC 315.

Table 1
List of Model Parameters and Physical Quantities

Parameters of Our Model

α β * òdis η òNT sinj òj M[109 Me] dL[(Mpc)] -m 10 4[ ]�
(M87, NGC 315) (M87, NGC 315) (M87, NGC 315)

0.3 0.1 10 0.15 5 0.33 1.3 1.0 (6.3, 1.7) (17, 65) (0.5, 4.0)

Physical Quantities

B Te Qp /Qe Lγ,thrml Lp Ep ,cut Bh n GJ n nlog GJ( )
[G] [MeV] [1041 erg s−1] [1041 erg s−1] [EeV] [kG] [10−5 cm−3]

M87 18 2.2 12 3.4 20 8.1 0.31 2.8 2.08
NGC 315 98 1.3 13 6.4 43 5.4 1.70 56.0 3.62

Note. The references for BH masses and distances are Event Horizon Telescope Collaboration et al. (2019a) for M87 and Saikia et al. (2018) for NGC 315.
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The photon spectra by the thermal electrons for M87 and
NGC 315 are shown in Figure 2, and the parameters and
resulting quantities are tabulated in Table 1. The MAD heats up
the thermal electrons to a few MeV, and they emit peaky
signals in ∼10−3 eV by the synchrotron radiation. These
photons are important targets for the photohadronic processes.
Although the inverse Compton scattering and bremsstrahlung
create higher-energy photons, they are too faint to explain the
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Team 2017). Data points are taken from MAGIC Collaboration et al. (2020), Prieto et al. (2016), Wong et al. (2017), and Ait Benkhali et al. (2019) for M87 and from
de Menezes et al. (2020) for NGC 315.
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Two-temperature MAD simulations of M87 2879

Figure 3. Time- and azimuth-averaged thermodynamic quantities from the two simulations over the period t = 11 000–16 000 tg. The top row shows quantities
for the model H10 heated by the turbulent cascade prescription, and the bottom row shows quantities for the model R17 heated by magnetic reconnection.
Snapshot quantities were averaged in azimuth and then time-averaged for 5000 tg. The resulting averages were symmetrized over the equatorial plane. From
left to right, the quantities shown are the electron heating fraction δe, the combined gas temperature Tgas in K, the electron temperature Te, the ion temperature
Ti, and the electron-to-ion temperature ratio Te/Ti. The solid white contour in each panel denotes the surface where σ i = 1, and the dashed black contour shows
the surface where the Bernoulli parameter (equation 14) Be = 0.05, which we take as the definition of the jet–disc boundary. The solid red contour in the first
column indicates the boundary of the inflow equilibrium region, defined such that tacc = 5000 tg (equation 13). The dashed white contour in the third panel
shows the σ i = 25 surface; this is the maximum σ i included in the radiative transfer (see Section 3.4).

Figure 4. Additional time- and azimuth-averaged properties of the two simulations. From left to right, the quantities displayed are the density ρ in g cm−3,
the bulk Lorentz factor γ , the plasma magnetization σ i, the ratio of ion thermal pressure to magnetic pressure β i, and the ratio of radiation pressure to thermal
pressure βR. In the first column, white contours show the poloidal magnetic field in the averaged data.
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Two-temperature MAD simulations of M87 2875

image features. In Section 5, we compare our results with other
models and discuss their implications for EHT observations and
future work. We conclude in Section 6.

2 EQUAT I O N S

2.1 Evolution equations

In this section, we briefly review the method used in the GRRMHD
code KORAL to evolve a two-temperature fluid (Sa̧dowski et al. 2017,
also summarized in Chael et al. 2018a).

We consider two fluids in space–time, electrons, and ions
(assumed for the remainder of this work to be entirely ionized
hydrogen). Charge neutrality demands these fluids have the same
number density n and four velocity uµ everywhere, but with-
out efficient processes to bring them into equilibrium they can
have distinct thermal energy densities ue ̸= ui and temperatures
Te ̸= Ti.

Together, electrons and ions form a single mixed fluid, which is
characterized by a mass density dominated by the ions, ρ = mpn,
and a total internal energy density u = ue + ui. The total pressure
p = pe + pi can then be expressed with an effective adiabatic index;
"gas, p = ("gas − 1)u. In a hot accretion flow, which typically
has temperatures >1010 K in the inner regions, electrons become
relativistic and their adiabatic index can decrease from 5/3 towards
4/3. In the innermost regions where Ti → 1011 K, even the ions
become quasi-relativistic. Thus, the effective gas adiabatic index
"gas takes on values in the range 4/3 ≤ "gas ≤ 5/3 depending on
the local temperatures and energy densities of the two-component
species (see Sa̧dowski et al. 2017 for the form of the adiabatic
indices as a function of temperature used in KORAL).

The MHD stress-energy tensor T µ
ν consists of contributions from

the fluid variables as well as the magnetic field four-vector bµ

(Gammie et al. 2003):1

T µ
ν =

(
ρ + u + p + b2) uµuν +

(
p + 1

2
b2
)

δµ
ν − bµbν . (1)

KORAL treats the frequency-integrated radiation field Rµ
ν as a

second perfect fluid. The radiation fluid is described by its rest-
frame energy density Ē and its four velocity u

µ
R ̸= uµ:

Rµ
ν = 4

3
Ēu

µ
RuR ν + 1

3
Ēδµ

ν . (2)

In this formulation (M1 closure), radiation is described at each
space–time point by four bolometric quantities: Ē and the three
velocity ui

R. We also track a fifth quantity, the photon number
density n̄R, which encodes information about the mean photon
frequency Ē/hn̄R. In contrast to this frequency-integrated approach,
Ryan et al. (2015, 2017, 2018) use a Monte Carlo approach
which represents the radiation field with many individual particle
‘superphotons’ with different frequencies that are emitted and
absorbed in between the fluid evolution time-steps.

The set of GRRMHD equations for evolving the total fluid, the
magnetic field, the frequency-integrated radiation field, and the
photon number are (Gammie et al. 2003; Sa̧dowski et al. 2014;
Sa̧dowski & Narayan 2015)

(ρuµ);µ = 0, (3)

1The magnetic field strength in Gauss is |B| =
√

4πbµbµ.

T µ
ν;µ = Gν, (4)

Rµ
ν;µ = − Gν, (5)

(n̄Ru
µ
R);µ = ˙̄nR, (6)

F ∗µ
ν;µ = 0, (7)

where F∗µν = bµuν − bνuµ is the dual of the MHD Maxwell tensor,
Gν is the four-force density that couples the radiation and gas (see
Sa̧dowski et al. 2017 for the precise form), and ˙̄nR is the frame-
invariant photon production rate (see Sa̧dowski & Narayan 2015).

In evolving electrons and ions, we consider the entropy per
particle of each, se and si. The temperatures Te, Ti and energy
densities ue, ui are functions of the species entropy and number
density (see Sa̧dowski et al. 2017 and the appendix of Chael et al.
2018a). The species entropies are evolved using the first law of
thermodynamics:

Te (nseu
µ);µ = δeq

v + qC − Ĝ0, (8)

Ti (nsiu
µ);µ = (1 − δe)qv − qC, (9)

where qv is the dissipative heating rate, δe is the fraction of
the dissipative heating that goes into electrons, qC is the energy
exchange rate from ions to electrons due to Coulomb coupling
(Stepney & Guilbert 1983), and Ĝ0 is the radiative cooling rate.

The physical processes that produce dissipation occur at scales
far smaller than the simulation grid. We identify the total dissi-
pative heating qv numerically by evolving the thermal entropies
adiabatically over a time-step %τ . We then compare the sum of
the adiabatically evolved energy densities, ui, adiab and ue, adiab, to
the separately evolved total gas energy u, thereby estimating the
dissipative heating in the total fluid:

qv = 1
%τ

[
u − ui, adiab − ue, adiab

]
. (10)

The fraction δe of the heating that goes into the electrons, however,
must be determined by a sub-grid prescription.

2.2 Electron heating prescriptions

In this work, we again consider the two sub-grid electron heating
prescriptions for δe that we previously applied to simulations
of Sgr A∗ (for a fuller discussion of the physics behind these
prescriptions, see Chael et al. 2018a). These prescriptions depend
on three parameters: the ‘plasma-beta’ β i, the magnetization σ i, and
the temperature ratio Te/Ti.

The plasma-beta parameter β i is the ratio of the thermal ion
pressure to the magnetic pressure:

βi = 8π nikBTi

|B|2
, (11)

and the magnetization σ i compares the magnetic energy density to
the rest-mass energy density of the fluid:

σi = |B|2

4π nimic2
. (12)
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In this model, the emission radius was assumed to be r; 5rg,
and the electron temperature was assumed to be Te =
6.25× 1010 K, based on the observed brightness temperature
of the EHT image. This temperature corresponds to Θe =
kTe/mec

2 = 10.5, so the emitting electrons have moderately
relativistic mean Lorentz factors ḡ » Q »3 30e . The angle
between the magnetic field and line of sight is set at θ = π/3.
This model ignores several physical effects that are included in
more sophisticated models and simulations and which are
necessary to fully describe the emission from M87*. The
plasma is considered to be at rest and so there is no Doppler
(de)boosting of the emitted intensity from relativistic flow
velocities. Redshift from the gravitational potential of the black
hole is also not included.

Given ne, B, and Te, we can estimate the strength of the
Faraday rotation effect at 230 GHz quantified by the optical
depth to Faraday rotation trV

:

⎛
⎝⎜

⎞
⎠⎟ ( )�t r» ´r r

r
r

5.2
5

, 13V
g

V

where ρV is the Faraday rotation coefficient (e.g., Jones &
Hardee 1979). For emission entirely behind an external
Faraday screen, trV

is related to the rotation measure RM via
t l=r 2RM 2

V
, which follows from the radiative transfer

equations for spherical Stokes parameters in the absence of
other effects (see e.g., Appendix A of Mościbrodzka et al.
2017) and the fact that ρV∝ λ2.

Our estimated trV
indicates that Faraday rotation internal to

the emission region is an important effect and could thus
explain the depolarization observed in M87*. Faraday effects
are even more important for the case of polarized light emitted
by relativistic electrons that travel through a dense, colder
accretion flow (e.g., Mościbrodzka et al. 2017; Ricarte et al.
2020). In addition, for the same parameters, Faraday conver-
sion of linear to circular polarization may also be important
( �tr 0.5

Q
), while self-absorption is weak (τI; 0.05). Requir-

ing an internal Faraday optical depth t p>r 2
V

(large enough to
produce significant depolarization) provides an additional

constraint on one-zone models independent of those used
in EHTC V, which fixed the electron temperature at an
assumed value. Assuming t p>r 2

V
allows us to break the

degeneracy between magnetic field strength, electron temper-
ature, and plasma number density.
Hence, we consider the same model as in EHTC V at several

different values of βe = 8πnekTe/B
2, constrained by the

requirement that the Faraday optical depth t p>r 2
V

. To be
consistent with the 230 GHz EHT data, we also require that the
observed image have a total flux Fν between 0.2 and 1.2 Jy, and
that the model has a maximum total intensity optical depth
τI < 1. Figure 2 shows what constraints these requirements put
on the electron number density ne and the dimensionless
electron temperature Θe at three different values of βe. For
values of 0.01 < βe < 100, in this simple model the electron
temperature is constrained to lie in a mildly relativistic regime
2Θe 20 (1010 < Te < 1.2× 1011 K), and the magnetic field
strength is 1 B 30 G. The number density of the emitting
electrons depends more sensitively on the assumed value of βe,
taking on values between 104 cm−3 and 107 cm−3.
The one-zone model estimates suggest that both the total

intensity and polarized emission can be produced in a mildly
relativistic plasma in a magnetic field of relatively low strength
B 30 G. For higher values of B, the electron temperature
would be too small to explain the observed maximum
brightness temperature (;1010 K) in the M87* EHT image
(EHTC IV). Very high values of B are independently
disfavored by the small degree of circular polarization
|v|net 1% seen in M87*. For B; 100 G, the ratio of the
Stokes . emissivity to the Stokes ! emissivity jV/jI; 1%. For
B; 103 G, jV/jI; 10%, for all temperatures > 1010 K. We also
note that magnetic fields of B 5 G are sufficient to produce jet
powers of Pjet 1042 erg s−1 (e.g., EHTC V) via the Blandford
& Znajek (1977) process.

3.2. EVPA Pattern and Field Geometry

To demonstrate how the intrinsic magnetic field structure in
the emission region influences the observed polarization
pattern, in this section we present the polarization configura-
tions from three idealized magnetic field geometries around a
black hole—a purely toroidal field, a purely radial field, and a
purely vertical field— as seen by a distant observer. In Figure 3

Figure 2. Allowed parameter space in number density and dimensionless electron temperature (ne, Θe) (red region) for the one-zone model described in Section 3.1 for
three constant values of βe = 8πnemec

2Θe/B
2. We require that the optical depth τI < 1 (green region), the Faraday optical depth t p>r 2V (blue region), and the total

flux density 0.2 < Fν < 1.2 Jy (black region). Contours of constant magnetic field strength are denoted by labeled dashed lines.

5

The Astrophysical Journal Letters, 910:L13 (43pp), 2021 March 20 EHT Collaboration et al.

configuration and magnetized plasma properties along the line
of sight (Bromley et al. 2001; Broderick & Loeb 2009;
Mościbrodzka et al. 2017). These polarimetric measurements
allow us to carry out new quantitative tests of horizon-scale
scenarios for accretion and jet launching around the
M87* black hole. In this Letter we present our interpretation
of the EHTC VII resolved polarimetric images of the ring
in M87*.

Our analysis is presented as follows. In Section 2 we report
polarimetric constraints from M87* EHT 2017 and supplemen-
tal observations, and argue that they can be used for scientific
interpretation, focusing on several key diagnostics of the degree
of order and spatial pattern of the polarization map. In
Section 3 we present one-zone estimates of the properties of
the synchrotron-emitting plasma. In the transrelativistic para-
meter regime relevant for the M87 core, a full calculation of
polarized radiative transfer using a realistic description of the
plasma properties is essential. To that end, in Section 4 we

describe a set of numerical simulations of magnetized accretion
flows that we use to compare with our set of observables. In
Section 5 we show that only a small subset of the simulation
parameter space is consistent with the observables. The favored
simulations feature dynamically important magnetic fields. We
discuss limitations of our models in Section 6, and discuss how
future EHT observations can further constrain the magnetic
field structure and plasma properties near the supermassive
black hole’s event horizon in Section 7.

2. Polarimetric Observations and Their Interpretation

2.1. Conventions in Observations and Models

Throughout this Letter we use the following definitions and
conventions for polarimetric quantities, following the Interna-
tional Astronomical Union (IAU) definitions of the Stokes
parameters ( )! ) - ., , , (Hamaker & Bregman 1996;
Smirnov 2011). The complex linear polarization field ( is

( )= +( ) -i . 1

Then, the electric-vector position angle (EVPA) is defined as

( ) ( )º (EVPA
1
2

arg . 2

The EVPA is measured east of north on the sky. Therefore,
positive ) is aligned with the north–south direction and
negative ) with the east–west direction. Positive - is at
a + 45 deg angle with respect to the positive ) axis (in the
northeast–southwest direction). Positive Stokes . indicates
right-handed circular polarization, meaning in our convention
that the electric field vector of the incoming electromagnetic
wave is rotating counter-clockwise as seen by the observer. In
the synchrotron radiation models that we consider, a positive
value of emitted Stokes . is associated with an angle θB
between the wavevector kμ and magnetic field bμ as measured
in the frame of the emitting plasma in the range θB ä [0, 0.5π].
Negative . corresponds to θB ä [0.5π, π].
The linear and circular polarization fractions at a point in the

image are defined as

∣ ∣ ∣ ∣ ( )º
(
!

m , 3

∣ ∣ ∣ ∣ ( )º
.
!

v . 4

We also define the rotation measure between two wavelengths
λ1 and λ2

( ) ( ) ( )l l
l l

º
-
-

RM
EVPA EVPA

. 51 2

1
2

2
2

Unresolved observations measure the net (image-integrated)
polarization fractions
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Figure 1. Top panel: 2017 April 11 fiducial polarimetric image of
M87* from EHTC VII. The gray scale encodes the total intensity, and ticks
illustrate the degree and direction of linear polarization. The tick color indicates
the amplitude of the fractional linear polarization, the tick length is proportional
to ∣ ∣ º +( ) -2 2 , and the tick direction indicates the electric-vector
position angle (EVPA). Polarization ticks are displayed only in regions where
>! !10% max and ∣ ∣ ∣ ∣>( (20% max . Bottom row: polarimetric images of

M87* taken on different days.
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Blazars: jets viewed on-axis
Blazar jets with similar baryon loading 4097

Figure 1. Sequence of blazar SEDs for varying model parameters. From left to right, each panel shows the averaged SEDs for different baryon loading µ = 50,
70, and 90, respectively. Solid, dashed, dot-dashed, dot-dot-dashed, and dotted lines correspond to those simulations with σ = 1, 3, 10, 15, and 20, respectively.
The SEDs were averaged over 1 d after particles start being injected in the emission region.

Figure 2. γ -ray spectral index αγ , γ -ray luminosity Lγ , and BLR luminosity LBLR. Observational data from Ghisellini et al. (2011, left-hand panel), and
Sbarrato, Padovani & Ghisellini (2014, right-hand panel) is shown as dark and light grey crosses. Squares, circles, and triangles depict the models with baryon
loading µ = 50, 70, and 90, respectively. Blue, orange, green, red, and purple colors show the simulation results with magnetization σ = 1, 3, 10, 15, and 20,
respectively. Left-hand panel: γ -ray energy spectral index αγ as a function of the γ -ray luminosity Lγ . Right-hand panel: Luminosity of the BLR LBLR as a
function of Lγ , both in units of the Eddington luminosity LEdd.

the MOJAVE survey, reported in Lister et al. (2019). A translucent
grey arrow draws the trend of increment of the jet luminosity. In
this plot, we can appreciate how the synchrotron peak νsyn of our
simulations is similar for each magnetization. The apparent velocity
is bulk Lorentz factor dependent due to relativistic boosting. This
effect is clear for those objects with larger % (blue and orange points),
which correspond to those simulations with more powerful jets. Our
simulations with powerful jets concur with FSRQs as assumed. This

is the case as well with highly magnetized objects. These objects
represent the less-powerful jets, and fall well in the region of BL
Lacs.

In the leptonic model of blazars, the Compton dominance is defined
as the ratio of luminosities between the IC and the synchrotron
components of their SED. On the right panel of Fig. 3, we contrast
the Compton dominance and νsyn of our synthetic sources with
the observational data reported in Finke (2013), depicted as grey
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Figure 3. Apparent velocity, Compton dominance, and synchrotron peak. Similar to Fig. 2, squares, circles, and triangles depict the models with baryon loading
µ = 50, 70, and 90, respectively. Blue, orange, green, red, and purple colors show the simulation results with magnetization σ = 3, 10, 20, and 50, respectively.
The grey transparent arrow shows the increasing trend of the jet luminosity, Lj. Left-hand panel: We show the apparent velocity as a function of the synchrotron
peak frequency νsyn. Observational data from Lister et al. (2019). Right-hand panel: We show the Compton dominance as a function of the synchrotron peak. In
red dashed vertical lines, we separate the LBL (! 1014 Hz), IBL (" 1014 and ! 1015 Hz) and HBL (" 1015 Hz) regions. Observational data from Finke (2013).

crosses. These sources are presented in the 2LAC clean sample
where all had known redshift and could clearly be classified. In
that same work, sources with unknown redshift were also taken into
account, finding that the relation between Compton dominance and
synchrotron peak frequency have a physical origin rather than it
being a redshift selection effect. Regarding our simulations, we can
observe that all our simulations fall within the observational points.
The grey transparent arrow shows the trend of increment of the jet
luminosity. Our simulations show that, keeping µ constant, changing
the magnetization will give the transition from synchrotron-dominant
(highly magnetized) to Compton-dominant and γ -ray loud sources.

4 D ISCUSSION

According to our model, BL Lacs are those blazars with largest
magnetization (σ " 10) at the dissipation region. FSRQs, on the other
hand, are those with powerful jets but with low/mild magnetization
(σ ! 10) at the blazar zone. In Fig. 4, it is shown the relation
between the main parameters of our study: the magnetization σ ,
the bulk Lorentz factor $, and the baryon loading µ, as prescribed
by the µσ$ relation (2). In colour gradient, we have included the
corresponding jet luminosity Lj, in units of the Eddington luminosity
LEdd (see equation 6). The µσ$ relation constrains these objects to
have a mild baryon loading since our model stands on the assumption
that blazars are launched with similar baryon loading. Jets launched
with µ > 90 would give values of $ beyond those inferred from radio
observations, for those cases with low magnetization. If blazars,
on the other hand, were launched with low baryon loading, e.g.
<50, the resulting $ ∼ 1 for the highly magnetized cases would
contradict both simulations and observations. These scenarios have
been discarded from our analysis. BL Lac objects, as blazars with
low-jet luminosity, fall in the blue–grey region with ! 10−1LEdd.

Figure 4. The baryon loading µ as a function of magnetization σ . Contour
lines correspond to the bulk Lorentz factor (see equation 2). The colour
gradient shows the jet luminosity Lj (see equation 6), and the grey area
depicts the σ < 1 region. (The vertical axis has been changed accordingly.
The colored area was adjusted to the range of values studied in this work.).

According to our results (described in Section 3), this same region
corresponds to our simulations with high magnetization. FSRQs, the
most powerful of observed blazars, fall in the the grey–red region.
Jets with super-Eddington power, i.e. those cases with ṁ ∼ 1, belong
to the orange region in upper-left corner (see App. A).

Mildly magnetized blazars, e.g. σ = 10, develop a particular
behaviour. These models have an Eddington rate Lj/LEdd ∼ 0.1,
synchrotron peak νsyn " 1014 Hz, like some FSRQs. However, their
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differentiate BL Lacs from FSRQs, so that BL Lac objects would be
those blazars with low ṁ, while FSRQs those with high ṁ.

The so-called blazar sequence (Padovani 2007) has been of strong
observational and theoretical focus since the first multiwavelength
spectral energy distributions (SEDs) of different objects were com-
pared (Fossati et al. 1998; Ghisellini et al. 1998). Evolutionary
scenarios have been proposed in the past decades that connect both
kinds of objects in terms of accretion efficiency and the jet formation
(Böttcher & Dermer 2002; Maraschi & Tavecchio 2003; Celotti
& Ghisellini 2008; Ghisellini et al. 2011). Thanks to Fermi-LAT
observations, the view of the blazar sequence has evolved and more
sophisticated trends have been proposed since its introduction (e.g.
Meyer et al. 2011; Finke 2013; Ajello et al. 2014; Rueda-Becerril,
Mimica & Aloy 2014). Furthermore, recent works have questioned
whether those trends correspond to continuum transition between the
two kinds of blazars (Padovani et al. 2019; Keenan et al. 2020).

On the theoretical front, AGN jets are believed to be launched mag-
netically dominated in the vicinity of a rotating black hole (Blandford
& Znajek 1977). Magnetohydrodynamic (MHD) simulations of jet
acceleration predict that the bulk acceleration of the jet takes place at
the expense of its magnetization, i.e. while the bulk Lorentz factor !

of the jet increases, its magnetization σ (defined as the Poynting flux
to the total energy flux ratio of the jet) decreases (Komissarov et al.
2007, 2009; Tchekhovskoy, McKinney & Narayan 2008). According
to the observations, FSRQs appear with a bulk Lorentz factor ! of
a few tens, in contrast to the slower BL Lacs (see e.g. Homan et al.
2009). This means that FSRQs appear to be associated with more
efficiently accelerated jets, leaving a low-energy budget per baryon
in the emission region. This is in contrast to BL Lacs that do not reach
as large of a bulk Lorenz factor but, as a result, have an emission
region of high magnetization.

It is clear from observations that AGN jets may propagate as far
as several kpc to a few Mpc from the central engine. Relativistic
hydrodynamic and MHD simulations have shown that it is highly
probable that instabilities may develop in relativistic jets (Perucho
et al. 2006; López-Cámara et al. 2013; Matsumoto & Masada 2013;
Tchekhovskoy & Bromberg 2016; Komissarov, Gourgouliatos &
Matsumoto 2019). Instabilities may translate into dissipation of
energy. In particular, if kink instabilities develop in the jet, this could
translate into a tangled magnetic field in the jet (Tchekhovskoy &
Bromberg 2016; Barniol Duran, Tchekhovskoy & Giannios 2017).
This could in turn induce the formation of current sheets, allowing to
trigger magnetic reconnection. The theory of magnetic reconnection
in the context of blazar flares has been explored in the past several
years (Giannios, Uzdensky & Begelman 2009; Nalewajko et al. 2011;
Sironi, Petropoulou & Giannios 2015; Petropoulou, Giannios &
Sironi 2016; Christie et al. 2019), showing that it may be the process
responsible for the non-thermal particle acceleration and radiation
(Spruit, Daigne & Drenkhahn 2001; Giannios & Spruit 2006; Sironi
& Spitkovsky 2014; Barniol Duran et al. 2017). In recent years,
first-principle particle in cell (PIC) simulations have demonstrated
that magnetic reconnection can account for many of the extreme
spectral and temporal properties of blazars (Sironi & Spitkovsky
2014; Sironi et al. 2015; Petropoulou et al. 2016; Christie et al.
2019). Interestingly, these simulations have shown that the crucial
parameter that controls the distribution of accelerated particles is the
jet magnetization σ . Even for a modest increase in σ of the plasma,
magnetic reconnection results in much harder particle distributions,
and, as a result, harder emission spectra (Petropoulou et al. 2016,
2019).

In this work, we will not focus on the details of the structures
that form in the current sheet but only on the global properties of

the emission region. To determine the fraction of magnetic energy
that is dissipated in the reconnection region and the resulting particle
distributions, we will exploit the findings of Sironi et al. (2015)
and subsequent work. These studies provide specific predictions
for the distribution of the accelerated particles as a function of
the jet magnetization σ . The clear trend is that for σ ! 10,
the resulting particle spectra are described by a steep power-law
distribution function γ

′ − p, where the slope p " 2. A soft particle
energy distribution results in low-energy peaks for characteristic
emission bumps as well as softer resulting spectra. This scenario
would correspond to FSRQs that, as we have mentioned before,
have a modest magnetization at the emission region. On the other
hand, a strongly magnetized jet such as a BL Lac (σ " 10)
would be characterized by a hard spectrum of accelerated particles
with 1 ! p ! 2.

The setup of our model is described in Section 2, along with its
most relevant parameters, and a brief description of the numerical
code employed. In Section 3, we present and describe the results
obtained out of our simulations. Finally, in Section 4, we discuss the
model, the results, its implications, and in Section 5, we make the
final conclusions from this study.

2 M O D EL

According to MHD theory of relativistic jets, a quantity that is
conserved along magnetic field lines ids the total energy flux per unit
rest-mass energy flux µ (see Komissarov et al. 2007; Tchekhovskoy,
McKinney & Narayan 2009), also known as the baryon loading. For
a cold plasma flow

µ = !(1 + σ ), (2)

where ! and σ are the flow bulk Lorentz factor and magnetization,
respectively. The magnetization σ is defined as the ratio between the
Poynting flux and the hydrodynamic energy flux.

σ = B ′2

4πρ ′c2
, (3)

where B
′
and ρ

′
are the magnetic field strength and the mass density

of the plasma.1

In this section, we will describe a simple model from which we are
capable of accounting for the blazar sequence by just considering
a simple relation between the jet power and bulk Lorentz factor
!, where more powerful jets are the fastest. We assume that both
the jet luminosity Lj and the bulk Lorentz factor ! depend only on
the accretion rate parameter ṁ, keeping the baryon loading µ as a
free parameter. This setup strongly constrains/binds the magnetic
and kinetic properties of the emission region. We will quantitatively
test this picture and show that the blazar sequence can be simply
understood in a scenario where µ changes little among different
objects.

2.1 Accretion and jet luminosities

Let us define the radiative efficiency of the disc ηd ≡ Ld/Ṁc2 (e.g.
Davis & Laor 2011), where c is the speed of light, and Ld the disc

1Quantities measured in the comoving frame of the fluid will be denoted
with a prime sign (’), unless noted otherwise. Quantities measured by a
cosmologically distant observer will be denoted with the subscript ‘obs’.
Quantities measured in the laboratory frame will remain unprimed.
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luminosity. From this parameter, let us define the Eddington mass
accretion rate as follows:

ṀEdd ≡ LEdd

ηdc2
, (4)

where LEdd ≈ 1.26 × 1036(M/M⊙) erg s−1. The jet luminosity Lj is
related to the accretion power by (e.g. Celotti & Ghisellini 2008)

Lj = ηjṀc2, (5)

where ηj is the jet production efficiency. From equations (5 and 4),
we get that

Lj = ηj

ηd
LEddṁ. (6)

According to radio observations, there seems to be a correlation
between the bulk Lorentz factor of the emission region and the jet
power (Homan et al. 2009; Lister et al. 2009), or ṁ for this effect,
according to equation (6). Out of these empirical relation, we make
the following ansatz:

ṁ =
(

"

"0

)s

. (7)

It is worth noting here that the parameter "0 has no particular physical
meaning. This parameter results from the proportionality relation
between ṁ and ". In other words, the bulk Lorentz factor of the
jet is regulated by the Eddington ratio. In this study, we assume that
accreting black holes in AGNs are at most Eddington luminous. From
observations (e.g. Lister et al. 2019), we therefore set "0 = 40. In
order to estimate the values of s, we performed a series of simulations
varying s between 1.5 and 4.0. We find that the simulation outcomes
do not vary significantly for 2.5 ! s ! 3.5 (for further details see
Appendix A). Hence, we set s = 3.0, which gives

ṁ ≈ 1.56 × 10−5 "3. (8)

2.2 External radiation field

According to the standard model of AGNs (Urry & Padovani 1995),
the material pumped into the jet will often move through an external
radiation field produced by the BLR. The BLR is believed to be
reprocessed radiation from the accretion disc (Sikora et al. 1997;
Tavecchio & Ghisellini 2008). The radius, size, and geometry of
the BLR are still a topic of debate, although it has been thoroughly
studied over the last decades (e.g. Kaspi et al. 2005, 2007; Gaskell
2009, and references therein). As mentioned above, BL Lacs are
considered to have a low-Eddington accreting black hole, which
translates into a faint BLR radiation field; opposed to FSRQs, whose
black hole is considered to be accreting at higher rates, and therefore
a larger density of reprocessed photons in the BLR.

The precise localization of the emission region is still under
debate. Different models locate the dissipation either below the BLR
(Tavecchio & Ghisellini 2008) or outside the BLR (Marscher & Gear
1985). BL Lacs, for instance, may easily be accounted for with the
latter. Whereas FSRQs may not, since in outer regions, there will be
less photons to be upscattered through inverse Compton (IC). In this
study, we will assume that energy dissipation takes place within the
BLR (e.g. Sikora et al. 1997; Georganopoulos et al. 2005). In our
model, we will assume that the emission region is immersed in an
isotropic and monochromatic radiation field. The energy density of
the external BLR radiation can be parametrized as follows (Ghisellini
& Tavecchio 2008):

uBLR = ηBLR
Ld

4πcR2
BLR

, (9)

where RBLR ≃ 1017L
1/2
d,45 cm is the radius of the BLR, ηBLR the cov-

ering factor, and Ld,45 = Ld/(1045 erg s−1). Finally, we will consider
the radiation field in this region to be monochromatic with frequency
νBLR. In the comoving frame of the plasma flow, ν ′

BLR = "νBLR and
u′

BLR = "2(1 + β2/3)uBLR, where β ≡
√

1 − "−2 is the bulk speed
of the flow in units of the speed of light.

2.3 On the jet composition and emission region

Let us consider an electron–proton jet. According to MHD theory,
instabilities in a Poynting flux dominated flow (i.e. with σ " 1)
lead to the formation of current sheets, where magnetic reconnection
is triggered (see Eichler 1993; Begelman 1998; Giannios & Spruit
2006). In the last decade, great progress has been made on the under-
standing of relativistic reconnection trough PIC simulations (Sironi
& Spitkovsky 2014; Sironi et al. 2015; Petropoulou et al. 2016),
showing that instabilities develop magnetic islands (plasmoids) in
which particles accelerate to ultra-high energies due to magnetic
energy dissipation (see Kagan et al. 2015, for a review).

The magnetization of a relativistic jet is defined as the ratio of the
magnetic energy flux to the matter energy flux (e.g. Janiak, Sikora &
Moderski 2015)

σ = LB

Lkin
= LB

Lj − LB
. (10)

By solving the above equation for the Poynting flux luminosity, we
get that

LB = σ

1 + σ
Lj, (11)

which in turn we use to calculate the magnetic energy density of the
emitting blob in the comoving frame

u′
B = LB

2πR′2
b cβ"2

, (12)

where R′
b is the size of the emission region or blazar zone, assumed

to be comparable to the cross-section of the jet. We also assume that,
over a dynamical time tdyn ∼ R′

b/c, a fraction frec of the magnetic
energy in the blob is transferred to the electrons in the system in the
form of kinetic energy. In other words, from equation (12), we get
that the luminosity of the electrons in the comoving frame of the blob
reads

L′
e = frec

2LB

3β"2
(13)

2.3.1 The emission region

In blazar jets, magnetic reconnection is believed to take place far
from the central engine, but at sub-parsec scales (e.g. Petropoulou
et al. 2016; Christie et al. 2019). We call such place the emission
region, which we will assume is at a distance Rem from the central
engine, and to be a spherical blob in the comoving frame of the fluid,
covering the cross-sectional area of the jet. We will also assume that
the emission region is located close to the outer edge of the BLR,
e.g. Rem = 0.9 RBLR (see Padovani et al. 2019). We can estimate the
radius of the emitting blob, in the comoving frame of the flow, as
follows

R′
b ≈ Remθj, (14)

where θ j ≈ 1/" is the half-opening angle of the conical jet.
Let us take now a distant observer whose line of sight makes an

angle θobs with respect to the direction of motion of the emitting
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Magnetospheric gaps

opening of the gap at these points, as shown schematically in
Figure 2. If t0 is not large enough, the vacuum state will
ultimately be restored. Otherwise, a moderate opening of the
gap leads to rapid pair creation that suffices to replenish the
plasma lost from the boundaries, and to maintain the gap active
through large amplitude cycles.

4.2. GJ Electric Current Flow

We begin by considering the results of simulations with GJ
current, = -J 10 (Models A−M in Table 1). We find a rough
agreement with the analytic criterion for gap screening:
t g -�2 300 10 min, 9 (Equation (9)). In all models with t . 300 in
Table 1 the gap reaches an active, quasiperiodic state following
the initial discharge phase, independent of initial conditions,
whereas in models with t = 100 the gap ultimately returned to
the vacuum state.

A typical cycle is shown in Figure 1, where the evolution
between the times ( ) =t r c 191g and 192 is displayed for
model B. This cycle repeats itself over the entire simulation
time, with no signs for a gradual change in the overall
dynamics. As seen, the gap electric field exhibits large
amplitude oscillations around the null surface (at =r r2 g) with
a period of ( )~ r c1.3 g . Small amplitude, rapid plasma
oscillations are superposed on these cycles. The pair and
photon densities drop by more than an order of magnitude in
the region where the gap opens periodically; the photons are
produced predominantly outside this region. We emphasize
that the period of the large amplitude oscillations is shorter
than the light-crossing time of the simulation box and is,
therefore, not prone to numerical effects (specifically the size of
the computational box). The maximum width of the oscillating
gap is ~l r0.2 gosc , consistent with the requirement

( )t t g t~ »gg
-

-
-� l r10 1gic 10

2
min, 9

2
0,2
2

osc . Inside this gap, posi-
trons accelerate in the inward direction and electrons accelerate
in the outward direction by virtue of the negative sign of the
electric field.

A similar behavior is seen in models C,D. In general, the
amplitude of the oscillating electric field increases with
decreasing t0. The oscillation period, on the other hand, shows
no clear trend; for t = 300 it is nearly 10 times longer than in
model B (~ r c20 g ), and likewise for t = 3000 it is also longer
than in model B. These trends are reflected in the light curves
shown in Figure 5 (further discussed below). In all cases, the
average pair multiplicity is found to be of order unity, as seen
in Figure 3.
Figure 4 shows the energy spectrum of outgoing electrons,

positrons, and IC scattered photons in model B. It indicates that
the maximum energy of outgoing electrons increases as the
amplitude of the oscillating electric field increases. This
maximum energy is dictated by a balance between the rate of
energy gain by acceleration and the loss rate due to curvature
radiation. For this reason, the curvature luminosity could
exceed the particle kinetic luminosity. As seen in Figure 4, the
energy distribution of both electrons and positrons is bimodal.
Such an energy distribution is consistent with results of PIC
simulations of pulsar gaps (Timokhin 2010; Timokhin &
Arons 2013; Kisaka et al. 2016; Philippov & Spitkovsky 2018).
The low-energy component does not significantly contribute to
the electric current, but rather adjusts the charge density to the
local GJ value. The high-energy pairs adjust the current density
to the global magnetospheric current, so that the number
density is ∣ ∣~ j ec0 .
Figure 5 exhibits light curves for models B−D. The black

and red lines delineate the contribution of curvature and IC
emissions, respectively. The luminosities are given as ratios of
the BZ power (Equation (13)). As seen, the luminosity of
curvature radiation is very sensitive to the fiducial depth t ;0 it
varies from ~ - L10 2

BZ for t = 300 to about ~ - L10 6
BZ at

t = 3000 . In contrast, the IC luminosity is independent of t0
and is fixed at ~ - L10 5

BZ, consistent with the value computed
in Levinson & Cerutti (2018). As shown below, the curvature
luminosity is also sensitive to the spectral shape of the external
radiation. This implies that strong flares can be produced by
moderate changes of the disk luminosity. The characteristic
energy of the curvature photons in Model C (t = 300 ), where it
completely dominates the output, is of the order of 1 TeV (see
Equation (14)).
Using condition (19) we estimate the potential contribution

of curvature photons to pair creation, which we neglected. In
Model C, the luminosity of the curvature radiation is

~ -L L10cur
2

BZ (see left panel of Figure 5). From
Equation (19) we then find that the optical depth required to
screen out the electric field by curvature pair creation is
t 2 4000 , much larger than the actual value, t = 300 .
Consequently, the contribution of curvature photons to pair
creation is subdominant in Model C. However, for lower t0

Figure 2. Schematic illustration of the gap structure following the initial
discharge phase, for <J 00 (a) and >J 00 (b). The thick arrows indicate the
slow drift (fluid) motion of the plasma constituents. Depending on the sign of
the electric field in the reopened gap, plasma moves either away from or toward
the null point. This leads to the distinct behavior of current flows with >J 00
and <J 00 described in Section 4.1. In the reopening gap, particles are
accelerated and emit high-energy γ-ray photons. A fraction of the photons
convert to pairs, which tend to prevent further growth of the reopened gap. The
energy of the accelerated particles significantly decreases outside this gap via
curvature radiation.

Figure 3. Time-averaged number density of electrons (blue), positrons (red),
and the sum of them (black) in the simulation box for models B-D, normalized
by the averaged GJ number density in the simulation box, áD ñnGJ , as a function
of the fiducial optical depth t0.
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Maxwell equations on fixed Kerr spacetime

2858 K. Toma and F. Takahara

3.1 The 3+1 decomposition of space–time

The space–time metric can be generally written as

ds2 = gµνdx µdx ν = −α2dt2 + γij (β idt + dx i)(βj dt + dx j ),

(12)

where α is called the lapse function, β i the shift vector and γ ij the
three-dimensional metric tensor of the space-like hypersurfaces.
The hypersurfaces are regarded as the absolute space at differ-
ent instants of time t (cf. Thorne et al. 1986). For Kerr space–
time, ∂t gµν = ∂ϕgµν = 0. These correspond to the existences of
the Killing vector fields ξµ and χµ. In the coordinates (t, ϕ, r, θ ),
ξµ = (1, 0, 0, 0) and χµ = (0, 1, 0, 0).

The local fiducial observer (FIDO; Bardeen et al. 1972; Thorne
et al. 1986), whose world line is perpendicular to the absolute space,
is described by the coordinate four-velocity

nµ =
(

1
α

,
−β i

α

)
, nµ = gµνn

ν = (−α, 0, 0, 0). (13)

The angular momentum of this observer is n · χ = gµνnµχν =
nϕ = 0, and thus FIDO is also a zero angular momentum observer
(ZAMO; Thorne et al. 1986). Note that the FIDO frame is not
inertial, but it can be used as a convenient orthonormal basis to
investigate the local physics (Thorne et al. 1986; Punsly & Coroniti
1990; Punsly 2008).

In the Boyer–Lindquist (BL) coordinates (t, ϕ, r, θ ) (see
Appendix A), FIDOs rotate with the coordinate angular velocity

) ≡ dϕFIDO

dt
= −βϕ > 0, (14)

which is in the same direction as the BH. The BL coordinates
have the well-known coordinate singularity (grr = ∞) at the event
horizon. The radius of the event horizon is rH = 1 +

√
1 − a2.

The Killing vector ξµ is space-like in the ergosphere, where
ξ 2 = gtt = −α2 + β2 > 0. The radius of the outer boundary of the
ergosphere (i.e. the stationary limit) is res = 1 +

√
1 − a2 cos2 θ .

At infinity, this space–time asymptotes to the flat one. The shapes
of the event horizon and the ergosphere are shown in Fig. 1 .

The Kerr–Schild (KS) coordinates have no coordinate singular-
ity at the event horizon. However, the KS spatial coordinates are no
longer orthogonal (γ rϕ ̸= 0; see Appendix A), and then one should
be cautious for examining the spatial structure of the electromag-
netic field by using the KS coordinates.

3.2 The 3+1 electrodynamics

In order to study the test electromagnetic field in Kerr space–time,
we adopt the 3+1 electrodynamics of the version which was de-
veloped by (Komissarov 2004a, see also Landau & Lifshitz 1975;
Komissarov 2009, and references therein).2 The covariant Maxwell
equations ∇∗

ν Fµν = 0 and ∇νF
µν = 4πIµ are reduced to

∇ · B = 0, ∂t B + ∇ × E = 0, (15)

∇ · D = 4πρ, −∂t D + ∇ × H = 4π J, (16)

where ∇ · C and ∇ × C denote (1/
√

γ )∂i(
√

γCi) and eijk∂jCk , re-
spectively, and eijk = (1/

√
γ )ϵijk is the Levi-Civita pseudo-tensor

2 Thorne & MacDonald (1982) and Thorne et al. (1986) developed the 3+1
electrodynamics of the version without introducing E or H , and showed
some of the expressions in this paper, such as equations (22) and (29).

Figure 1. The event horizon (inner thick line) and the outer boundary of
the ergosphere (outer thick line) of Kerr space–time. The thin lines represent
) − α/

√
γϕϕ = 0.2, 0.1,−0.1,−0.14,−0.17,−0.2 in the BL coordinates

in the order of increasing r. The line of ) − α/
√

γϕϕ = 0 is identical to the
outer thick line. The spin parameter is set to be a = 0.9.

of the absolute space. The condition of zero electric and magnetic
susceptibilities for general fully ionized plasmas leads to following
constitutive equations:

E = α D + β × B, (17)

H = αB − β × D, (18)

where C × F denotes eijkCjFk . At infinity, α = 1 and β = 0,
so that E = D and H = B. Here, D, B and ρ are the electric
field, magnetic field and charge density as measured by FIDOs,
respectively (see Appendix A for more details). The current J is
related to the current as measured by FIDOs, j , as

J = α j − ρβ. (19)

The covariant energy–momentum equation of the electromag-
netic field ∇νT

ν
µ = −FµνI

ν gives us the energy equation as

∂t

[
1

8π
(E · D + B · H)

]
+ ∇ ·

(
1

4π
E × H

)
= −E · J, (20)

where C · F denotes CiFi, and the angular momentum equation as

∂t

[
1

4π
(D × B) · m

]
+ ∇ · 1

4π

[
−(E · m)D − (H · m)B

+1
2

(E · D + B · H)m
]

= −(ρ E + J × B) · m, (21)

where m = ∂ϕ . From these equations, one can find the energy den-
sity, energy flux, angular momentum density and angular momen-
tum flux.

3.3 Steady axisymmetric electromagnetic field in the vacuum

Before investigating the plasma-filled magnetosphere in Kerr
space–time, the properties of the electromagnetic field in the vac-
uum (i.e. no plasma) are summarized. Wald (1974) derived the
solution of a steady, axisymmetric, vacuum test electromagnetic
field in Kerr space–time for which the magnetic field is uniform,
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Figure 1. The event horizon (inner thick line) and the outer boundary of
the ergosphere (outer thick line) of Kerr space–time. The thin lines represent
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of the absolute space. The condition of zero electric and magnetic
susceptibilities for general fully ionized plasmas leads to following
constitutive equations:

E = α D + β × B, (17)

H = αB − β × D, (18)

where C × F denotes eijkCjFk . At infinity, α = 1 and β = 0,
so that E = D and H = B. Here, D, B and ρ are the electric
field, magnetic field and charge density as measured by FIDOs,
respectively (see Appendix A for more details). The current J is
related to the current as measured by FIDOs, j , as

J = α j − ρβ. (19)

The covariant energy–momentum equation of the electromag-
netic field ∇νT
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µ = −FµνI

ν gives us the energy equation as
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(E · D + B · H)

]
+ ∇ ·

(
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4π
E × H

)
= −E · J, (20)

where C · F denotes CiFi, and the angular momentum equation as
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4π
(D × B) · m

]
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4π

[
−(E · m)D − (H · m)B

+1
2

(E · D + B · H)m
]

= −(ρ E + J × B) · m, (21)

where m = ∂ϕ . From these equations, one can find the energy den-
sity, energy flux, angular momentum density and angular momen-
tum flux.

3.3 Steady axisymmetric electromagnetic field in the vacuum

Before investigating the plasma-filled magnetosphere in Kerr
space–time, the properties of the electromagnetic field in the vac-
uum (i.e. no plasma) are summarized. Wald (1974) derived the
solution of a steady, axisymmetric, vacuum test electromagnetic
field in Kerr space–time for which the magnetic field is uniform,
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of the absolute space. The condition of zero electric and magnetic
susceptibilities for general fully ionized plasmas leads to following
constitutive equations:

E = α D + β × B, (17)

H = αB − β × D, (18)

where C × F denotes eijkCjFk . At infinity, α = 1 and β = 0,
so that E = D and H = B. Here, D, B and ρ are the electric
field, magnetic field and charge density as measured by FIDOs,
respectively (see Appendix A for more details). The current J is
related to the current as measured by FIDOs, j , as

J = α j − ρβ. (19)

The covariant energy–momentum equation of the electromag-
netic field ∇νT

ν
µ = −FµνI

ν gives us the energy equation as

∂t

[
1

8π
(E · D + B · H)

]
+ ∇ ·

(
1

4π
E × H

)
= −E · J, (20)

where C · F denotes CiFi, and the angular momentum equation as

∂t

[
1

4π
(D × B) · m

]
+ ∇ · 1

4π

[
−(E · m)D − (H · m)B

+1
2

(E · D + B · H)m
]

= −(ρ E + J × B) · m, (21)

where m = ∂ϕ . From these equations, one can find the energy den-
sity, energy flux, angular momentum density and angular momen-
tum flux.

3.3 Steady axisymmetric electromagnetic field in the vacuum

Before investigating the plasma-filled magnetosphere in Kerr
space–time, the properties of the electromagnetic field in the vac-
uum (i.e. no plasma) are summarized. Wald (1974) derived the
solution of a steady, axisymmetric, vacuum test electromagnetic
field in Kerr space–time for which the magnetic field is uniform,

MNRAS 442, 2855–2866 (2014)
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2.2. The 3 + 1 electrodynamics
We follow the definitions and formulations of K04 for electrodynamics in Kerr space-time (except
for keeping 4π in Maxwell equations), in a similar way to TT14 (see also K09, references therein,
and Ref. [45]). The covariant Maxwell equations ∇ν

∗Fµν = 0 and ∇νFµν = 4π Iµ are reduced to

∇ · B = 0, ∂tB + ∇ × E = 0, (9)

∇ · D = 4πρ, − ∂tD + ∇ × H = 4πJ, (10)

where ∇ · C and ∇ × C denote (1/
√

γ )∂i(
√

γ Ci) and eijk∂jCk , respectively, and eijk = (1/
√

γ )ϵijk

is the Levi–Civita pseudotensor of the absolute space. The condition of zero electric and magnetic
susceptibilities for general fully ionized plasmas leads to the following constitutive equations:

E = αD + β × B, (11)

H = αB − β × D, (12)

where C × F denotes eijkCjFk . At infinity, α = 1 and β = 0, so that E = D and H = B. Here
Dµ = Fµνnν and Bµ = −∗Fµνnν are the electric and magnetic fields as measured by the FIDOs,
while Eµ = γ µνFναξα and Hµ = −γ µν∗Fναξα are the electric and magnetic fields in the coordinate
basis, where γ µν = gµν + nµnν . The current Jis related to the current as measured by the FIDOs,
j, as

J= αj − ρβ. (13)

See Appendix A on the relation between convective current and particle velocity.
The covariant energy–momentum equation of the electromagnetic field ∇νT ν

µ = −FµνI ν gives us
the AM equation as

∂t l + ∇ · L = −(ρE + J× B) · m, (14)

and the energy equation as

∂te + ∇ · S = −E · J, (15)

where C · F denotes CiFi, m = ∂ϕ ,

l = αT t
ϕ = 1

4π
(D × B) · m (16)

is the AM density,

L = −(E · m)D − (H · m)B + 1
2
(E · D + B · H)m (17)

is the AM flux (Li = αT i
ϕ),

e = −αT t
t = 1

8π
(E · D + B · H) (18)
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BH magnetospheres

2.3. Kerr BH magnetosphere

2.3.1. Electromagnetic fields. We study the axisymmetric electromagnetic field in Kerr

space-time which is filled with a plasma. (The steadiness of the field is partly discarded

in Section 5.) We put the additional assumptions similarly to TT14: (1) The poloidal B

field produced by the external currents (whose distribution is symmetric with respect to the

equatorial plane) is threading the ergosphere. We call the field lines threading the ergosphere

‘ergospheric field lines’. (2) The plasma in the BH magnetosphere is dilute and collisionless,

but its number density is high enough to screen the electric field along the B field lines, i.e.

D ·B = 0. (20)

The energy density of the particles is much smaller than that of the electromagnetic fields.

(3) The gravitational force is negligible compared with the Lorentz force. (The gravitational

force overwhelms the Lorentz force in a region very close to the event horizon [44], but the

physical condition in that region hardly affects its exterior.)

The condition D ·B = 0 and equation (11) lead to E ·B = 0. In the steady state, we have

∇×E = 0, which means that E is a potential field, and the axisymmetry leads to Eϕ = 0.

Then one can write

E = −ω ×B, ω = ΩFm. (21)

Substituting this equation into ∇×E = 0, one obtains

Bi∂iΩF = 0. (22)

That is, ΩF is constant along each B field line. The E field is also described by Ei = −ΩF∂iΨ

in terms of the magnetic flux function Ψ, so that each B field line is equipotential and ΩF

corresponds to the potential difference between the field lines.

In the steady, axisymmetric state, the equations (14) and (15) are reduced to

∇ ·
(
−Hϕ

4π
Bp

)
= Bi∂i

(
−Hϕ

4π

)
= −(Jp ×Bp) ·m, (23)

∇ ·
(
ΩF

−Hϕ

4π
Bp

)
= Bi∂i

(
ΩF

−Hϕ

4π

)
= −E · Jp, (24)

where the subscript p denotes the poloidal component. Here one sees that the poloidal AM

and Poynting fluxes are described by

Lp =
−Hϕ

4π
Bp, Sp = ΩF

−Hϕ

4π
Bp, (25)

respectively. It should be noted that Hϕ = ∗Fµνξµχν and ΩF = −Ftθ/Fϕθ are the same in

the BL and KS coordinates (K04).

TT14 shows that the condition ΩF > 0 is inevitable for the ergospheric field lines in the

steady, axisymmetric state (see also K04; K09). Furthermore, for the ergospheric field lines

crossing the outer light surface (see Section 2.3.2), the condition

ΩF > 0, Hϕ ̸= 0 (26)

has to be maintained, i.e. the poloidal AM and Poynting fluxes are steadily non-zero (TT14).

The following discussion in this paper focuses on how their values are causally determined

and the role of the negative energies as measured in the coordinate basis.
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number density normalized by the GJ density n nGJ, depends
strongly on it. Moreover, we repeated the simulation presented
in Levinson & Cerutti (2018) (Model O in Table 1 with initial
PPC of 5) and found that when the run time is increased
sufficiently their result at the final simulation time (the
rightmost panels of their Figure 1) is not maintained. When
the simulation was rerun with initial PPC of 45 the gap
ultimately reached a state of quasiperiodic oscillations at
~t r c200 g , which is ∼10 times longer than the final state in

Levinson & Cerutti (2018).

4.1. Dependence of Gap Dynamics on the Global Current

As mentioned above, the behavior of the gap appears to
depend on the sign of the global magnetospheric current J0. To
be concrete, for all cases explored here we find that after
sufficiently long time from the initial discharge, reopening of
the gap starts near the null point when the sign of the current is
the same as GJ current ( <J 00 ) and near one of the outer
boundaries of simulation box when the current is an anti-GJ
one ( >J 00 ).4 In both cases, if the fiducial depth t0 is below the
critical value needed for screening (roughly the value given in
Equation (9)) the charge density gradually declines until all
charges escape from the simulation box and the vacuum state is
restored. On the other hand, if t0 is sufficiently large the gap

ultimately reaches a state of quasiperiodic oscillations, similar
to those found in Chen & Yuan (2020). As will be described in
greater detail below, when <J 00 the oscillations occur
predominantly near the null point (see Figure 1) whereas for

>J 00 they occur near the boundary.5

The aforementioned dependence on J0 can be traced to the
dynamical equation for the gap electric field Er (see, e.g.,
Levinson & Segev 2017),

( ) ( ) ( )p¶ = - S -A E j J4 , 20t r
r

0

where A and Σ are the metric components defined in
Equation (A3) and j r is the electric current carried by the pairs
inside the gap. The initial condition is set up by solving Gauss
equation for a given initial distribution of electrons and
positrons in the simulation box. With our convention (r < 0GJ
beyond the null point) the electric field in the simulation box is
initially negative, <E 0r . Upon screening by the plasma
supplied by the initial discharge episode, the time-averaged
current, á ñjr , approaches J0 and Er undergoes small amplitude
oscillations around á ñ =E 0r . As time passes, plasma starts
escaping the simulation box, driving á ñEr toward negative
values when <J 00 and positive values when >J 00 , as can be
seen from Equation (20) for ∣ ∣ ∣ ∣á ñ <j Jr

0 . This leads to a drift
plasma motion away from the null point in the former case and
through the null point in the latter case, and the consequent

Figure 1. Snapshots of a typical gap cycle from the simulation of model B, between the times indicated above each panel. The top panels show the evolution of the
normalized densities of electrons (blue), positrons (red), and photons (yellow) by ( ) ( )D º Dn r n rmin min

GJ
min GJ min , and the bottom panels show the evolution of the

electric field. The vertical dashed line marks the null charge surface. Note that the normalized densities in the top panel are different than the local pair multiplicities,
defined as the number density of electrons and positrons normalized by the local GJ density, since the GJ density is not uniform. The local pair multiplicities are
greater than unity everywhere inside the simulation box.

4 A polar angle q = 30 would seem to be small for the return current region
( )>J 00 . However, for example, in 2D PIC simulation results (Parfrey et al.
2019), the boundary of the return current region could extend to the polar angle
θ∼40°–50° near the horizon. So, the polar angle we use for the current >J 00
is not unreasonable.

5 In all cases rapid plasma oscillations are superposed on the large amplitude
cycles.
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3.1 The 3+1 decomposition of space–time

The space–time metric can be generally written as

ds2 = gµνdx µdx ν = −α2dt2 + γij (β idt + dx i)(βj dt + dx j ),

(12)

where α is called the lapse function, β i the shift vector and γ ij the
three-dimensional metric tensor of the space-like hypersurfaces.
The hypersurfaces are regarded as the absolute space at differ-
ent instants of time t (cf. Thorne et al. 1986). For Kerr space–
time, ∂t gµν = ∂ϕgµν = 0. These correspond to the existences of
the Killing vector fields ξµ and χµ. In the coordinates (t, ϕ, r, θ ),
ξµ = (1, 0, 0, 0) and χµ = (0, 1, 0, 0).

The local fiducial observer (FIDO; Bardeen et al. 1972; Thorne
et al. 1986), whose world line is perpendicular to the absolute space,
is described by the coordinate four-velocity

nµ =
(

1
α

,
−β i

α

)
, nµ = gµνn

ν = (−α, 0, 0, 0). (13)

The angular momentum of this observer is n · χ = gµνnµχν =
nϕ = 0, and thus FIDO is also a zero angular momentum observer
(ZAMO; Thorne et al. 1986). Note that the FIDO frame is not
inertial, but it can be used as a convenient orthonormal basis to
investigate the local physics (Thorne et al. 1986; Punsly & Coroniti
1990; Punsly 2008).

In the Boyer–Lindquist (BL) coordinates (t, ϕ, r, θ ) (see
Appendix A), FIDOs rotate with the coordinate angular velocity

) ≡ dϕFIDO

dt
= −βϕ > 0, (14)

which is in the same direction as the BH. The BL coordinates
have the well-known coordinate singularity (grr = ∞) at the event
horizon. The radius of the event horizon is rH = 1 +

√
1 − a2.

The Killing vector ξµ is space-like in the ergosphere, where
ξ 2 = gtt = −α2 + β2 > 0. The radius of the outer boundary of the
ergosphere (i.e. the stationary limit) is res = 1 +

√
1 − a2 cos2 θ .

At infinity, this space–time asymptotes to the flat one. The shapes
of the event horizon and the ergosphere are shown in Fig. 1 .

The Kerr–Schild (KS) coordinates have no coordinate singular-
ity at the event horizon. However, the KS spatial coordinates are no
longer orthogonal (γ rϕ ̸= 0; see Appendix A), and then one should
be cautious for examining the spatial structure of the electromag-
netic field by using the KS coordinates.

3.2 The 3+1 electrodynamics

In order to study the test electromagnetic field in Kerr space–time,
we adopt the 3+1 electrodynamics of the version which was de-
veloped by (Komissarov 2004a, see also Landau & Lifshitz 1975;
Komissarov 2009, and references therein).2 The covariant Maxwell
equations ∇∗

ν Fµν = 0 and ∇νF
µν = 4πIµ are reduced to

∇ · B = 0, ∂t B + ∇ × E = 0, (15)

∇ · D = 4πρ, −∂t D + ∇ × H = 4π J, (16)

where ∇ · C and ∇ × C denote (1/
√

γ )∂i(
√

γCi) and eijk∂jCk , re-
spectively, and eijk = (1/

√
γ )ϵijk is the Levi-Civita pseudo-tensor

2 Thorne & MacDonald (1982) and Thorne et al. (1986) developed the 3+1
electrodynamics of the version without introducing E or H , and showed
some of the expressions in this paper, such as equations (22) and (29).

Figure 1. The event horizon (inner thick line) and the outer boundary of
the ergosphere (outer thick line) of Kerr space–time. The thin lines represent
) − α/

√
γϕϕ = 0.2, 0.1,−0.1,−0.14,−0.17,−0.2 in the BL coordinates

in the order of increasing r. The line of ) − α/
√

γϕϕ = 0 is identical to the
outer thick line. The spin parameter is set to be a = 0.9.

of the absolute space. The condition of zero electric and magnetic
susceptibilities for general fully ionized plasmas leads to following
constitutive equations:

E = α D + β × B, (17)

H = αB − β × D, (18)

where C × F denotes eijkCjFk . At infinity, α = 1 and β = 0,
so that E = D and H = B. Here, D, B and ρ are the electric
field, magnetic field and charge density as measured by FIDOs,
respectively (see Appendix A for more details). The current J is
related to the current as measured by FIDOs, j , as

J = α j − ρβ. (19)

The covariant energy–momentum equation of the electromag-
netic field ∇νT

ν
µ = −FµνI

ν gives us the energy equation as

∂t

[
1

8π
(E · D + B · H)

]
+ ∇ ·

(
1

4π
E × H

)
= −E · J, (20)

where C · F denotes CiFi, and the angular momentum equation as

∂t

[
1

4π
(D × B) · m

]
+ ∇ · 1

4π

[
−(E · m)D − (H · m)B

+1
2

(E · D + B · H)m
]

= −(ρ E + J × B) · m, (21)

where m = ∂ϕ . From these equations, one can find the energy den-
sity, energy flux, angular momentum density and angular momen-
tum flux.

3.3 Steady axisymmetric electromagnetic field in the vacuum

Before investigating the plasma-filled magnetosphere in Kerr
space–time, the properties of the electromagnetic field in the vac-
uum (i.e. no plasma) are summarized. Wald (1974) derived the
solution of a steady, axisymmetric, vacuum test electromagnetic
field in Kerr space–time for which the magnetic field is uniform,
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3.1 The 3+1 decomposition of space–time

The space–time metric can be generally written as

ds2 = gµνdx µdx ν = −α2dt2 + γij (β idt + dx i)(βj dt + dx j ),

(12)

where α is called the lapse function, β i the shift vector and γ ij the
three-dimensional metric tensor of the space-like hypersurfaces.
The hypersurfaces are regarded as the absolute space at differ-
ent instants of time t (cf. Thorne et al. 1986). For Kerr space–
time, ∂t gµν = ∂ϕgµν = 0. These correspond to the existences of
the Killing vector fields ξµ and χµ. In the coordinates (t, ϕ, r, θ ),
ξµ = (1, 0, 0, 0) and χµ = (0, 1, 0, 0).

The local fiducial observer (FIDO; Bardeen et al. 1972; Thorne
et al. 1986), whose world line is perpendicular to the absolute space,
is described by the coordinate four-velocity

nµ =
(

1
α

,
−β i

α

)
, nµ = gµνn

ν = (−α, 0, 0, 0). (13)

The angular momentum of this observer is n · χ = gµνnµχν =
nϕ = 0, and thus FIDO is also a zero angular momentum observer
(ZAMO; Thorne et al. 1986). Note that the FIDO frame is not
inertial, but it can be used as a convenient orthonormal basis to
investigate the local physics (Thorne et al. 1986; Punsly & Coroniti
1990; Punsly 2008).

In the Boyer–Lindquist (BL) coordinates (t, ϕ, r, θ ) (see
Appendix A), FIDOs rotate with the coordinate angular velocity

) ≡ dϕFIDO

dt
= −βϕ > 0, (14)

which is in the same direction as the BH. The BL coordinates
have the well-known coordinate singularity (grr = ∞) at the event
horizon. The radius of the event horizon is rH = 1 +

√
1 − a2.

The Killing vector ξµ is space-like in the ergosphere, where
ξ 2 = gtt = −α2 + β2 > 0. The radius of the outer boundary of the
ergosphere (i.e. the stationary limit) is res = 1 +

√
1 − a2 cos2 θ .

At infinity, this space–time asymptotes to the flat one. The shapes
of the event horizon and the ergosphere are shown in Fig. 1 .

The Kerr–Schild (KS) coordinates have no coordinate singular-
ity at the event horizon. However, the KS spatial coordinates are no
longer orthogonal (γ rϕ ̸= 0; see Appendix A), and then one should
be cautious for examining the spatial structure of the electromag-
netic field by using the KS coordinates.

3.2 The 3+1 electrodynamics

In order to study the test electromagnetic field in Kerr space–time,
we adopt the 3+1 electrodynamics of the version which was de-
veloped by (Komissarov 2004a, see also Landau & Lifshitz 1975;
Komissarov 2009, and references therein).2 The covariant Maxwell
equations ∇∗

ν Fµν = 0 and ∇νF
µν = 4πIµ are reduced to

∇ · B = 0, ∂t B + ∇ × E = 0, (15)

∇ · D = 4πρ, −∂t D + ∇ × H = 4π J, (16)

where ∇ · C and ∇ × C denote (1/
√

γ )∂i(
√

γCi) and eijk∂jCk , re-
spectively, and eijk = (1/

√
γ )ϵijk is the Levi-Civita pseudo-tensor

2 Thorne & MacDonald (1982) and Thorne et al. (1986) developed the 3+1
electrodynamics of the version without introducing E or H , and showed
some of the expressions in this paper, such as equations (22) and (29).

Figure 1. The event horizon (inner thick line) and the outer boundary of
the ergosphere (outer thick line) of Kerr space–time. The thin lines represent
) − α/

√
γϕϕ = 0.2, 0.1,−0.1,−0.14,−0.17,−0.2 in the BL coordinates

in the order of increasing r. The line of ) − α/
√

γϕϕ = 0 is identical to the
outer thick line. The spin parameter is set to be a = 0.9.

of the absolute space. The condition of zero electric and magnetic
susceptibilities for general fully ionized plasmas leads to following
constitutive equations:

E = α D + β × B, (17)

H = αB − β × D, (18)

where C × F denotes eijkCjFk . At infinity, α = 1 and β = 0,
so that E = D and H = B. Here, D, B and ρ are the electric
field, magnetic field and charge density as measured by FIDOs,
respectively (see Appendix A for more details). The current J is
related to the current as measured by FIDOs, j , as

J = α j − ρβ. (19)

The covariant energy–momentum equation of the electromag-
netic field ∇νT

ν
µ = −FµνI

ν gives us the energy equation as

∂t

[
1

8π
(E · D + B · H)

]
+ ∇ ·

(
1

4π
E × H

)
= −E · J, (20)

where C · F denotes CiFi, and the angular momentum equation as

∂t

[
1

4π
(D × B) · m

]
+ ∇ · 1

4π

[
−(E · m)D − (H · m)B

+1
2

(E · D + B · H)m
]

= −(ρ E + J × B) · m, (21)

where m = ∂ϕ . From these equations, one can find the energy den-
sity, energy flux, angular momentum density and angular momen-
tum flux.

3.3 Steady axisymmetric electromagnetic field in the vacuum

Before investigating the plasma-filled magnetosphere in Kerr
space–time, the properties of the electromagnetic field in the vac-
uum (i.e. no plasma) are summarized. Wald (1974) derived the
solution of a steady, axisymmetric, vacuum test electromagnetic
field in Kerr space–time for which the magnetic field is uniform,
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 by guest on June 27, 2014
http://m

nras.oxfordjournals.org/
D

ow
nloaded from

 

@⇠(
p
⌃Dr) = 4⇡�%2(⇢� ⇢GJ)

<latexit sha1_base64="UsvV8dIXmsk0zlGzIKcbHdHZ00o=">AAACsnichVHLahRBFD1pX3F8ZNSN4KZwiEwWDjVhwAcIQQOKICQZJwmmYlPdqUyKVD+srhmMzfyAP+DClYKIuPQT3PgDLmarK3EZwY0Lb/c0iAb1Nl331Kl7bp2qClKjM8f5eMo7dPjI0WPTx2snTp46PVM/c3Y1SwY2VL0wMYldD2SmjI5Vz2ln1HpqlYwCo9aC3VvF+tpQ2Uwn8X23l6rNSPZjva1D6Yjy6/dEKq3T0vjisW6K7JF1uejqfiRHi76dYzdYR6SaiUVlnGRiKK3dSR7Os6agzC6zIvm5sBG7fXc059cbvMXLYAdBuwINVLGU1F9DYAsJQgwQQSGGI2wgkdG3gTY4UuI2kRNnCelyXWGEGmkHVKWoQhK7S2OfZhsVG9O86JmV6pB2MfRbUjLM8o/8Dd/nH/hb/oX/+GuvvOxReNmjHEy0KvVnnp7vfv+vKqLssPNL9U/PDtu4WnrV5D0tmeIU4UQ/fPJsv3t9ZTa/xF/yr+T/BR/z93SCePgtfLWsVp6jRg/Q/vO6D4LV+Va707q23Gks3KyeYhoXcBFNuu8rWMAdLKFH+77DGJ/w2et4DzzphZNSb6rSnMNv4Zmf5YqmwQ==</latexit>



Pair creation, current recovery

cases, such as Model A, a higher ratio of L Lcur BZ is expected,
hence pair creation by curvature photons might be important in
those cases. This might change, somewhat, the threshold value
of t0 needed for screening.

We now turn to discuss the subcritical model (model A). For
this model we explored two different setups (models A1 and
A2 in Table 1), distinguished by the initial distribution of pairs
and gamma-rays (see Figure 6); in the first one the gamma-ray
density is initially zero and pairs are uniformly injected in the
simulation domain (such that the charge density is zero). In the
second one the pair density is initially zero and photons are
uniformly injected. The subsequent evolution of the density of
pairs and gamma-rays for both models is shown in the upper
and lower panels of Figure 6. In both cases the initial discharge

produces sufficient charges to screen out the gap electric field.
However, as time passes pairs and photons escape the
simulation box and the rate at which new pairs are created
becomes too low to replenish the lost plasma. As a
consequence, the gap opens near the null surface and gradually
grows, as seen in the figure, until the simulation box becomes
completely devoid of pairs and gamma-rays and the vacuum
state is restored.

4.3. Return Electric Current Flow

As explained above, the main difference between the current
flows with >J 00 and <J 00 is the tendency of the gap to
reopen at the outer boundaries in the former case rather than
near the null surface. Depending on the choice of parameters, a

Figure 4. Snapshots of energy spectra of outgoing electrons (blue curve), positrons (red curve), and scattered photons (yellow curve) in the box from the same
simulation presented in Figure 1.

Figure 5. Light curves of curvature radiation (black), IC emission (red), and particle kinetic luminosity (blue) at the outer boundary of the simulation box, from runs
with t= - =J 1, 300 0 (left), 100 (middle), and 300 (right), and = -� 10min

9. All luminosities are normalized by the BZ power given in Equation (15).

7

The Astrophysical Journal, 902:80 (12pp), 2020 October 10 Kisaka, Levinson, & Toma

2  

/

B

E
e-

e-

e+

Disk soft photons
!" ∝ $%&'( (& > &+,- )

IC photon Pair creation

IC scattering

IC 
photon

Condition for the gap oscillation
Now, in order to self-screen the electric field in the

simulation box, the following condition should be satisfied:

( )t tgg 2 1. 4ic

Omitting a logarithmic factor, the normalized optical depth for
IC scattering can be approximated as
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The pair creation cross section can be expressed as (omitting
the logarithmic factor again)
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and it has a maximum { }~ -� � �max ,2 ic
1

min . The pair produc-
tion opacity is given approximately by ( )�t sgg gg �n l2 , where l
is the gap width. With ( ) ( )� -� � �n p

2 2 min from Equation (2)
and �l rg one obtains
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From Equations (4), (5), and (8), the required optical depth is
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Now, the maximum Lorentz factor of accelerated pairs is
limited by curvature losses to
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For the cases studied below > -� 10min
10, hence g >� 1max min .

Substituting gmax into Equation (9) we obtain ( )t > 30 3000 for
( )= - -� 10 10min

9 8 , which corresponds to ( )»0.5 meV 5 meV .
This estimate is found to be in reasonable agreement with the
simulations. Note that the maximum Lorentz factor in
Equation (10) depends on the strength of the gap electric field,
which in certain regions is well below B. In the = +J 10

models we find that the critical opacity is smaller by up to an
order of magnitude than the naive estimate obtained
for & =E B.
The above considerations ignore the contribution of

curvature photons to pair creation. To assess its relative
importance, note that the following condition must be satisfied
in order for pair production by curvature photons to suffice to
screen out the gap:

( )tgg 2N 1, 11c

where Nc is the number of curvature photons emitted by a
single particle in the gap. The latter can be estimated as

( )~
�

N
P
m c

l
r

, 12
g

c
cur

c e
2

where �c is the characteristic energy of the curvature radiation,

( )
p

g

g

=

~ ´ -

� h
R m c

M

3
4

3 10 , 13

c
c e

3

5
9

1
10
3

Table 1
Simulation Model Parameters

Model J0 t0 �min p PPC Time Initial Condition
( )r cg

A −1 10 10−8 2 45 84 e -filled (A1)
106 γ-filled (A2)

B −1 100 10−9 2 45 241 Model D t = 300 1000

C −1 30 10−9 2 45 115 Model B t = 100 300

D −1 300 10−9 2 45 458 γ-filled
E −1 100 10−9 1.5 45 90 Model B =p 2 1.5
F −1 100 10−9 3 45 90 Model B =p 2 3
G −1 100 10−8 2 45 84 Model B = - -� 10 10min

9 8

H −1 100 10−10 2 45 72 Model B = - -� 10 10min
9 10

I −1 100 10−9 2 5 729 Low-t0 t = 10 1000

J −1 100 10−9 2 15 262 Model M t = 300 1000

K −1 100 10−9 2 135 154 Low-t0 t = 10 1000

L −1 300 10−9 2 5 1045 Model I t = 100 3000

M −1 300 10−9 2 15 290 γ-filled
N 1 100 10−9 2 45 238 Low-t0 t = 10 1000

O 1 10 10−8 2 45 560 e -filled

Note. e -filled: a state filled with uniformly distributed electrons and positrons with zero initial velocity and the same number density (left upper panel of Figure 6).
γ-filled: a state filled with a monoenergetic beam of uniformly distributed gamma-ray photons (lower left panel of Figure 6). Low-t0: an electric-field-screened state
after the initial discharge (photon-filled initial condition) in t = 100 . Model B, D, M, or I: a temporal quasistationary state of one model.
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Now, in order to self-screen the electric field in the
simulation box, the following condition should be satisfied:

( )t tgg 2 1. 4ic

Omitting a logarithmic factor, the normalized optical depth for
IC scattering can be approximated as
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The pair creation cross section can be expressed as (omitting
the logarithmic factor again)
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From Equations (4), (5), and (8), the required optical depth is
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Now, the maximum Lorentz factor of accelerated pairs is
limited by curvature losses to
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For the cases studied below > -� 10min
10, hence g >� 1max min .

Substituting gmax into Equation (9) we obtain ( )t > 30 3000 for
( )= - -� 10 10min

9 8 , which corresponds to ( )»0.5 meV 5 meV .
This estimate is found to be in reasonable agreement with the
simulations. Note that the maximum Lorentz factor in
Equation (10) depends on the strength of the gap electric field,
which in certain regions is well below B. In the = +J 10

models we find that the critical opacity is smaller by up to an
order of magnitude than the naive estimate obtained
for & =E B.
The above considerations ignore the contribution of

curvature photons to pair creation. To assess its relative
importance, note that the following condition must be satisfied
in order for pair production by curvature photons to suffice to
screen out the gap:

( )tgg 2N 1, 11c

where Nc is the number of curvature photons emitted by a
single particle in the gap. The latter can be estimated as
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( )
p

g

g

=

~ ´ -

� h
R m c

M

3
4

3 10 , 13

c
c e

3

5
9

1
10
3

Table 1
Simulation Model Parameters

Model J0 t0 �min p PPC Time Initial Condition
( )r cg

A −1 10 10−8 2 45 84 e -filled (A1)
106 γ-filled (A2)

B −1 100 10−9 2 45 241 Model D t = 300 1000

C −1 30 10−9 2 45 115 Model B t = 100 300

D −1 300 10−9 2 45 458 γ-filled
E −1 100 10−9 1.5 45 90 Model B =p 2 1.5
F −1 100 10−9 3 45 90 Model B =p 2 3
G −1 100 10−8 2 45 84 Model B = - -� 10 10min

9 8

H −1 100 10−10 2 45 72 Model B = - -� 10 10min
9 10

I −1 100 10−9 2 5 729 Low-t0 t = 10 1000

J −1 100 10−9 2 15 262 Model M t = 300 1000

K −1 100 10−9 2 135 154 Low-t0 t = 10 1000

L −1 300 10−9 2 5 1045 Model I t = 100 3000

M −1 300 10−9 2 15 290 γ-filled
N 1 100 10−9 2 45 238 Low-t0 t = 10 1000

O 1 10 10−8 2 45 560 e -filled

Note. e -filled: a state filled with uniformly distributed electrons and positrons with zero initial velocity and the same number density (left upper panel of Figure 6).
γ-filled: a state filled with a monoenergetic beam of uniformly distributed gamma-ray photons (lower left panel of Figure 6). Low-t0: an electric-field-screened state
after the initial discharge (photon-filled initial condition) in t = 100 . Model B, D, M, or I: a temporal quasistationary state of one model.
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Bright curvature radiation

cases, such as Model A, a higher ratio of L Lcur BZ is expected,
hence pair creation by curvature photons might be important in
those cases. This might change, somewhat, the threshold value
of t0 needed for screening.

We now turn to discuss the subcritical model (model A). For
this model we explored two different setups (models A1 and
A2 in Table 1), distinguished by the initial distribution of pairs
and gamma-rays (see Figure 6); in the first one the gamma-ray
density is initially zero and pairs are uniformly injected in the
simulation domain (such that the charge density is zero). In the
second one the pair density is initially zero and photons are
uniformly injected. The subsequent evolution of the density of
pairs and gamma-rays for both models is shown in the upper
and lower panels of Figure 6. In both cases the initial discharge

produces sufficient charges to screen out the gap electric field.
However, as time passes pairs and photons escape the
simulation box and the rate at which new pairs are created
becomes too low to replenish the lost plasma. As a
consequence, the gap opens near the null surface and gradually
grows, as seen in the figure, until the simulation box becomes
completely devoid of pairs and gamma-rays and the vacuum
state is restored.

4.3. Return Electric Current Flow

As explained above, the main difference between the current
flows with >J 00 and <J 00 is the tendency of the gap to
reopen at the outer boundaries in the former case rather than
near the null surface. Depending on the choice of parameters, a

Figure 4. Snapshots of energy spectra of outgoing electrons (blue curve), positrons (red curve), and scattered photons (yellow curve) in the box from the same
simulation presented in Figure 1.

Figure 5. Light curves of curvature radiation (black), IC emission (red), and particle kinetic luminosity (blue) at the outer boundary of the simulation box, from runs
with t= - =J 1, 300 0 (left), 100 (middle), and 300 (right), and = -� 10min

9. All luminosities are normalized by the BZ power given in Equation (15).
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Now, in order to self-screen the electric field in the
simulation box, the following condition should be satisfied:

( )t tgg 2 1. 4ic

Omitting a logarithmic factor, the normalized optical depth for
IC scattering can be approximated as
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The pair creation cross section can be expressed as (omitting
the logarithmic factor again)
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From Equations (4), (5), and (8), the required optical depth is
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Now, the maximum Lorentz factor of accelerated pairs is
limited by curvature losses to

⎛
⎝⎜⎜

⎞
⎠⎟⎟

⎛
⎝⎜

⎞
⎠⎟ ( )

&

&

g =

~ ´

E R

e

E

B
B M1.7 10 . 10

max
c
2 1 4

10
1 4

3
1 4

9
1 2

For the cases studied below > -� 10min
10, hence g >� 1max min .

Substituting gmax into Equation (9) we obtain ( )t > 30 3000 for
( )= - -� 10 10min

9 8 , which corresponds to ( )»0.5 meV 5 meV .
This estimate is found to be in reasonable agreement with the
simulations. Note that the maximum Lorentz factor in
Equation (10) depends on the strength of the gap electric field,
which in certain regions is well below B. In the = +J 10

models we find that the critical opacity is smaller by up to an
order of magnitude than the naive estimate obtained
for & =E B.
The above considerations ignore the contribution of

curvature photons to pair creation. To assess its relative
importance, note that the following condition must be satisfied
in order for pair production by curvature photons to suffice to
screen out the gap:

( )tgg 2N 1, 11c

where Nc is the number of curvature photons emitted by a
single particle in the gap. The latter can be estimated as
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where �c is the characteristic energy of the curvature radiation,
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Table 1
Simulation Model Parameters

Model J0 t0 �min p PPC Time Initial Condition
( )r cg

A −1 10 10−8 2 45 84 e -filled (A1)
106 γ-filled (A2)

B −1 100 10−9 2 45 241 Model D t = 300 1000

C −1 30 10−9 2 45 115 Model B t = 100 300

D −1 300 10−9 2 45 458 γ-filled
E −1 100 10−9 1.5 45 90 Model B =p 2 1.5
F −1 100 10−9 3 45 90 Model B =p 2 3
G −1 100 10−8 2 45 84 Model B = - -� 10 10min

9 8

H −1 100 10−10 2 45 72 Model B = - -� 10 10min
9 10

I −1 100 10−9 2 5 729 Low-t0 t = 10 1000

J −1 100 10−9 2 15 262 Model M t = 300 1000

K −1 100 10−9 2 135 154 Low-t0 t = 10 1000

L −1 300 10−9 2 5 1045 Model I t = 100 3000

M −1 300 10−9 2 15 290 γ-filled
N 1 100 10−9 2 45 238 Low-t0 t = 10 1000

O 1 10 10−8 2 45 560 e -filled

Note. e -filled: a state filled with uniformly distributed electrons and positrons with zero initial velocity and the same number density (left upper panel of Figure 6).
γ-filled: a state filled with a monoenergetic beam of uniformly distributed gamma-ray photons (lower left panel of Figure 6). Low-t0: an electric-field-screened state
after the initial discharge (photon-filled initial condition) in t = 100 . Model B, D, M, or I: a temporal quasistationary state of one model.
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FIG. 2.— Light curves of curvature radiation (black), IC emission (red), and particle kinetic luminosity (blue) at the outer boundary of the simulation box.
Transition between states occurs at t = 0 in all cases shown. In each panel one of the fiducial model parameters is changed to the indicated value, while the other
parameters are kept fixed. All luminosities are normalized by the BZ luminosity.
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FIG. 3.— Curvature luminosity as a function of the fiducial optical depth
τ0 (black line), compared with the analytic estimate derived in appendix A
(dashed red line).

ary is γ ∼ 108. Then, after switching to εmin = 10−8, the same
particles scatter in the KN regime, thereby cool much slower.
As a result, their mean energy increase leading to significant
enhancement in curvature emission.

In general, we find that the highly nonlinear response we
observed in many runs is a combination of KN effects and
the sensitive dependence of the curvature emission power on
the energy of emitting particles. The dependence of the peak
luminosity of curvature emission on the optical depth τ0 is
delineated by the black line in Figure 3. The red line cor-
responds to the analytic result derived in appendix A. This
sensitivity of Lcur to changes in opacity is the key factor that
leads to the flaring behaviour seen in Figs. 1 and 2.

3.2. Change of magnetospheric current

In the second set of numerical experiments, models G−L in
table 1, we keep the soft-photon intensity fixed and change the
global current j0 at time t = 0. Since the net electric current
in the dynamical equation that governs the evolution of the
gap electric field is ( je − j0), where je is the current carried
by pairs produce in the gap, changes in j0 lead to a change in
the net current and, consequently, an inductive response. For
example, since the number density of particles in the gap is
comparable to the GJ value times | j0|, when | j0| increases (as
in case G, where j0 = −1.0 → −2.0), the charge density in
the gap is insufficient for compensating the current difference
je − j0. As a result, the flux of curvature photons temporarily
increases, as seen in the left panels in Fig. 4.

Figure 4 shows the resultant light curves. The upper three
panels correspond to models G−I in table 1 (τ0 = 100) and
the lower panels to Models J−L (τ0 = 30). In all cases shown
the global current changes from j0 = −1 to the value indi-
cated in the top label. As seen, the curvature emission flux
appears to be quite sensitive to j0 for τ0 = 100, less so for the
lower optical depth run. Nonetheless, an increase by a factor
of about 3 in the flux following the transition is observed also
at τ0 = 30 (lower panels in Fig. 4). The reason for that trend is
not entirely clear to us. In the run with τ0 = 100 we observed
significantly larger amplitudes of the electric field oscillations
at lower values of j0, whereas for τ0 = 30 these oscillations
appears much less sensitive to j0. We suspect that KN effects
might play a role in dictating the dependence of gap opening
on the global magnetospheric current.

4. DISCUSSION

We studied the response of a black hole spark gap to ex-
ternal changes by means of 1D GRPIC simulations. We

Kisaka, Levinson & KT 2020; Kisaka, Levinson, KT & Niv 2021

• Curvature luminosity (∝ #$) sensitive to &'
• Variation of &' makes flares at 0.1-1 TeV
• Flare rise time ~ gap crossing time
• Need GR ray tracing
• Reverberation mapping?

Estimating (∥ for which 
a particle creates two



Summary

• High-resolution radio observations have stimulated simulation studies of 
black hole + accretion disk system

• Energy injection of jets is probably the BZ process, but no observational 
evidence yet à Emission mechanism of jets?

• Density of funnel (≲ 100 $%&) seems too low to shine in radio for RIAF
• Funnel wall dissipation is interesting

• Magnetic reconnection, hadronic process
• KH instability
• Superluminal motion?

• Funnel can shine in gamma-ray at magnetospheric gaps
• 1D GR-PIC simulations show periodic opening of a gap at null charge surface
• Bright curvature radiation
• Reverberation mapping?
• Effects of light surfaces, e+e- injection, etc. to be explored




